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Preface to the Second Edition

Polymer science is today a vibrant field. Its technological relevance is vast, yet fundamental
scientific questions also abound. Polymeric materials exhibit a wealth of fascinating properties,
many of which are observable just by manipulating a piece in your hands. Yet, these phenomena
are all directly traceable to molecular behavior, and especially to the long chain nature of polymer
molecules. The central goal of this book is to develop a molecular level understanding of the
properties of polymers, beginning with the underlying chemical structures, and assuming no prior
knowledge beyond undergraduate organic and physical chemistry. Although such an understand-
ing should be firmly based in chemistry, polymer science is a highly interdisciplinary endeavor;
concepts from physics, biology, materials science, chemical engineering, and statistics are all
essential, and are introduced as needed.

The philosophy underlying the approach in this book is the same as that in the first edition, as
laid out in the previous preface. Namely, we endeavor to develop the fundamental principles,
rather than an encyclopedic knowledge of particular polymers and their applications; we seek to
build a molecular understanding of polymer synthesis, characterization, and properties; we
emphasize those phenomena (from the vast array of possibilities) that we judge to be the most
interesting. The text has been extensively reorganized and expanded, largely to reflect the
substantial advances that have occurred over the intervening years. For example, there is now
an entire chapter (Chapter 4) dedicated to the topic of controlled polymerization, an area that has
recently undergone a revolution. Another chapter (Chapter 11) delves into the viscoelastic
properties of polymers, a topic where theoretical advances have brought deeper understanding.
The book also serves as a bridge into the research literature. After working through the appropriate
chapters, the student should be able to make sense of a large fraction of the articles published today
in polymer science journals.

There is more than enough material in this book for a full-year graduate level course, but as with
the first edition, the level is (almost) always accessible to senior level undergraduates. After an
introductory chapter of broad scope, the bulk of the text may be grouped into three blocks of four
chapters each. Chapter 2 through Chapter 5 describe the many ways in which polymers can be
synthesized and how the synthetic route influences the resulting molecular structure. This material
could serve as the basis for a single quarter or semester chemistry course that focuses on polymer
synthesis. Chapter 6 through Chapter 9 emphasize the solution properties of polymers, including
their conformations, thermodynamics, hydrodynamics, and light scattering properties. Much of this
material is often found in a quarter or semester course introducing the physical chemistry of
polymers. Chapter 10 through Chapter 13 address the solid state and bulk properties of polymers:
rubber elasticity, viscoelasticity, the glass transition, and crystallization. These topics, while
presented here from a physical chemical point of view, could equally well serve as the cornersione
of an introductory course in materials science or chemical engineering.

The style of the presentation, as with the previous edition, is chosen with the student in mind. To
this end, we may point out the following features:

There are over 60 worked example problems sprinkled throughout the book.
® There are 15 or more problems at the end of every chapter, to reinforce and develop further
understanding; many of these are based on data from the literature.
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Vi Preface to the 2nd Edition

¢ There are almost 200 figures, to illustrate concepts or to present experimental results from
the literature.

¢ Studies chosen for the examples, problems, and figures range in vintage from very recent to
over 50 years old; this feature serves to give the reader some sense of the historical progression
of the field.

¢ Concise reviews of many topics (such as thermodynamics, kinetics, probability, and various
experimental techniques) are given when the subject 1s first raised.

* A conscious effort has been made to cross-reference extensively between chapters and sections
within chapters, in order to help tie the various topics together.

* Important equations and mathematical relations are almost always developed step by step. We
have avoided, wherever possible, the temptation to pull equations out of a hat. Occasionally
this leads to rather long stretches of algebra, which the reader is welcome to skip. However, at
some point the curious student will want to know where the result comes from, and then this
book should be a particularly valuable resource. Surprisingly, perhaps, the level of mathemat-
ical sophistication is only about the same as needed in undergraduate chemical thermodynam-
ics. As a further help in this regard, an Appendix reviews many of the important mathematical
tools and tricks.

Anundertaking such as writing a textbook can never be completed without important contributions
from many individuals. Large sections of manuscript were carefully typed by Becky Matsch and
Lynne Johnsrud; Lynne also helped greatly with issues of copyright permissions and figure prepar-
ation. My colleagues past and present in the Polymer Group at Minnesota have been consistently
encouraging and have provided both useful feedback and insightful examples: Frank Bates, Shura
Grosberg, Marc Hillmyer, Chris Macosko, Wilmer Miller, David Morse, Steve Prager, and Matt
Tirrell. In large measure the style adopted in this second edition has been inspired by the example set
by my graduate instructors and mentors at the University of Wisconsin: R. Byron Bird, John Ferry,
Arthur Lodge, John Schrag, and Hyuk Yu. In particular, it was in his graduate course Chemistry 664
that Hyuk Yu so ably demonstrated that no important equation need come out of thin air.

I would like extend a special thank you to all of the students enrolled in Chemistry/Chemical
Engineering/Materials Science 8211 over the period 2002-2005, who worked through various
drafts of Chapter 6 through Chapter 13, and provided many helpful suggestions: Sayeed Abbas,
David Ackerman, Sachin Agarwal, Saurabh Agarwal, Julie Alkatout, Pedro Arrechea, Carlos
Lopez-Bairon, Soumendra Basu, Jeff Becker, Joel Bell, A.S. Bhalla, Michael Bluemle, Paul
Boswell, Bryan Boudouris, Adam Buckalew, Xiuyu Cai, Neha Chandra, Joon Chatterjee, Liang
Chen, Ying Chen, Juhee Cho, Seongho Choi, Jin-Hwa Chung, Kevin Davis, Michail Dolgovskij,
Jingshan Dong, Will Edmonds, Sandra Fritz, Carolyn Gamble, Piotr Grzywacz, Jeong-Myeong Ha,
Benjamin Hamilton, Amanda Haws, Nazish Hoda, Hao Hou, Deanna Huehn, Shengxiang Ji, Karan
Jindal, Young Kang, Aaron Khieu, Byeong-Su Kim, BongSoo Kim, Hyunwoo Kim, Jin-Hong
Kim, Seung Ha Kim, Chunze Lai, Castro Laicer, Qiang Lan, Sangwoo Lee, Zhibo Li, Elizabeth
Lugert, Nate Lynd, Sudeep Maheshwari, Huiming Mao, Adam Meuler, Yoichiro Mori, Randy
Mrozek, Siddharthya Mujumdar, Jaewook Nam, Dan O’Neal, Sahban Ozair, Matt Panzer, Alhad
Phatak, William Philip, Jian Qin, Benjamin Richter, Scott Roberts, Josh Scheffel, Jessica Schom-
mer, Kathleen Schreck, Peter Simone, Zach Thompson, Kristianto Tjiptowidjojo, Mehul Vora,
Jaye Warner, Tomy Widya, Maybelle Wu, Jianyan Xu, Dan Yu, Ilan Zeroni, Jianbin Zhang, Ling
Zhang, Yu Zhang, Ning Zhou, Zhengxi Zhu, and John Zupancich. Last but not least the
love, support, and tolerance of my family, Susanna, Hannah, and Sam, has been a constant source
of strength.

Tim Lodge



Preface to the First Edition

Physical chemistry has been defined as that branch of science that is fundamental, molecular,
and interesting. I have tried to write a polymer textbook that could be described this way also. To
the extent that one subscribes to the former definition and that I have succeeded in the latter
objective, then the approach of this book is physical chemical. As a textbook, it is intended for
students who have completed courses in physical and organic chemistry. These are the prerequi-
sites that define the level of the book; no special background in physics or mathematics beyond
what is required for physical chemistry is assumed. Since chemistry majors generally study
physical chemistry in the third year of the undergraduate curriculum, this book can serve as the
text for a senior-level undergraduate or a beginning graduate-level course. Although I use
chemistry courses and chemistry curricula to describe the level of this book, students majoring
in engineering, materials science, physics, and various specialties in the biological sciences will
also find numerous topics of interest contained herein.

Terms like “fundamental,” “molecular,” and “interesting” have different meanings for
different people. Let me explain how they apply to the presentation of polymer chemistry in this
text.

The words “basic concepts” in the title define what I mean by “fundamental.” This is the
primary emphasis in this presentation. Practical applications of polymers are cited frequently—
after all, it is these applications that make polymers such an important class of chemicals—but in
overall content, the stress is on fundamental principles. “Foundational” might be another way to
describe this. I have not attempted to cover all aspects of polymer science, but the topics that have
been discussed lay the foundation—built on the bedrock of organic and physical chemistry—from
which virtually all aspects of the subject are developed. There is an enormous literature in polymer
science; this book is intended to bridge the gap between the typical undergraduate background in
polymers-which frequently amounts to little more than occasional “relevant” examples in other
courses—and the professional literature on the subject. Accordingly, the book assumes essentially no
prior knowledge of polymers, and extends far enough to provide a usable level of understanding.

“Molecular” describes the perspective of the chemist, and it 1s this aspect of polymeric
materials that I try to keep in view throughout the book. An engineering text might emphasize
processing behavior; a physics text, continuum mechanics; a biochemistry text, physiological
function. All of these are perfectly valid points of view, but they are not the approach of this
book. It is polymer molecules—their structure, energetics, dynamics, and reactions—that are the
primary emphasis throughout most of the book. Statistics is the type of mathematics that is natural
to a discussion of molecules. Students are familiar with the statistical nature of, say, the kinetic
molecular theory of gases. Similar methods are applied to other assemblies of molecules, or in the
case of polymers, to the assembly of repeat units that comprise a single polymer molecule.
Although we frequently use statistical arguments, these are developed quite thoroughly and do
not assume any more background in this subject than is ordinarily found among students in a
physical chemistry course.
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The most subjective of the words which (I hope) describe this book is “interesting.” The
fascinating behavior of polymers themselves, the clever experiments of laboratory researchers, and
the elegant work of the theoreticians add up to an interesting total. I have tried to tell about these
topics with clarity and enthusiasm, and in such a way as to make them intelligible to students. I can
only hope that the reader agrees with my assessment of what is interesting.

This book was written with the student in mind. Even though “student” encompasses persons
with a wide range of backgrounds, interests, and objectives; these are different than the corre-
sponding experiences and needs of researchers. The following features have been included to assist
the student:

1. Over 50 solved example problems are sprinkled throughout the book.

2. Exercises are included at the end of each chapter which are based on data from the original
literature.

3. Concise reviews of pertinent aspects of thermodynamics, kinetics, spectrophotometry, etc. are
presented prior to developing applications of these topics to polymers.

4. Theoretical models and mathematical derivations are developed in enough detail to be
comprehensible to the student reader. Only rarely do I “pull results out of a hat,” and I
scrupulously avoid saying “it is obvious that ...”

5. Generous cross-referencing and a judicious amount of repetition have been included to help
unify a book which spans quite a wide range of topics.

6. SI units have been used fairly consistently throughout, and attention is paid to the matter of
units whenever these become more than routine in complexity.

The book is divided into three parts of three chapters each, after an introductory chapter which
contains information that is used throughout the book.

In principle, the three parts can be taken up in any order without too much interruption in
continuity. Within each of the parts there is more carryover from chapter to chapter, so rearranging
the sequence of topics within a given part is less convenient. The book contains more material than
can be covered in an ordinary course. Chapter 1 plus two of the three parts contain about the right
amount of material for one term. In classroom testing the material, I allowed the class to decide—
while we worked on Chapter 1-which two of the other parts they wished to cover; this worked
very well.

Material from Chapter 1 is cited throughout the book, particularly the discussion of statistics. In
this connection, it might be noted that statistical arguments are developed in less detail further
along in the book as written. This is one of the drawbacks of rearranging the order in which the
topics are covered. Chapters 2 through 4 are concerned with the mechanical properties of bulk
polymers, properties which are primarily responsible for the great practical importance of poly-
mers. Engineering students are likely to have both a larger interest and a greater familiarity with
these topics. Chapers 5 through 7 are concerned with the preparation and properties of several
broad classes of polymers. These topics are closer to the interests of chemistry majors. Chapters 8
through 10 deal with the solution properties of polymers. Since many of the techniques described
have been applied to biopolymers, these chapters will have more appeal to students of biochem-
istry and molecular biology.

Let me conclude by acknowledging the contributions of those who helped me with the
preparation of this book. I wish to thank Marilyn Steinle for expertly typing the manuscript. My
appreciation also goes to Carol Truett who skillfully transformed my (very) rough sketches into
effective illustrations. Lastly, my thanks to Ron Manwill for preparing the index and helping me
with the proofreading. Finally, let me acknowledge that some errors and/or obscurities will surely
elude my efforts to eliminate them. I would appreciate reports about these from readers so that
these mistakes can eventually be eliminated.

Paul C. Hiemenz
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Introduction to Chain Molecules

1.3 Introduction

“I am inclined to think that the development of polymerization is perhaps the biggest thing
chemistry has done, where it has had the biggest impact on everyday life” [1]. This assessment
of the significance of polymer chemistry to modern society was offered 25 years ago by Lord Todd
(President of the Royal Society and 1957 Nobel Laureate in Chemistry), and subsequent develop-
ments have only reinforced this sentiment. There is hardly an area of modern life in which polymer
materials do not play an important role. Applications span the range from the mundane
(e.g., packaging, toys, fabrics, diapers, nonstick cookware, pressure-sensitive adhesives, etc.) to
demanding specialty uses (e.g., bulletproof vests, stealth aircraft, artificial hip joints, resorbable
sutures, etc.). In many instances polymers are the main ingredients, and the ingredients whose
characteristic properties are essential to the success of a particular technology: rubber tires, foam
cushions and insulation, high-performance athletic shoes, clothing, and equipment are good
examples. In other cases, polymers are used as additives at the level of a few percent by volume,
but which nevertheless play a crucial role in the properties of the final material; illustrations of this
can be found in asphalt (to suppress brittle fracture at low temperature and flow at high tempera-
ture), shampoo and other cosmetics (to impart “body’), automobile windshields (to prevent
shattering), and motor oil (to reduce the dependence of viscosity on temperature, and to suppress
crystallization).

For those polymer scientists “of a certain age,” the 1967 movie “The Graduate” {2] provided
an indelible moment that still resonates today. At his college graduation party, the hero Benjamin
Braddock (played by Dustin Hoffman) is offered the following advice by Mr. McGuire (played by
Walter Brooke):

MR. McGuIre. I want to say one word to you. Just one word.
BEn)AMIN. Yes, sir.

MR. McGuIRE. Are you listening?

BenaMiN. Yes I am.

MR. McGuire. Plastics.

In that period, the term “plastic” was often accompanied by negative connotations, including
“artificial,” as opposed to “natural,” and “cheap,” as opposed to “valuable.” Today, in what we
might call the “post-graduate era,” the situation has changed. To the extent that the advice offered
to Benjamin was pointing him to a career in a particular segment of the chemical industry, it was
probably very sound advice. The volume of polymer materials produced annually has grown
rapidly over the intervening years, to the point where today several hundred pounds of polymer
materials are produced each year for each person in the United States. More interesting than sheer
volume, however, is the breadth of applications for polymers. Not only do they continue to
encroach into the domains of “classical” materials such as metal, wood, and glass (note the
inexorable transformation of polymers from minor to major components in automobiles), but they
also play a central role in many emerging technologies. Examples include “plastic electronics,”
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gene therapy, artificial prostheses, optical data storage, electric cars, and fuel cells. In short, a
reasonable appreciation of the properties of chain molecules, and how these result in the many
desirable attributes of polymer-containing materials, is a necessity for a well-trained chemist,
materials scientist, or chemical engineer today.

Science tends to be plagued by clichés, which make invidious comparison of its efforts; “they
can cure such and such a dreaded disease, but they cannot do anything about the common cold” or
“we know more about the surface of the moon than the bottom of the sea.” If such comparisons
were popular in the 1920s, the saying might have been, “we know more about the structure of the
atom than about those messy, sticky substances called polymers.” Indeed, Millikan’s determin-
ation of the charge of an electron, Rutherford’s idea of the nuclear atom, and Bohr’s model of the
hydrogen atom were all well-known concepts before the notion of truly covalent macromolecules
was accepted. This was the case in spite of the great importance of polymers to human life and
activities. Our bodies, like all forms of life, depend on polymer molecules: carbohydrates, proteins,
nucleic acids, and so on. From the earliest times, polymeric materials have been employed to
satisfy human needs: wood and paper; hides; natural resins and gums; fibers such as cotton, wool,
and silk.

Attempts to characterize polymeric substances had been made, of course, and high molecular
weights were indicated, even if they were not too accurate. Early workers tended to be more
suspicious of the interpretation of the colligative properties of polymeric solutions than to accept
the possibility of high molecular weight compounds. Faraday had already arrived at CsHg as the
empirical formula of “rubber” in 1826, and isoprene was identified as the product resulting from
the destructive distillation of rubber in 1860. The idea that a natural polymer such as rubber
somehow “contained” isoprene emerged, but the nature of its involvement was more elusive.

During the early years of the 20th century, organic chemists were enjoying success in deter-
mining the structures of ordinary-sized organic molecules, and this probably contributed to their
reluctance to look beyond structures of convenient size. Physical chemists were interested
in intermolecular forces during this period, and the idea that polymers were the result of some
sort of association between low molecular weight constituent molecules prevailed for a long while.
Staudinger is generally credited as being the father of modern polymer chemistry, although a
foreshadowing of his ideas can be traced through older literature. In 1920, Staudinger proposed
the chain formulas we accept today, maintaining that structures are held together by covalent
bonds, which are equivalent in every way to those in low molecular weight compounds. There was
a decade of controversy before this “macromolecular hypothesis” began to experience widespread
acceptance. Staudinger was awarded the Nobel Prize in 1953 for his work with polymers. By the
1930s, Carothers began synthesizing polymers using well-established reactions of organic
chemistry such as esterification and amidation. His products were not limited to single ester or
amide linkages, however, but contained many such groups: they were polyesters and polyamides.
Physical chemists also got in on the act. Kuhn, Guth, Mark, and others were soon applying
statistics and crystallography to describe the multitude of forms a long-chain molecule could
assume [3].

Our purpose in this introduction is not to trace the history of polymer chemistry beyond the
sketchy version above; interesting and extensive treatments are available [4,5]. Rather, the primary
objective is to introduce the concept of chain molecules, which stands as the comerstone of all
polymer chemistry. In the next few sections we shall explore some of the categories of polymers,
some of the reactions that produce them, and some aspects of isomerism which multiply the
structural possibilities. A common feature of all synthetic polymerization reactions is the statistical
nature of the individual polymerization steps. This leads inevitably to a distribution of molecular
weights, which we would like to describe. As a consequence of these considerations, another
important part of this chapter is an introduction to some of the statistical concepts that also play a
central role in polymer chemistry.
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1.2 How Big Is Big?

The term polymer is derived from the Greek words poly and meros, meaning many parts. We noted
in the Section 1.1 that the existence of these parts was acknowledged before the nature of the
interaction which held them together was known. Today we realize that ordinary covalent bonds
are the intramolecular forces that keep the polymer molecule intact. In addition, the usual types of
intermolecular forces—hydrogen bonds, dipole-dipole interactions, London forces, etc.—hold
assemblies of these molecules together in the bulk state. The only thing that is remarkable about
these molecules is their size, but that feature is remarkable indeed. Another useful term is
macromolecule, which of course simply means “large (or long) molecule.” Some practitioners
draw a distinction between the two: all polymers are macromolecules, but not all macromolecules
are polymers. For example, a protein is not made by repeating one or two chemical units many
times, but involves a precise selection from among 20 different amino acids; thus it is a macro-
molecule, but not a polymer. In this text we will not be sticklers for formality, and will use the
terms rather interchangeably, but the reader should be aware of the distinction.

1.2.1 Molecular Weight

One of the first things we must consider is what we mean when we talk about the “size” of a
polymer molecule. There are two possibilities: one has to do with the number of repeat units and
the other to the spatial extent. In the former case, the standard term is molecular weight (although
again the reader must be aware that molar mass is often preferred). A closely related concept, the
degree of polymerization is also commonly used in this context. A variety of experimental
techniques are available for determining the molecular weight of a polymer. We shall discuss a
few such methods in Section 1.8 and postpone others until the appropriate chapters. The expression
molecular weight and molar mass should always be modified by the word average. This too is
something we shall take up presently. For now, we assume that a polymer molecule has a
molecular weight M, which can be anywhere in the range 10°-107 or more. (We shall omit units
when we write molecular weights in this book, but the student is advised to attach the units g/mol
to these quantities when they appear in problem calculations.)

Since polymer molecules are made up of chains of repeat units, after the chain itself comes the
repeat unit as a structural element of importance. Many polymer molecules are produced by
covalently bonding together only one or two types of repeat units. These units are the parts from
which chains are generated; as a class of compounds they are called monomers. Throughout this
book, we shall designate the molecular weight of a repeat unit as M.

The degree of polymerization of a polymer is simply the number of repeat units in a molecule.
The degree of polymerization N is given by the ratio of the molecular weight of the polymer to the
molecular weight of the repeat unit:

M

N = Mo (1.2.1)
One type of polymerization reaction is the addition reaction in which successive repeat units add
on to the chain. No other product molecules are formed, so the molecular weight of the monomer
and that of the repeat unit are identical in this case. A second category of polymerization reaction is
the condensation reaction, in which one or two small molecules such as water or HCl are
eliminated for each chain linkage formed. In this case the molecular weight of the monomer and
the repeat unit are somewhat different. For example, suppose an acid (subscript A) reacts with an
alcohol (subscript B) to produce an ester linkage and a water molecule. The molecular weight of
the ester—the repeat unit if an entire chain is built up this way-—differs from the combined weight
of the reactants by twice the molecular weight of the water; therefore,

M M

N=—:
My Ms+Mpg— 2MH20

(1.2.2)
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The end units in a polymer chain are inevitably different from the units that are attached on
both sides to other repeat units. We see this situation in the n-alkanes: each end of the chain is
a methyl group and the middle parts are methylene groups. Of course, the terminal group does
not have to be a hydrogen as in alkanes; indeed, it is often something else. Our interest in end
groups is concerned with the question of what effect they introduce into the evaluation of N
through Equation (1.2.2). The following example examines this through some numerical
calculations.

Example 1.1

As a polymer prototype consider an n-alkane molecule consisting of N—2 methylenes and 2 methyl
groups. How serious an error is made in M for different Ns if the difference in molecular weight
between methyl and methylene groups is ignored?

Solution

The effect of different end groups on M can be seen by comparing the true molecular weight with
an approximate molecular weight, calculated on the basis of a formula (CH,)y. These Ms and the
percentage difference between them are listed here for several values of N

N M Mopprox. % Difference
3 44 42 4.5
7 100 98 2.0
12 170 168 1.2
52 730 728 0.3
102 1,430 1,428 0.14
502 7,030 7,028 0.028
1002 14,030 14,028 0.014

Although the difference is almost 5% for propane, it is closer to 0.1% for the case of N ~ 100,
which is about the threshold for polymers. The precise values of these numbers will be
different, depending on the specific repeat units and end groups present. For example, if
My=100 and M ,q= 80, the difference would be 0.39% in a calculation such as that above
for N~ 100.

The example shows that the contribution of the ends becomes progressively less important
as the number of repeat units in a structure increases. By the time polymeric molecular
sizes are reached, the error associated with failure to distinguish between segments at the
end and those within the chain is generally less than experimental error. In Section 1.8.2 we
shall consider a method for polymer molecular weight determination based on chemical
analysis for the end groups in a polymer. A corollary of the present discussion is that the
method of end group analysis is applicable only in the case of relatively low molecular weight
polymers.

As suggested above, not all polymers are constructed by bonding together a single kind of
repeat unit. For example, although protein molecules are polyamides in which N amino acid repeat
units are bonded together, the degree of polymerization is a less useful concept, since an amino
acid unit might be any one of the 20-odd molecules that are found in proteins. In this case the
molecular weight itself, rather than the degree of polymerization, is generally used to describe the
molecule. When the actual content of individual amino acids is known, it is their sequence that is
of special interest to biochemists and molecular biologists.
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1.2.2 Spatial Extent

We began this section with an inquiry into how to define the size of a polymer molecule. In
addition to the molecular weight or the degree of polymerization, some linear dimension that
characterizes the molecule could also be used for this purpose. As an example, consider a
hydrocarbon molecule stretched out to its full length but without any bond distortion. There are
several features to note about this situation:

1. The tetrahedral geometry at the carbon atoms gives bond angles of 109.5°.

The equilibrium bond length of a carbon—carbon single bond is 0.154 nm or 1.54 A

3. Because of the possibility of rotation around carbon—carbon bonds, a molecule possessing
many such bonds will undergo many twists and tums along the chain.

4. Fully extended molecular length is not representative of the spatial extension that a molecule
actually displays. The latter is sensitive to environmental factors, however, so the extended
length is convenient for our present purposes to provide an idea of the spatial size of polymer
molecules.

A fully extended hydrocarbon molecule will have the familiar all-trans zigzag profile in
which the hydrogens extend in front of and in back of the plane containing the carbons, with an
angle of 109.5° between successive carbon—carbon bonds. The chain may be pictured as a row
of triangles resting corner to corner. The length of the row equals the product of the number
of triangles and the length of the base of each. Although it takes three carbons to define one of
these triangles, one of these atoms is common to two triangles; therefore the number of
triangles is the same as the number of pairs of carbon atoms, except where this breaks down
at the ends of the molecule. If the chain is sufficiently long, this end effect is inconsequential.
The law of cosines can be used to calculate the length of the base of each of these triangles:
[2(0. 154)%(1 — co0s 109.5°)] 2 —0.252 nm. If the repeat unit of the molecule contributes two carbon
atoms to the backbone of the polymer—as is the case for vinyl polymers—the fully extended
chain length is given by N(0.252) nm. For a polymer with N = 10%, this corresponds to 2.52 pm.
Objects which actually display linear dimensions of this magnitude can be seen in an ordinary
microscope, provided that they have suitable optical properties to contrast with their surroundings;
an example will be given in Figure 1.1a. Note that the distance between every other carbon atom
we have used here is also the distance between the substituents on these carbons for the fully
extended chains.

We shall see in Chapter 6 that, because of all the twists and turns a molecule undergoes,
the actual average end-to-end distance of the jumbled molecules increases as N 2 With the
same repeat distance calculated above, but the square root dependence on N, the actual end-to-
end distance of the coiled chain with N =10* is closer to ( 104)1/ %% 0.252 nm ~ 25 nm. If we
picture one end of this jumbled chain at the origin of a coordinate system, the other end might be
anywhere on the surface of a sphere whose radius is given by this end-to-end distance. This
spherical geometry comes about because the random bends occurring along the chain length can
take the end of the chain anywhere in a spherical domain whose radius depends on N 1z,

The above discussion points out the difficulty associated with using the linear dimensions of a
molecule as a measure of its size: it is not the molecule alone that determines its dimensions, but
also the shape or conformation in which it exists. Fully extended, linear arrangements of the sort
described above exist in polymer crystals, at least for some distance, although usually not over the
full length of the chain. We shall take up the structure of polymer crystals in Chapter 13. In the
solution and bulk states, many polymers exist in the coiled form we have also described. Still other
structures are important, notably the rod or semiflexible chain, which we shall discuss in Chapter 6.
The overall shape assumed by a polymer molecule can be greatly affected by the environment. The
shape of a molecule in solution plays a key role in determining many properties of polymer
solutions. From a study of these solutions, some conclusions can be drawn regarding the shape of
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Figure 1.1 (a) Individual molecules of DNA of various sizes, spread on a fluid positively charged surface,
imaged by fluorescence. The scale bar is 10 pm. (Reproduced from Maier, B. and Ridler, 1.O. Macromolecules
33,7185, 2000. With permission.) (b) Atomic force microscopy images of three-arm star polymers, where each
arm is a heavily branched comb. The circles indicate linear molecules. (Reproduced from Matyjaszewski, K.,
Qin, S., Boyce, I.R., Shirvanyants, D., and Sheiko, S.S. Macromolecules 36, 1843, 2003. With permission.)

the molecule in the environment. Relevant aspects of polymer solutions are taken up in Chapter 6
through Chapter 9.

Figure 1.1a and Figure 1.1b are rather striking images of individual polymer molecules. Figure
1.1a shows single molecules of DNA that have been heavily labeled with fluorescent dyes; the dyes
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intercalate between the base pairs along the chain, without seriously altering the conformation of
the molecule. Under illumination the resulting fluorescence provides a good representation of the
molecules themselves. In this particular image, the DNA molecules are spread out in two
dimensions, on a cationically charged imitation lipid membrane. DNA, as it turns out, is an
excellent example of a semiflexible chain, which can actually be inferred from these images; the
molecules are not straight rods, but neither are they heavily coiled around themselves. The
scale bar corresponds to 10 pm, indicating that these molecules are of very high molecular
weight indeed. In Figure 1.1b, the image is of a star-shaped polymer, but one in which each arm
of the star is a heavily branched comb or “bottlebrush.” The molecule is thus akin to a kind of
starfish, with very hairy arms. This picture was obtained by atomic force microscopy (AFM),
one of a series of surface-sensitive analysis techniques with exquisite spatial resolution. The
molecules themselves were deposited from a Langmuir-Blodgett trough onto a mica substrate.
Both situations depicted in Figure 1.1a and Figure 1.1b raise the question of the relationship
between the conformation observed on the surface and that at equilibrium in solution. In
Chapter 6 through Chapter 9 we will encounter several ways in which the solution conformation
can be determined reliably, which can serve to confirm the impression derived from figures such
as these.

We conclude this section by questioning whether there is a minimum molecular weight or linear
dimension that must be met for a molecule to qualify as a polymer. Although a dimer is a molecule
for which N=2, no one would consider it a polymer. The term oligomer has been coined to
designate molecules for which N < 10. If they require a special name, apparently the latter are not
full-fledged polymers either. At least as a first approximation, we shall take the attitude that there
is ordinarily no discontinuity in behavior with respect to observed properties as we progress
through a homologous series of compounds with different N values. At one end of the series, we
may be dealing with a simple low molecular weight compound, and at the other end with a material
that is unquestionably polymeric. The molecular weight and chain length increase monotonically
through this series, and a variety of other properties vary smoothly also. This point of view
emphasizes continuity with familiar facts concerning the properties of low molecular weight
compounds. There are some properties, on the other hand, which follow so closely from the
chain structure of polymers that the property is simply not observed until a certain critical
molecular size has been reached. This critical size is often designated by a threshold molecular
weight. The elastic behavior of rubber and several other mechanical properties fall into this latter
category. In theoretical developments, large values of N are often assumed to justify neglecting end
effects, using certain statistical methods and other mathematical approximations. With these ideas
in mind, M = 1000 seems to be a convenient round number for designating a compound to be a
polymer, although it should be clear that this cutoff is arbitrary (and on the low side).

1.3 Linear and Branched Polymers, Homopolymers, and Copolymers
1.3.1 Branched Structures

Most of the preceding section was based on the implicit assumption that polymer chains are
linear (with the striking exception of Figure 1.1b). In evaluating both the degree of polymeriza-
tion and the extended chain length, we assumed that the chain had only two ends. While linear
polymers are important, they are not the only type of molecules possible: branched and cross-
linked molecules are also common. When we speak of a branched polymer, we refer to the
presence of additional polymeric chains issuing from the backbone of a linear molecule. (Small
substituent groups such as methyl or phenyl groups on the repeat units are generally not
considered branches, or, if they are, they should be specified as “short-chain branches.”)
Branching can arise through several routes. One is to introduce into the polymerization reaction
some monomer with the capability of serving as a branch. Consider the formation of a polyester.
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The presence of difunctional acids and difunctional alcohols allows the polymer chain to
grow. These difunctional molecules are incorporated into the chain with ester linkages at both
ends of each. Trifunctional acids or alcohols, on the other hand, produce a linear molecule by
the reaction of two of their functional groups. If the third reacts and the resulting chain continues
to grow, a branch has been introduced into the original chain. A second route is through
adventitious branching, for example, as a result of an atom being abstracted from the original
linear molecule, with chain growth occurring from the resulting active site. This is quite a
common occurrence in the free-radical polymerization of ethylene, for example. A third route is
grafting, whereby pre-formed but still reactive polymer chains can be added to sites along an
existing backbone (so-called “grafting to”), or where multiple initiation sites along a chain
can be exposed to monomer (so-called “grafting from”).

The amount of branching introduced into a polymer is an additional variable that must be
specified for the molecule to be fully characterized. When only a slight degree of branching is
present, the concentration of junction points is sufficiently low that these may be simply related to
the number of chain ends. For example, two separate linear molecules have a total of four ends. If
the end of one of these linear molecules attaches itself to the middle of the other to form a T, the
resulting molecule has three ends. It is easy to generalize this result. If a molecule has » branches, it
has v+ 2 chain ends if the branching is relatively low. Two limiting cases to consider, illustrated in
Figure 1.2, are combs and stars. In the former, a series of relatively uniform branches emanate
from along the length of a common backbone; in the latter, all branches radiate from a central
junction. Figure 1.1b gave an example of both of these features.

If the concentration of junction points is high enough, even branches will contain branches.
Eventually a point can be reached at which the amount of branching is so extensive that the
polymer molecule becomes a giant three-dimensional network. When this condition is achieved,
the molecule is said to be cross-linked. In this case, an entire macroscopic object may be
considered to consist of essentially one molecule. The forces that give cohesiveness to such a
body are covalent bonds, not intermolecular forces. Accordingly, the mechanical behavior of
cross-linked bodies is much different from those without cross-linking. This will be discussed at
length in Chapter 10. However, it is also possible to suppress cross-linking such that the highly
branched molecules remain as discrete entities, known as hyperbranched polymers (see Figure 1.2).
Another important class of highly branched polymers illustrated in Figure 1.2 are dendrimers, or
treelike molecules. These are completely regular structures, with well-defined molecular weights,
that are made by the successive condensation of branched monomers. For example, begin with a
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Figure 1.2 Illustration of various polymer architectures.
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trifunctional monomer “Bs,” or “generation 0.” This is reacted with an excess of AB, monomers,
leading to a generation 1 dendrimer with 6 B groups. A second reaction with AB, leads to
generation 2 with 12 pendant B groups. Eventually, perhaps at generation 6 or 7, the surface of
the molecule becomes so congested that addition of further complete generations is impossible.
Note that the “B” part of the AB, monomer needs to be protected in some way so that only one
generation can be added at one time.

A final class of nonlinear polymers to consider are cycles or rings, whereby the two ends of the
molecule react to close the loop. Such polymers are currently more of academic interest than
commercial importance, as they are tricky to prepare, but they can shed light on various aspects of
polymer behavior. Interestingly, nature makes use of this architecture; the DNA of the Lambda
bacteriophage reversibly cyclizes and uncyclizes during gene expression.

1.3.2 Copolymers

Just as it is not necessary for polymer chains to be linear, it is also not necessary for all repeat units
to be the same. We have already mentioned proteins, where a wide variety of different repeat
units are present. Among synthetic polymers, those with a single kind of repeat unit are called
homopolymers, and those containing more than one kind of repeat unit are copolymers. Note that
these definitions are based on the repeat unit, not the monomer. An ordinary polyester is not really
a copolymer, even though two different monomers, acids and alcohols, are its monomers.
By contrast, copolymers result when different monomers bond together in the same way to produce
a chain in which each kind of monomer retains its respective substituents in the polymer molecule.
The unmodified term copolymer is generally used to designate the case where two different repeat
units are involved. Where three kinds of repeat units are present, the system is called a terpolymer;
where there are more than three, the system is called a multicomponent copolymer. The copoly-
mers we discuss in this book will be primarily two-component molecules. We shall explore aspects
of the synthesis and characterization of copolymers in both Chapter 4 and Chapter 5.

The moment we admit the possibility of having more than one kind of repeat unit, we require
additional variables to describe the polymer. First, we must know how many kinds of repeat units
are present and what they are. To describe the copolymer quantitatively, the relative amounts of the
different kinds of repeat units must be specified. Thus the empirical formula of a copolymer may
be written A, B,, where A and B signify the individual repeat units and x and y indicate the relative
number of each. From a knowledge of the molecular weight of the polymer, the molecular weights
of A and B, and the values of x and y, it is possible to calculate the number of each kind of
monomer unit in the copolymer. The sum of these values gives the degree of polymerization of the
copolymer. The following example illustrates some of the ways of describing a copolymer.

Example 1.2

A terpolymer is prepared from vinyl monomers A, B, and C; the molecular weights of the repeat
units are 104, 184, and 128, respectively. A particular polymerization procedure yields a product
with the empirical formula Aj; 55B; 20 Cy go. The authors of this research state that the terpolymer
has “an average unit weight of 134” and “the average molecular weight per angstrom of 53.5.”
Verify these values.'

Solution

The empirical formula gives the relative amounts of A, B, and C in the terpolymer. The total
molecular weight of this empirical formula unit is given by adding the molecular weight contri-
butions of A, B, and C: 3.44(104) + 2.20(184) 4+ 1.00(128) =902 g/mol per empirical formula unit.

T A. Ravve and J.T. Khamis, Addition and Condensation Polymerization Processes, Advances in Chemistry Series, Vol. 91,
American Chemical Society Publications, Washington, DC, 1969.
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The total amount of chain repeat units possessing this total weight is 3.554+2.20 4 1.00 =6.75
repeat units per empirical formula unit. The ratio of the total molecular weight to the total number
of repeat units gives the average molecular weight per repeat unit:

902

75— 134 g/mol per repeat unit

Since the monomers are specified to be vinyl monomers, each contributes two carbon atoms to the
polymer backbone, with the associated extended length of 0.252 nm per repeat unit. Therefore, the
total extended length of the empirical formula unit is

6.75(0.252 nm) = 1.79 nm = 17.0 A

The ratio of the total weight to the total extended length of the empirical formula unit gives the
average molecular weight per length of chain:

902 .

— =53 g/mol per A

17
Note that the average weight per repeat unit could be used to evaluate the overall degree of
polymerization of this terpolymer. For example, if the molecular weight were 43,000, the corre-
sponding degree of polymerization would be

43,000

T = 321 repeat units per molecule

With copolymers, it is far from sufficient merely to describe the empirical formula to charac-
terize the molecule. Another question that must be asked concems the location of the different
kinds of repeat units within the molecule. Starting from monomers A and B, the following
distribution patterns can be obtained in linear polymers:

1. Random (or statistical). The A-B sequence is governed strictly by chance, subject only to the
relative abundances of repeat units. For equal proportions of A and B, we might have
structures like

-AAABABAABBABBB-

Such a polymer could be called poly(A-stat-B) or poly(A-ran-B).
2. Alternating. A regular pattern of alternating repeat units in poly(A-alt-B):
—-ABABABABABAB-

3. Block. Long, uninterrupted sequence of each monomer is the pattern:
-AAAAAAAAAAAAAABBBBBBBBBBBBBBBAAAAAAAAA-

The above structure has three blocks, and is called poly(A-block-B-block-A), or an ABA
triblock copolymer. If a copolymer is branched with different repeat units occurring in the
branches and the backbone, we can have the following:

4. Graft. This segregation is often accomplished by first homopolymerizing the backbone. This is
dissolved in the second monomer, with sites along the original chain becoming the origin of
the comonomer side-chain growth:

BBBBBBBBBB-

|
-AAAAAAAAAAAAAAAAA-

| |
-BBBBBBBBBB BBBBBBB-
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In a cross-linked polymer, the junction units are different kinds of monomers than the chain
repeat units, so these molecules might be considered to be still another comonomer. While the chemical
reactions that yield such cross-linked substances are technically copolymerizations, the products are
described as cross-linked rather than as copolymers. In this instance, the behavior due to cross-linking
takes precedence over the presence of an additional type of monomer in the structure.

It is apparent from items 1-3 above that linear copolymers—even those with the same
proportions of different kinds of repeat units—can be very different in structure and properties.
In classifying a copolymer as random, alternating, or block, it should be realized that we are
describing the average character of the molecule; accidental variations from the basic patterns may
be present. Furthermore, in some circumstances, nominally “random” copolymers can have
substantial sequences of one monomer or the other. In Chapter 5, we shall see how an experimental
investigation of the sequence of repeat units in a copolymer is a valuable tool for understanding
copolymerization reactions.

1.4 Addition, Condensation, and Natural Polymers

In the last section, we examined some of the categories into which polymers can be classified.
Various aspects of molecular structure were used as the basis for classification in that section. Next
we shall consider the chemical reactions that produce the molecules as a basis for classification.
The objective of this discussion is simply to provide some orientation and to introduce some
typical polymers. For this purpose, many polymers may be classified as being either addition or
condensation polymers; both of these classes are discussed in detail in Chapter 2 and Chapter 3,
respectively. Even though these categories are based on the reactions which produce the polymers,
it should not be inferred that only two types of polymerization reactions exist. We have to start
somewhere, and these two important categories are the usual places to begin.

1.4.1 Addition and Condensation Polymers

These two categories of polymers can be developed along several lines. For example, in addition-
type polymers the following statements apply:

[. The repeat unit in the polymer and the monomer has the same composition, although, of
course, the bonding is different in each.

2. The mechanism of these reactions places addition polymerizations in the kinetic category of chain
reactions, with either free radicals or ionic groups responsible for propagating the chain reaction.

3. The product molecules often have an all-carbon chain backbone, with pendant substituent groups.

In contrast, for condensation polymers:

4. The polymer repeat unit arises from reacting together two different functional groups, which
usually originate on different monomers. In this case, the repeat unit is different from either of
the monomers. In addition, small molecules are often eliminated during the condensation
reaction. Note the words usual and often in the previous statements; exceptions to both
statements are easily found.

5. The mechanistic aspect of these reactions can be summarized by saying that the reactions
occur in steps. Thus, the formation of an ester linkage between two small molecules is not
essentially different from that between a polyester and a monomer.

6. The product molecules have the functional groups formed by the condensation reactions
interspersed regularly along the backbone of the polymer molecule:

~C-C-Y-C-C-Y-
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Next let us consider a few specific examples of these classes of polymers. The addition
polymerization of a vinyl monomer CH,=CHX involves three distinctly different steps.
First, the reactive center must be initiated by a suitable reaction to produce a free radical,
anionic, or cationic reaction site. Next, this reactive entity adds consecutive monomer units to
propagate the polymer chain. Finally, the active site is capped off, terminating the polymer
formation. If one assumes that the polymer produced is truly a high molecular weight sub-
stance, the lack of uniformity at the two ends of the chain—arising in one case from the
initiation and in the other from the termination—can be neglected. Accordingly, the overall
reaction can be written

H H
= 1.A
n 7= I~ (1.4)

X

Again, we emphasize that end effects are ignored in writing Reaction (1.A). These effects as well
as the conditions of the reaction and other pertinent information will be discussed when these
reactions are considered in Chapter 3 and Chapter 4. Table 1.1 lists several important addition
polymers, showing each monomer and polymer structure in the manner of Reaction (1.A). Also
included in Table 1.1 are the molecular weights of the repeat units and the common names of
the polymers. The former will prove helpful in many of the problems in this book; the latter
will be discussed in the next section. Poly(ethylene oxide) and poly(e-caprolactam) have been
included in this list as examples of the hazards associated with classification schemes. They
resemble addition polymers because the molecular weight of the repeat unit and that of the
monomer are the same; they resemble condensation polymers because of the heteroatom chain
backbone. The reaction mechanism, which might serve as arbiter in this case, can be either of the
chain or the step type, depending on the reaction conditions. These last reactions are examples of
ring-opening polymerizations, yet another possible category of classification.

The requirements for formation of condensation polymers are twofold: the monomers must
possess functional groups capable of reacting to form the linkage, and they ordinarily require
more than one reactive group to generate a chain structure. The functional groups can be
distributed such that two difunctional monomers with different functional groups react or a single
monomer reacts, which is difunctional with one group of each kind. In the latter case especially,
but also with condensation polymerization in general, the tendency to form cyclic products from
intramolecular reactions may compete with the formation of polymers. Condensation polymeriza-
tions are especially sensitive to impurities. The presence of monofunctional reagents introduces
the possibility of a reaction product forming which would not be capable of further growth. If the
functionality is greater than 2, on the other hand, branching becomes possible. Both of these
modifications dramatically alter the product compared to a high molecular weight linear product.
When reagents of functionality less than or greater than 2 are added in carefully measured and
controlled amounts, the size and geometry of product molecules can be manipulated. When such
reactants enter as impurities, the undesired results can be disastrous. Marvel has remarked that
more money has been wasted in polymer research by the use of impure monomers than in any other
manner [6].

Table 1.2 lists several examples of condensation reactions and products. Since the reacting
monomers can contain different numbers of carbon atoms between functional groups, there are quite
alot of variations possible among these basic reaction types. The inclusion of poly(dimethylsiloxane)
in Table 1.2 serves as a reminder that polymers need not be organic compounds. The physical
properties of inorganic polymers follow from the chain structure of these molecules, and the concepts
developed in this volume apply to them and to organic polymers equally well. We shall not examine
explicitly the classes and preparations of the various types of inorganic polymers in this text.
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Table 1.1 Reactions by Which Several Important Addition Polymers Can Be Produced

Monomer M(g/mol) Repeat unit Chemical name(s)
H H
>=-< 28.0 Nn Polyethylene
H H
H
T n
104 Polystyrene
H H .
Poly(vinyl
H>—<CI 625 k\g’” chloride), “vinyl”
H H -
> __ ( 53.0 »(/\()n Polyacrqumtnle,
H CN : CN “acrylic”
H Cl A .
> _ < 97.0 Wn Poly(vinylidene chloride)
H Cl Cl Cl
Me Me Poly(methyl methacrylate),
H\(kﬂ/o\Me 100 kj:,n M Plexiglas®, Lucite®
e
H O 0”07
H Me
>_.——-< 56.0 n Polyisobutylene
H Me Me Me
F F RF
\/ : 100 Poly(tetrafluoroethylene),
— n Teflon®
F F FF
(0) Poly(ethylene oxide),
\07 44.0 '(/\/ *n poly(ethylene glycol)
N
(0] {H\n/ \) Poly(g-caprolactam),
N 113 50 n Nylon-6
“H

13

1.4.2 Natural Polymers

We conclude this section with a short discussion of naturally occurring polymers. Since these are
of biological origin, they are also called biopolymers. Although our attention in this volume is
primarily directed toward synthetic polymers, it should be recognized that biopolymers, like
inorganic polymers, have physical properties which follow directly from the chain structure of
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Table 1.2 Reactions by Which Several Important Condensation Polymers Can Be Produced

1. Polyester

HO O 0} o}
A S 0SS S @ S R
o) OH o A

Poly(ethylene terephthalate), Terylene®,
Dacron®, Mylar®

CeHiz O CeHia
n HO&% + n HO

Poly(12-hydroxystearic acnd

2. Polyamide

Q0 H H
n HoN NH, n )LMJ\ N N
\(\d; + cl >l —_ ~(\/)g A + 2n HCI
0o O/,
Poly(hexamethylene adipamide}, Nylon-6,6

3. Polyurethane

nOCN\(\/),NCO+nHO’(/\)\OH——’QL o**o}

Poly(tetramethylenehexamethylene urethane),
Spandex®, Perlon®

4. Polycarbonate

(o) l\l/le l\llle 9
n CIJ\CI + n HOO(]:OOH —_ {o-@g Oo—c} + 2 HCI
Me Me n

Poly(4,4-isopropylidenediphenylene carbonate)
bisphenol A polycarbonate, Lexan®

5. Inorganic
Ne |
n Me—Sli—CI +nHO — S|i—0> + 2n HCI

Cl
Poly(dimethylsiloxane)

their molecules. For example, the denaturation of a protein involves an overall conformation
change from a “native” state, often a compact globule, to a random coil. As another example,
the elasticity and integrity of a cell membrane is often the result of an underlying network of
fibrillar proteins, with the origin of the elasticity residing in the same conformational entropy as in
arubber band. Consequently, although we will not discuss the synthesis by, and contribution to the
function of, living organisms by such biopolymers, many of the principles we will develop in detail
apply equally well to natural polymers.

As examples of natural polymers, we consider polysaccharides, proteins, and nucleic acids.
Another important natural polymer, polyisoprene, will be considered in Section 1.6. Polysaccharides
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are macromolecules which make up a large part of the bulk of the vegetable kingdom. Cellulose
and starch are, respectively, the first and second most abundant organic compounds in plants. The
former is present in leaves and grasses; the latter in fruits, stems, and roots. Because of their
abundance in nature and because of contemporary interest in renewable resources, there is a great
deal of interest in these compounds. Both cellulose and starch are hydrolyzed by acids to p-glucose,
the repeat unit in both polymer chains. The configuration of the glucoside linkage is different in the
two, however. Structure (1.I) and Structure (1.II), respectively, illustrate that the linkage is a B-acetal—
hydrolyzable to an equatorial hydroxide—in cellulose and an a-acetal—hydrolyzable to an axial
hydroxide—in amylose, a starch:

H OH by OH
o o (1.
HO HO 0
H OH H OH
H H H H
g OH
H o
0 H OH
HO . H
H on H o (1.I0)
o]
H
HO ; o)
H OH
H H

Amylopectin and glycogen are saccharides similar to amylose, except with branched chains.

The cellulose repeat unit contains three hydroxyl groups, which can react and leave the chain
backbone intact. These alcohol groups can be esterified with acetic anhydride to form cellulose
acetate; this polymer is spun into the fiber acetate rayon. Similarly, the alcohol groups in cellulose
react with CS, in the presence of strong base to produce cellulose xanthates. When extruded into
fibers, this material is called viscose rayon, and when extruded into sheets, cellophane. In both the
acetate and xanthate formation, some chain degradation also occurs, so the resulting polymer
chains are shorter than those in the starting cellulose. The hydroxyl groups are also commonly
methylated, ethylated, and hydroxypropylated for a variety of aqueous applications, including food
products. A closely related polysaccharide is chitin, the second most abundant polysaccharide in
nature, which is found for example in the shells of crabs and beetles. Here one of the hydroxyls on
each repeat unit of cellulose is replaced with an -NHCO-CH; amide group. This is converted to a
primary amine —NH; in chitosan, a derivative of chitin finding increasing applications in a variety of
fields.

As noted above, proteins are polyamides in which a-amino acids make up the repeat units, as
shown by Structure (1.III):

H (o]
{/Nj)\) (1.IIT)
R n

These molecules are also called polypeptides, especially when M < 10,000. The various amino
acids differ in their R groups. The nature of R, the name, and the abbreviation used to represent
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Tablie 1.3 Name, Abbreviations, and R Group for Common Amino Acids
Letter HOOC\’/ NH,
Name Abbreviation code R Group R
Me
Alanine Ala A o
kll NH
Arginine Arg R ,\f\/ \]4
NH,
(¢]
Asparagine Asn N AEU\ NH,
(¢]
Aspartic acid Asp D A/ClkOH
SH
Cysteine Cys C L

Glutamic acid

Glutamine

Glycine

Histidine

Isoleucine

Leucine

Lysine

mOH
Glu E 0
NH,
Gln ) m
H
Gly G ke
NH
[ )
His H N
Me Ve
Ile I
Me

[0

Leu L AJN)\ M
Lys K ﬂf\/\ NH,
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Table 1.3 {continued)

Letter HOOC

\r NH,
Name Abbreviation Code R Group R

Me

s
Methionine Met M f S

Phenylalanine Phe F ’f©
H

H
Proline Pro P

Serine Ser S

Tryptophan Trp w ' f

e

N
OH
Tyrosine Tyr Y ‘f@/

Valine Val v

O
b
H (6]
i
0. M
Threonine Thr T I
T
Me:]: Me

some of the more common amino acids are listed in Table 1.3. In proline (Pro) the nitrogen and the
a-carbon are part of a five-atom pyrrolidine ring. Since some of the amino acids carry substituent
carboxyl or amino groups, protein molecules are charged in aqueous solutions, and hence can
migrate in electric fields. This is the basis of electrophoresis as a means of separating and
identifying proteins.

It is conventional to speak of three levels of structure in protein molecules:
1. Primary structure refers to the sequence of amino acids in the polyamide chain.

2. Secondary structure refers to the regions of the molecule that have particular spatial arrange-
ments. Examples in proteins include the a-helix and the B-sheet.
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3. Tertiary structure refers to the overall shape of the molecule, for example, a globule perhaps
stabilized by disulfide bridges formed by the oxidation of cysteine mercapto groups. By extension
the full tertiary structure implies knowledge of the relative spatial positions of all the residues.

Hydrogen bonding stabilizes some protein molecules in helical forms, and disulfide cross-links
stabilize some protein molecules in globular forms. Both secondary and tertiary levels of structure
are also influenced by the distribution of polar and nonpolar amino acid molecules relative to the
aqueous environment of the protein molecules. In some cases, individual proteins associate in
particular aggregates, which are referred to as quaternary structures.

Examples of the effects and modifications of the higher-order levels of structures in proteins are
found in the following systems:

1. Collagen is the protein of connective tissues and skin. In living organisms, the molecules are
wound around one another to form a three-stranded helix stabilized by hydrogen bonding.
When boiled in water, the collagen dissolves and forms gelatin, thereby establishing a new
hydrogen bond equilibrium with the solvent. This last solution sets up to form the familiar gel
when cooled, a result of shifting the hydrogen bond equilibrium.

2. Keratin is the protein of hair and wool. These proteins are insoluble because of the disulfide
cross-linking between cysteine units. Permanent waving of hair involves the rupture of these
bonds, reshaping of the hair fibers, and the reformation of cross-links, which hold the chains in
the new positions relative to each other. We shall see in Chapter 10 how such cross-linked
networks are restored to their original shape when subjected to distorting forces.

3. The globular proteins albumin in eggs and fibrinogen in blood are converted to insoluble forms
by modification of their higher-order structure. The process is called denaturation and occurs,
in the systems mentioned, with the cooking of eggs and the clotting of blood.

4. Actin is a fascinating protein that exists in two forms: G-actin (globular) and F-actin (fibrillar).
The globular form can polymerize (reversibly) into very long filaments under the influence of
various triggers. These filaments play a crucial role in the cytoskeleton, i.e., in allowing cells
to maintain their shape. In addition, the uniaxial sliding of actin filaments relative to filaments
of a related protein, myosin, is responsible for the working of muscles.

Ribonucleic acid (RNA) and deoxyribonucleic acid (DNA) are polymers in which the repeat
units are substituted esters. The esters are formed between the hydrogens of phosphoric acid and
the hydroxyl groups of a sugar, p-ribose in the case of RNA and p-2-deoxyribose in the case of
DNA. The sugar rings in DNA carry four different kinds of substituents: adenine (A) and guanine
(G), which are purines, and thymine (T) and cytosine (C), which are pyramidines. The familiar
double-helix structure of the DNA molecule is stabilized by hydrogen bonding between pairs of
substituent base groups: G-C and A-T. In RNA, thymine is usually replaced by uracil (U). The
replication of these molecules, the template model of their functioning, and their role in protein
synthesis and the genetic code make the study of these polymers among the most exciting and
actively researched areas in science. As with the biological function of proteins, we will not discuss
these phenomena in this book. However, as indicated previously, DNA plays a very important role
as a prototypical semiflexible polymer, as it is now readily obtainable in pure molecular fractions
of varying lengths, and because it is readily dissolved in aqueous solution. It is also a charged
polymer, or polyelectrolyte, and thus serves as a model system in this arena as well.

1.5 Polymer Nomenclature

Considering that a simple compound like C;HsOH is variously known as ethanol, ethyl alcohol,
grain alcohol, or simply alcohol, it is not too surprising that the vastly more complicated polymer
molecules are also often known by a variety of different names. The International Union of Pure
and Applied Chemistry (JUPAC) has recommended a system of nomenclature based on the
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structure of the monomer or repeat unit [7]. A semisystematic set of trivial names is also in
widespread usage; these latter names seem even more resistant to replacement than is the case with
low molecular weight compounds. Synthetic polymers of commercial importance are often widely
known by trade names that have more to do with marketing considerations than with scientific
communication. Polymers of biological origin are often described in terms of some aspect of their
function, preparation, or characterization.

If a polymer is formed from a single monomer, as in addition and ring-opening polymerizations,
it is named by attaching the prefix poly to the name of the monomer. In the IUPAC system, the
monomer is named according to the IUPAC recommendations for organic chemistry, and the name
of the monomer is set off from the prefix by enclosing the former in parentheses. Variations of this
basic system often substitute a common name for the IUPAC name in designating the monomer.
Whether or not parentheses are used in the latter case is influenced by the complexity of the
monomer name; they become more important as the number of words in the monomer
name increases. Thus the polymer (CH,—CHCI), is called poly(1-chloroethylene) according to
the JTUPAC system; it is more commonly called poly(vinyl chloride) or polyvinyl chloride.
Acronyms are not particularly helpful but are an almost irresistible aspect of polymer terminology,
as evidenced by the initials PVC, which are widely used to describe the polymer just named. The
trio of names poly(1-hydroxyethylene), poly(vinyl alcohol), and polyvinyl alcohol emphasizes that
the polymer need not actually be formed from the reaction of the monomer named; this polymer is
actually prepared by the hydrolysis of poly(1l-acetoxyethylene), otherwise known as poly(vinyl
acetate). These same alternatives are used in naming polymers formed by ring-opening reactions;
for example, poly(6-aminohexanoic acid), poly(6-aminocaproic acid), and poly(e-caprolactam) are
all more or less acceptable names for the same polymer.

Those polymers which are the condensation products of two different monomers are named by
applying the preceding rules to the repeat unit. For example, the polyester formed by the condensation
of ethylene glycol and terephthalic acid is called poly(oxyethylene oxyterphthaloyl) according to the
IUPAC system, but is more commonly referred to as poly(ethylene terephthalate) or polyethylene
terephthalate. The polyamides poly(hexamethylene sebacamide) and poly(hexamethylene adipamide)
are also widely known as nylon-6,10 and nylon-6,6, respectively. The numbers following the word
nylon indicate the number of carbon atoms in the diamine and dicarboxylic acids, in that order. On the
basis of this system, poly(e-caprolactam) is also known as nylon-6.

Many of the polymers in Table 1.1 and Table 1.2 are listed with more than one name. Also listed
are some of the registered trade names by which these substances—or materials which are mostly
of the indicated structure—are sold commercially. Some commercially important cross-linked
polymers go virtually without names. These are heavily and randomly cross-linked polymers
which are insoluble and infusible and therefore widely used in the manufacture of such molded
items as automobile and household appliance parts. These materials are called resins and, at best,
are named by specifying the monomers that go into their production. Often even this information is
sketchy. Examples of this situation are provided by phenol-formaldehyde and urea—formaldehyde
resins, for which typical structures are given by Structure (1.IV) and Structure (1.V), respectively:

OH

(1.1V)

§ (1.V)
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1.6 Structural Isomerism

In this section, we shall consider three types of isomerism that are encountered in polymers. These
are positional isomerism, stereo isomerism, and geometrical isomerism. We shall focus attention
on synthetic polymers and shall, for the most part, be concerned with these types of isomerism
occurring singly, rather than in combinations. Some synthetic and analytical aspects of stereo
isomerism will be considered in Chapter 5. Our present concern is merely to introduce the
possibilities of these isomers and some of the associated vocabulary.

1.6.1 Positional Isomerism

Positional isomerism is conveniently illustrated by considering the polymerization of a vinyl
monomer. In such a reaction, the adding monomer may become attached to the growing chain
end (designated by *) in either of two orientations:

[ H
ﬁ\)(/\xr* (1.VD)
H H X
(o4 Y= — (1.B)
X H H X
,»/‘"\'/K(PH
X Ho (1.VIL)

Structure (1.VI) and Structure (1.VII), respectively, are said to arise from head-to-tail or head-to-
head orientations. In this terminology, the substituted carbon is defined to be the head and the
methylene is the tail. Tail-to-tail linking is also possible.

For most vinyl polymers, head-to-tail addition is the dominant mode of addition. Variations
from this generalization become more common for polymerizations which are carried out at higher
temperatures. Head-to-head addition is also somewhat more abundant in the case of halogenated
monomers such as vinyl chloride. The preponderance of head-to-tail additions is understood to
arise from a combination of resonance and steric effects. In many cases, the ionic or free-radical
reaction center occurs at the substituted carbon due to the possibility of resonance stabilization or
electron delocalization through the substituent group. Head-to-tail attachment is also sterically
favored, since the substituent groups on successive repeat units are separated by a methylene
carbon. At higher polymerization temperatures, larger amounts of available thermal energy make
the less-favored states more accessible. In vinyl fluoride, no resonance stabilization is possible and
steric effects are minimal. This monomer adds primarily in the head-to-tail orientation at low
temperatures and tends toward a random combination of both at higher temperatures. The styrene
radical, by contrast, enjoys a large amount of resonance stabilization in the bulky phenyl group and
polymerizes almost exclusively in the head-to-tail mode. The following example illustrates how
chemical methods can be used to measure the relative amounts of the two positional isomers in a
polymer sample.

Example 1.3

1,2-Glycol bonds are cleaved by reaction with periodate; hence poly(vinyl alcohol) chains are
broken at the site of head-to-head links in the polymer. The fraction of head-to-head linkages
in poly(vinyl alcohol) may be determined by measuring the molecular weight before (subscript b)
and after (subscript a) cleavage with periodate according to the following formula:
Fraction = 44(1/M,—1/My). Derive this expression and calculate the value for the fraction in the
case of My, = 10° and M, = 10°.
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Solution

Begin by recognizing that a molecule containing x of the head-to-head links will be cleaved into
x + 1 molecules upon reaction. Hence if » is the number of polymer molecules in a sample of mass
w, the following relations apply before and after cleavage: n,=(x+ 1)n, or w/M,=(x+1)
(w/M,,). Solving for x and dividing the latter by the total number of linkages in the original
polymer gives the desired ratio. The total number of links in the original polymer is My/Mo.
Therefore the ratio is xMo/My, = My(1/M,—1/My,). For poly(vinyl alcohol) My is 44, so the desired
formula has been obtained. For the specific data given, x/n, = 44(107>~10">) = 0.044, or about
4% of the additions are in the less favorable orientation. We shall see presently that the molecular
weight of a polymer is an average, which is different depending on the method used for its
determination. The present example used molecular weights as a means for counting the number
of molecules present. Hence the sort of average molecular weight used should also be one which is
based on counting.

1.6.2 Stereo Isomerism

The second type of isomerism we discuss in this section is stereo isomerism. Again we consider the
number of ways a singly substituted vinyl monomer can add to a growing polymer chain:
(1.VIID)

H H e
/éf o= (1.0)
¥ P H X 3 3

(1.IX)

Structure (1.VIII) and Structure (1.IX) are not equivalent; they would not superimpose if the
extended chains were overlaid. The difference has to do with the stereochemical configuration at
the asymmetric carbon atoms. Note that the asymmetry is more accurately described as pseudoa-
symmetry, since two sections of chain are bonded to these centers. Except near chain ends, which
we ignore for high polymers, these chains provide local symmetry in the neighborhood of the
carbon under consideration. The designations of D and L or R and § are used to distinguish these
structures, even though true asymmetry is absent.

We use the word configuration to describe the way the two isomers produced by Reaction (1.C)
differ. It is only by breaking bonds, moving substituents, and reforming new bonds that the two
structures can be interconverted. This state of affairs is most readily seen when the molecules are
drawn as fully extended chains in one plane, and then examining the side of the chain on
which substituents lie. The configurations are not altered if rotation is allowed to occur around
the various bonds of the backbone to change the shape of the molecule to a jumbled coil. We shall
use the term conformation to describe the latter possibilities for different molecular shapes.
The configuration is not influenced by conformational changes, but the stability of different
conformations may be affected by differences in configuration. We shall return to these effects
in Chapter 6.

In the absence of any external influence, such as a catalyst that is biased in favor of one
configuration over the other, we might expect Structure (1.VIII) and Structure (1.IX) to occur at
random with equal probability as if the configuration at each successive addition were determined
by the toss of a coin. Such indeed is the ordinary case. However, in the early 1950s, stereospecific
catalysts were discovered; Ziegler and Natta received the Nobel Prize for this discovery in 1963.
Following the advent of these catalysts, polymers with a remarkable degree of stereoregularity
have been formed. These have such a striking impact on polymer science that a substantial part of
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Figure 1.3 Sections of “polyvinyl X” chains of differing tacticity: (a) isotactic, (b) syndiotactic, and
(¢) atactic.
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Chapter 5 1s devoted to a discussion of their preparation and characterization. For now, only the
terminology involved in their description concems us. Three different situations can be distin-
guished along a chain containing pseudoasymmetric carbons:

1. Isotactic. All substituents lie on the same side of the extended chain. Alternatively, the
stereoconfiguration at the asymmetric centers is the same, say, -DDDDDDDDD-.

2. Syndiotactic. Substituents on the fully extended chain lie on alternating sides of the backbone.
This alternation of configuration can be represented as -DLDLDLDLDLDL-.

3. Atactic. Substituents are distributed at random along the chain, for example,
DDLDLLLDLDLL-.

Figure 1.3 shows sections of polymer chains of these three types; the substituent X equals
phenyl for polystyrene and methyl for polypropylene. The general term for this stereoregularity
18 tacticity, a term derived from the Greek word meaning “to put in order.” Polymers of
different tacticity have quite different properties, especially in the solid state. As we will
see in Chapter 13, one of the requirements for polymer crystallinity is a high degree of
microstructural regularity to enable the chains to pack in an orderly manner. Thus atactic

polypropylene is a soft, tacky substance, whereas both isotactic and syndiotactic polypropylene
are highly crystalline.

1.6.3 Geometrical Isomerism

The final type of isomerism we take up in this section is nicely illustrated by the various possible
structures that result from the polymerization of 1,3-dienes. Three important monomers of this type

are 1,3-butadiene, 1,3-isoprene, and 1,3-chloroprene, Structure (1.X) through Structure (1.XII),
respectively:

HWKH (1.X)

H
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H (1.XI)

H (1.X10)

To illustrate the possible modes of polymerization of these compounds, consider the following
reactions of isoprene:

1.

1,2- and 3.4-Polymerizations. As far as the polymer chain backbone is concerned, these
compounds could just as well be mono-olefins, since the second double bond is relegated to
the status of a substituent group. Because of the reactivity of the latter, however, it might
become involved in cross-linking reactions. For isoprene, 1,2- and 3,4-polymerizations yield
different products:

Me
Me H A B
n H WL H — >~ _H or Me =~ _H ( 1 D)
H H H
(1.X11IL) (1.X1V)

These differences do not arise from 1,2- or 3,4-polymerization of butadiene. Structure (1.XIII)
and Structure (1.XIV) can each exhibit the three different types of tacticity, so a total of six
structures can result from this monomer when only one of the olefin groups is involved in the
backbone formation.

1,4-Polymerization. This mode of polymerization gives a molecule with double bonds along
the backbone of the chain. Again using isoprene as the example,

Me H
n HNH — W\/) (1.E)
H Me n

As in all double-bond situations, the adjacent chain sections can be either cis or trans—
Structure (1.XV) and Structure (1.XVI), respectively—with respect to the double bond,
producing the following geometrical isomers:

Me H
E = } (1.XV)
n
Ce):(j (1.XVI)
H
n
Figure 1.4 shows several repeat units of cis-1,4-polyisoprene and trans-1,4-polyisoprene.
Natural rubber is the cis isomer of 1,4-polyisoprene and gutta-percha is the trans isomer.
Polymers of chloroprene (Structure (1.XII)) are called neoprene and copolymers of butadiene and

styrene are called SBR, an acronym for styrene—butadiene rubber. Both are used for many of the
same applications as natural rubber. Chloroprene displays the same assortment of possible isomers
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(a) (b)

Figure 1.4 14-Polyisoprene (a) all-cis isomer (natural rubber) and (b) all-frans isomer (gutta-percha).

as isoprene; the extra combinations afforded by copolymer composition and structure in SBR
offset the fact that Structure (1.XIII) and Structure (1.X1V) are identical for butadiene.

4. Although the conditions of the polymerization reactions may be chosen to optimize the
formation of one specific isomer, it is typical in these systems to have at least some
contribution of all possible isomers in the polymeric product, except in the case of polymers
of biological origin, like natural rubber and gutta-percha.

Example 1.4

Suppose you have just ordered a tank car of polybutadiene from your friendly rubber company. By
some miracle, all the polymers in the sample have M = 54,000. The question we would like to
consider is this: what are the chances that any two molecules in this sample have exactly the same
chemical structure?

Solution

We will not attempt to provide a precise answer to such an artificial question; what we really want
to know is whether the probability is high (approximately 1), vanishing (approximately 0), or finite.
From the discussion above, we recognize three geometrical isomers: trans-1,4, cis-1,4, and 1,2,
We will ignore the stereochemical possibilities associated with the 1,2 linkages. Assuming all three
isomers occur with equal probability, the total number of possible structures is 3 X3 x 3 x
- x3=3" where N is the degree of polymerization. (Recall that the combined probability of a
sequence of events is equal to the products of the individual probabilities.) In this case N = 54,000/
54=1000, and thus there are about 3'°% ~ 10°°° possible structures. Now we need to count
how many molecules we have. Assuming for simplicity that the tank car is 3.3 m x 3.3 m X
10 m = 100 m® = 10® cm?, and the density of the polymer is 1 g/em® (it is actually closer to 0.89
g/em?), we have 10% g of polymer. As M = 54,000 g/mol, we have about 2000 moles, or 2000 x 6
x 10% = 10%” molecules. Clearly, therefore, there is essentially no chance that any two molecules
have the identical structure, even without taking the molecular weight distribution into account.

This example, as simplistic as it is, actually underscores two important points. First, polymer
chemists have to get used to the idea that while all carbon atoms are identical, and all 1,3-butadiene
molecules are identical, polybutadiene actually refers to an effectively infinite number of distinct
chemical structures. Second, almost all synthetic polymers are heterogeneous in more than one
variable: molecular weight, certainly; isomer and tacticity distribution, probably; composition and
sequence distribution, for copolymers; and branching structure, when applicable.

1.7 Molecular Weights and Molecular Weight Averages

Almost every synthetic polymer sample contains molecules of various degrees of polymerization.
We describe this state of affairs by saying that the polymer shows polydispersity with respect to
molecular weight or degree of polymerization. To see how this comes about, we only need to think
of the reactions between monomers that lead to the formation of polymers in the first place.
Random encounters between reactive species are responsible for chain growth, so statistical
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descriptions are appropriate for the resulting product. The situation is reminiscent of the distribu-
tion of molecular velocities in a sample of gas. In that case, also, random collisions impart extra
energy to some molecules while reducing the energy of others. Therefore, when we talk about the
molecular weight of a polymer, we mean some characteristic average molecular weight. It turns out
there are several distinct averages that may be defined, and that may be measured experimentally; it
is therefore appropriate to spend some time on this topic. Furthermore, one might well encounter two
samples of a particular polymer that were equivalent in terms of one kind of average, but different in
terms of another; this, in turn, can lead to the situation where the two polymers behave identically
in terms of some important properties, but differently in terms of others.

In Chapter 2 through Chapter 4 we shall examine the expected distribution of molecular weights
for condensation and addition polymerizations in some detail. For the present, our only concern is
how such a distribution of molecular weights is described. We will define the most commonly
encountered averages, and how they relate to the distribution as a whole. We will also relate them
to the standard parameters used for characterizing a distribution: the mean and standard deviation.
Although these are well-known quantities, many students are familiar with them only as results
provided by a calculator, and so we will describe them in some detail.

1.7.1 Number-, Weight-, and z-Average Molecular Weights

Suppose we have a polymer sample containing many molecules with a variety of degrees of
polymerization. We will call a molecule with degree of polymerization i an “i-mer”, and the
associated molecular weight M;=iM,, where My is the molecular weight of the repeat unit.
(Conversion between a discussion couched in terms of i or in terms of M; is therefore straightfor-
ward, and we will switch back and forth when convenient.) The number of i-mers we will denote as
n; (we could also refer to n; as the number of moles of i-mer, but again this just involves a factor of
Avogadro’s number). The first question we ask is this: if we choose a molecule at random from our
sample, what is the probability of obtaining an i-mer? The answer is straightforward. The total
number of molecules is 2, n;, and thus this probability is given by

i

2oini

X = (1.7.1)

The probability x; is the number fraction or mole fraction of i-mer. We can use this quantity to
define a particular average molecular weight, called the number-average molecular weight, M,,.
We do this by multiplying the probability of finding an i-mer with its associated molecular weight,
x;M;, and adding all these up:

_ _ Zi niMi _ Zi in[
M, = zj:x,M, =S = Mo S (1.7.2)

The other expressions on the right-hand side of Equation 1.7.2 are equivalent, and will prove useful
subsequently. You should convince yourself that this particular average is the one you are familiar
with in everyday life: take the value of the property of interest, M; in this case, add it up for all the
(n;) objects that possess that value of the property, and divide by the total number of objects.

So far, so good. We return for a moment to our hypothetical sample, but instead of choosing
amolecule at random, we choose a repeat unit or monomer at random, and ask about the molecular
weight of the molecule to which it belongs. We will get a different answer, as a simple argument
illustrates. Suppose we had two molecules, one a 10-mer and another a 20-mer. If we choose
molecules at random, we would choose each one 50% of the time. However, if we choose mono-
mers at random, 2/3 of the monomers are in the 20-mer, so we would pick the larger molecule
twice as often as the smaller. The total number of monomers in a sample is 2, in;, and the chance of
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picking a particular i-mer will be determined by the product in,;. The resulting ratio is, in fact, the
weight fraction or mass fraction of i-mer in the sample, w;:

in,'
doiin

Accordingly, we define the weight-average molecular weight of the sample, M,,, by

(1.7.3)

w; =

Yo imM Y mM? Z 2n;
Zw, f Z Sy Z m, (1.7.4)

Of course, mass-average would be the preferred descriptor, but it is not in common usage.
Qualitatively, we can say that M, is the characteristic average molecular weight of the sample
when the number of molecules is the crucial factor, whereas M,, is the characteristic average
molecular weight when the size of each molecule is the important feature. Although knowledge of
M,, and M, is not sufficient to provide all the information about a polydisperse system, these two
averages are by far the most important and most commonly encountered, as we shall see
throughout the book.

Comparison of the last expressions in Equation 1.7.2 and Equation 1.7.4 suggests a trend; we
can define a new average by multiplying the summation terms in the numerator and denominator
by i. The so-called z-average molecular weight, M,, is constructed in just such a way:

Zi i3n;
2 8Pm

Although M, is not directly related to a simple fraction like x; or w;, it does have some experimental
relevance. We could continue this process indefinitely, just by incrementing the power of i by one in
both numerator and denominator of Equation 1.7.5, but it will turn out that there is no real need to do
so. However, there is a direct relationship between this process and something well-known in
statistical probability, namely the moments of a distribution, as we will see in the next section.

M, =M,

(1.7.5)

1.7.2 Polydispersity Index and Standard Deviation

Although the values M,, or M, tell us something useful about a polymer sample, individually they
do not provide information about the breadth of the distribution. However, the ratio of the two
turns out to be extremely useful in this regard, and it is given a special name, the polydispersity
index (PDI) or just the polydispersity:

M,

n

PDI =

(1.7.6)

The PDI is always greater than 1, unless the sample consists of exactly one value of M, in which case
the PDI = 1; such a sample is said to be monodisperse. We will see in Chapter 2 and Chapter 3 that
typical polymerization schemes are expected to give PDIs near 2, at least in the absence of various
side reactions; in industrial practice, such side reactions often lead to PDIs as large as 10 or more. In
Chapter 4, in contrast, so-called living polymerizations give rise to PDIs of 1.1 or smaller. Thus,
distributions for which the PDI < 1.5 are said to be “narrow,” whereas those for which PDI > 2 are
said to be “broad,” of course, such designations are highly subjective. As a very simple illustration,
the two-molecule example given in the previous section consisting of a 10-mer and a 20-mer has a
number-average degree of polymerization of 15 and a weight average of 16.7; thus its PDI=1.11,
which in polymer terms would be considered “narrow.” This trivial example actually underscores
an important point to bear in mind: polymer samples with “narrow” distributions will still contain
molecules that are quite different in size (see Problem 1.8 for another instance).
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In most fields of science, distributions are generally characterized by a mean and a standard
deviation. We will now develop the relationships between these quantities and M,, and M,,, and in
so doing justify the assertion that the PDI is a useful measure of the breadth of a distribution. The
mean of any distribution of a variable i, (i), is defined as

(i) = %—"’: = Z ix; & J:o iP()di 1.7.7)

where both discrete (x;) and continuous (P(i)) versions are considered. From this definition, and
Equation 1.7.2, we can see that (i) is nothing more than the number-average degree of polymer-
ization, and thus M|, is just the mean molecular weight.

The standard deviation o quantifies the width of the distribution. It is defined as

1/2

G- (2"
o= (%)—) = <Zx,-(i— (i))2> (1.7.8)

Note that o has the significance of being the mean value of the square of the deviations of
individual values from the mean. Accordingly, o is sometimes called the root mean square (rms)
deviation.

From a computational point of view, the standard deviation may be written in a more conveni-
ent form by carrying out the following operations. First both sides of Equation 1.7.8 are squared,
and then the difference i—(i) is squared to give

2 _ > mil _9 >l
doin Do

Recalling the definition of the mean, we recognize the first term on the right-hand side of Equation
1.7.9 to be the mean value of i* and write

+ (i) (1.7.9)

o

(i)

0% = (%) = 20)° + () = () - (i)? (1.7.10)

It is, of course, important to realize that (i*) # (i)*. An alternative to Equation 1.7.8 as a definition
of standard deviation is, therefore,

o= () — (i)' (1.7.11)

Similarly, the standard deviation can be written

- [Zixi(Mi — Mn)z} 2 (1.7.12)

where in this case the standard deviation will have the units of molecular weight. If we expand
Equation 1.7.12 we find

1/2

12
= [(Z x,M,2> - Mﬁ} (1.7.13)
i
We can factor out M, =3 ; x;M; to obtain

S xiM? }1/2
— M, |2 1.7.14
7=M [(ZixiMi)2 ( )

o= [Z xi(M? = 2M:M,, + M?)
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and, finally, by recognizing from Equation 1.7.4 that

M. = EiniM? _ EixiMiz

T SaM T Y xM; (1.7.15)
we reach
M, :!1/2
7=ty ! 17.16
" [Mn (1.7.16)

This result shows that the square root of the amount by which the ratio M,,/M, exceeds unity equals
the standard deviation of the distribution relative to the number-average molecular weight. Thus if
a distribution is characterized by M,, = 10,000 and ¢ = 3000, then M,,/M, = 1.09. Altemnatively, if
M /M, = 1.50, then the standard deviation is 71% of the value of M,,. This shows that reporting the
mean and standard deviation of a distribution or the values of M, and M,/M, gives equivalent
information.

We can define the quantities known as moments of a distribution, again either in the discrete or
continuous forms. The k-th moment g, is given by

(o0}
e = ini" orL *P(i)di (1.7.17)

In this definition both x; and P(i) are normalized distributions, which mean that %; x; =1 and
fgo P(i) di = 1. From Equation 1.7.17 we can also see that the mean is equivalent to the first moment.
From Equation 1.7.4 and Equation 1.7.5 it is apparent that M,, and M, are proportional to the ratio of
the second to the first moment and the third to the second, respectively. More generally, moments
can be referred to a particular value, such as the k-th moment about the mean, v,:

ve= > xi(i — (i)f (1.7.18)

From this expression we see that o is the second moment about the mean.

1.7.3 Examples of Distributions

First, consider the following numerical example in which we apply some of the equations of this
section to hypothetical data.
Example 1.5

The first and second columns of Table 1.4 give the number of moles of polymer in six different
molecular weight fractions. Calculate M, /M, for this polymer and evaluate o using both Equation
1.7.12 and Equation 1.7.16.

Table 1.4 Some Molecular Weight Data for a Hypothetical Polymer Used in Example 1.5

mM; x 1073 (M;— M,)* x 1078 n(M; — My)* x 107*

n; (mol) M; (g/mol) m; (g) (g%/mol) (g%/mol?) (g%/mol)

0.003 10,000 30 3.0 25 7.50
0.008 12,000 96 11.5 9 7.20
0.011 14,000 154 21.6 1 1.10
0.017 16,000 272 43.5 1 1.70
0.009 18,000 162 29.2 9 8.10
0.001 20,000 20 4.0 25 2.50

2 = 0.049 2 =73 2 =113 2=10 2 =28.10
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Solution

Evaluate the product n,M; =m; for each class; this is required for the calculation of both M, and
M,,. Values of this quantity are listed in the third column of Table 1.4. From X;n,M; and ;n;,
M, =734/0.049 = 15,000. (The matter of significant figures will not be strictly adhered to in this
example. As a general rule, one has to work pretty hard to obtain more than two significant figures
in an experimental determination of M.)

The products m;M; are mass-weighted contributions and are listed in the fourth column of
Table 1.4. From 3,m; and 3;n,M;, M, = 113 x 10°/734 = 15,400.

The ratio M,,/M,, is found to be 15,400/15,000 = 1.026 for these data. Using Equation 1.7.16, we
have o/M,=(1.026 — 1)"?>=0.162 or & =0.162(15,000) = 2430.

To evaluate o via Equation 1.7.12, differences between M; and M, must be considered. The fifth
and sixth columns in Table 1.4 list (M; — M,))* and n{(M; — M,)? for each class of data. From 3,
and Zn(M; — M,)?, 0 =28.1 x 10*/0.049 =5.73 x 10° and & = 2390.

The discrepancy between the two values of ¢ is not meaningful in terms of significant figures;
the standard deviation is 2400.

As polymers go, this is a very narrow molecular weight distribution.

When we consider particular polymerization schemes in Chapter 2 through Chapter 4, we
will derive explicit expressions for the expected distributions x; and w;. For now, however, let us
consider a particular mathematical function known as the Schulz—Zimm distribution. It has the virtue
that by varying a single parameter, z, it is possible to obtain reasonable descriptions for typical
narrow or moderately broad samples. We will use it to illustrate graphically how the distribution
might appear for a given polydispersity. The Schulz—Zimm distribution can be expressed as

P(M,) = M M (1.7.19)
YT Te+1) M P\ "W, o

where I'(z=1) is the so-called gamma function (which is tabulated in many mathematical
references). For integer values of z, I'(z+1) = z!, where z! (zfactorial) =z X (z — 1) x (z—2) x - - x 1.
From Equation 1.7.2 and Equation 1.7.3 we can see that w; = x;M,;/M,,, and thus

7t M M;
= _Hi 1.7.2
YT T D Mz exP( Mn> (1.7.20)

The utility of this distribution arises in part because of a very simple relationship between the
parameter z and the polydispersity:
M., _z+ 1

M, . (1.7.21)

The proof of Equation 1.7.21 is left to Problem 1.9 at the end of the chapter. Now we can
use Equation 1.7.19 and Equation 1.7.20 to generate distributions for specified values of M, and
MM,

Figure 1.5a shows the mole fraction and weight fraction as a function of M, with the particular
choice of M, =10,000, My;=100, and z=1. Thus, according to Equation 1.7.21, the PDI=2
and M,,=20,000. Both M,, and M, are indicated by vertical lines on the plot. There are
several remarkable features to point out. First, x; is a continuously decreasing function of
M (and therefore i). We shall see in Chapter 2 that this is to be expected in step-growth
polymerizations. It means, for example, that there are more unreacted monomers (i =1) than
any other particular i-mer. The weight fraction, however, has a distinct but broad maximum.
Notice also how many different values of M are present in significant amounts. For example, there
is certainly a significant mass of the sample that is five times smaller than M,,, or five times larger
than M,
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Figure 1.5b shows the analogous curves, but now with PDI =4 and z=0.333. Although the
mole fraction looks superficially similar to the previous case, the mass distribution is exceedingly
broad, with a long tail on the high M side of M,,. (Note that the coincidence between M, and the
peak in w; is a feature of this distribution, but not a general result in polymers; see Problem 1.10.)

: 4
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Figure 1.5 Number and weight distributions for the Schulz-Zimm distribution with the indicated poly-
dispersities, and M,, = 10,000.
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Figure 1.5 (continued)

Figure 1.5¢ shows the opposite extreme, or a narrow distribution with z= 10 and PDI = 1.11. Here
both x; and w; are much narrower, and have distinct maxima that are also close to M, and M,,,
respectively. (Note also that the ordinate scale has been truncated.) Even though this is a narrow
distribution by polymer standards, there are still significant numbers of molecules that are 50%
larger and 50% smaller than the mean.

1.8 Measurement of Molecular Weight

1.8.1 General Considerations

The measurement of molecular weight is clearly the most important step in characterizing a
polymer sample, although the previous sections have introduced many other aspects of polymer
structure necessary for a full analysis. A rich variety of experimental techniques have been
developed and employed for this purpose, and the major ones are listed in Table 1.5. As indicated
in the rightmost column, we will describe end group analysis and matrix-assisted laser desorption/
ionization (MALDI) mass spectrometry in this section, while deferring treatment of size exclu-
sion chromatography (SEC), osmotic pressure, light scattering, and intrinsic viscometry to
subsequent chapters. Other techniques, such as those involving sedimentation, we will omit
entirely. Before considering any technique in detail, some general comments about the entries in
Table 1.5 are in order.

The first two techniques listed, SEC and MALDI, can provide information on the entire
distribution of molecular weights. To the extent that either one can do this reliably, accurately,
and conveniently, there is a diminished need for any other approach. Over the past 30 years, SEC
has unquestionably emerged as the dominant method. Automated analysis of a few milligrams of
sample dissolved in a good solvent can be achieved in half an hour. It is hard to imagine any
serious polymer laboratory that does not have SEC capability. Nevertheless, as will be discussed in
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Table 1.5 Summary of the Molecular Weight Averages Most Widely Encountered in Polymer Chemistry

Information Definition Methods Sections
Faull distribution Xj, Wy Size exclusion chromatography 9.8
MALDI mass spectrometry 1.8
niM; .
M, Z’— Osmotic pressure 74
m Other colligative properties —
End group analysis 1.8
Z. mM ,z . .
M, : Light scattering 8
2 Sedimentation velocity —
M ,3 . . gey .
M, Z " Sedimentation equilibrium —
R i
nMI+a 1/a
M, (ZZ 'MA; > Intrinsic viscosity 9.3

Chapter 9, SEC has some serious limitations; one of these is a lack of resolution. Resolution in this
context refers to the difference in M values that can be determined; SEC would struggle to help you
decide whether your sample was narrowly distributed with M, = 50,000, or was bimodal with peak
molecular weights at 40,000 and 60,000. In contrast, resolution is the real strength of MALDI, as
we will see below. MALDI is a relative newcomer among the techniques listed in Table 1.5, but it
will undoubtedly grow in importance as its scope expands.

The next group of techniques provides measurements of M,,. They do so by being sensitive to
the number of solute molecules in solution, as is inherent in the so-called colligative properties
(osmotic pressure, freezing point depression, boiling point elevation, etc.). Of these, osmotic
pressure is the most commonly employed. It has the virtue (shared with light scattering) of
being a technique based on equilibrium thermodynamics that can provide an absolute measurement
without resorting to calibration against other polymer samples. End group analysis, to be discussed
below, includes any of a number of analytical tools that can be used to quantify the presence of the
unique structure of the polymer chain ends. For a linear chain, with two and only two ends,
counting the number of ends is equivalent to counting the number of molecules.

Light scattering is sufficiently important that it merits a full chapter; determination of M,, is
only one facet of the information that can be obtained. Sedimentation experiments will not be
discussed further in this text, although they play a crucial role for biopolymer analysis in general,
and proteins in particular. Similarly, gel electrophoresis (not listed in Table 1.5 or discussed further
here) is an analytical method of central importance in biological sciences, and especially for the
separation and sequencing of DNA in the Human Genome Project.

The intrinsic viscosity approach holds a place of particular historical importance; in the
days before routine use of SEC (up to about 1970) it was by far the easiest way to obtain
molecular weight information. The viscosity average molecular weight defined in Table 1.5 is not
a simple moment of the distribution, but involves the Mark-Houwink exponent a, which needs to be
known based on other information. As 0.5 < a < 0.8 for most flexible polymers in solution, M, < M,
<M,,. Therelation between the viscosity of a dilute polymer solution and the molecular weight of the
polymer actually rests on some rather subtle hydrodynamics, as we will explore in Chapter 9.

1.8.2 End Group Analysis

As indicated previously, the end groups of polymers are inherently different in chemical structure
from the repeat units of the chain, and thus provide a possible means of counting the number of



Measurement of Molecular Weight 33

molecules in a sample. Any analytical technique that can reliably quantify the concentration of end
groups can potentially be used in this manner, and over the years many have been so employed.
It should be apparent from the discussion in the previous section that this approach will yield a
measure of the number-average molecular weight, M,. The experiment will involve preparing
a known mass of sample, probably in solution, which given M, corresponds to a certain number
of repeat units. The number of end groups is directly proportional to the number of polymers
and the ratio of the number of repeat units to the number of polymers is the number-average degree
of polymerization.
Several general principles apply to end group analysis:

1. The chemical structure of the end group must be sufficiently different from that of the repeat
unit for the chosen analytical technique to resolve the two clearly.

2. There must be a well-defined number of end groups per polymer, at least on average. For a linear
polymer, there will be two and only two end groups per molecule, which may or may not be
distinct from each other. For branched polymers, the relation of the number of end groups to the
number of polymers is ambiguous, unless the total number of branching points is also known.

3. The technique is limited to relatively low molecular weights, as the end groups become more
and more dilute as N increases. This is an obvious corollary of the fact that we can ignore end
groups in considering the structure of high molecular weight chains. How low is low in this
context? The answer will depend on the particular system and analytical technique, but as a
rule of thumb end groups present at the 1% level (corresponding to degrees of polymerization
of 100 for a single end group, 200 for both end groups) can be reliably determined; those at the
0.1% level cannot.

As an example, consider condensation polymers such as polyesters and polyamides. They are
especially well suited to this molecular weight determination, because they tend to have lower
molecular weights than addition polymers, and because they naturally have unreacted functional
groups at each end. Using polyamides as an example, we can readily account for the following
possibilities:

1. A linear molecule has a carboxyl group at one end and an amino group at the other, such as
poly(e-caprolactam):

O o

oA NHz
vo oty o)

In this case, there is one functional group of each kind per molecule and could be detected for
example by titration with a strong base (for -COOH) or strong acid (for -NH3).

2. If a polyamide is prepared in the presence of a large excess of diamine, the average chain will
be capped by an amino group at each end:

Ju e

R! _R
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HoN {H H }n 2

In this case, only the amine can be titrated, and two ends are counted per molecule.
3. Similarly, if a polyamide is prepared in the presence of a large excess of dicarboxylic acid,
then the average chain will have a carboxyl group at each end:

H H
HO__R: N._.-N R'__OH
T{TR w;wr
0 0 O/n O
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In this case, the acid group can be titrated, and again two ends should be counted per molecule.

The preceding discussion illustrated how classical acid-base titration could be used for
molecular weight determination. In current practice, nuclear magnetic resonance (NMR) spectroscopy
is probably the most commonly used analytical method for end group analysis, especially proton
(‘*H) NMR. An additional advantage of this approach is the possibility of obtaining further
information about the polymer structure from the same measurement, as illustrated in the following
example.

Example 1.6

The '"H NMR spectrum in Figure 1.6 corresponds to a sample of polyisoprene containing a sec-
butyl initiating group and a hydroxyl terminating end group. The relative peak integrations are (a)
26.9, (b) 5.22, (c) 2.00, and (d) 5.95. What is M, for this polymer? What is the relative percentage
of 1,4 and 3,4 addition?

Solution

Peak (c) corresponds to the methylene protons adjacent to the hydroxyl end group; there are
two such protons per polymer. Peak (a) reflects the single olefinic proton per 1,4 repeat unit,
whereas peak (b) shows the two vinyl protons per 3,4 repeat unit. If we represent the integration of
peak i as I;, then the degree of polymerization is proportional to (I, + 1,/2) =26.9 +2.61 =29.5.
The number of polymers is proportional to /./2 = 1. Thus the number-average degree of poly-
merization is 29.5, which gives an M, =29.5 x 68 =2,000. Peak (d) indicates the six methyl
protons on the initiator fragment. The peak integration I4=15.95 should be 3/, which is within
experimental error. For this particular molecular structure, therefore, either end group could be
used. An additional conclusion is that essentially 100% of the polymers were terminated with a
hydroxyl group.
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Figure 1.6 'H NMR spectrum of a polyisoprene sample, discussed in Example 1.6. (Data courtesy of
N. Lynd and M.A. Hillmyer.)
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The percent 1,4 addition can be computed as follows:

26.9

%1,4 = x 100 = 91.2%.

Ia + (Ib/z)

This is a typical composition for polyisoprene prepared by anionic polymerization in a nonpolar
solvent (see Chapter 4).

1.8.3 MALDI Mass Spectrometry

Mass spectrometry offers unprecedented resolution in the analysis of gas phase ions, and is a
workhorse of chemical analysis. Its application to synthetic polymers has been limited until rather
recently, primarily due to the difficulty of transferring high molecular weight species into the gas
phase without degradation. However, progress in recent years has been quite rapid, with two
general approaches being particularly productive. In one, electrospray ionization, a polymer
solution is ejected through a small orifice into a vacuum environment; an electrode at the exit
deposits a charge onto each drop of solution. The solvent then evaporates, leaving behind a charged
macromolecule in the gas phase. In the other; the polymer sample is dispersed in a particular
matrix on a solid substrate. An intense laser pulse is absorbed by the matrix, and the resulting
energy transfer vaporizes both polymer and matrix. For uncharged synthetic polymers, the
necessary charge is usually complexed with the polymer in the gas phase, after a suitable salt
has been codissolved in the matrix. This technique, matrix-assisted laser desorptionfionization
mass spectrometry, ot MALDI for short, is already a standard approach in the biopolymer arena,
and is making substantial inroads for synthetic polymers as well.

It is worth recalling the basic ingredients of a mass spectrometric experiment. A sample molecule
of mass m 1s first introduced into the gas phase in a high vacuum, and at some point in the process it
must acquire a net charge z. The resulting ion is accelerated along a particular direction by suitably
placed electrodes, and ultimately collected and counted by a suitable analyzer. The ion acquires
kinetic energy in the applied field, which depends on the net charge z and the applied voltage. This
energy will result in a mass-dependent velocity v, as the kinetic energy = mv?/2. This allows for the
discrimination of different masses, by a variety of possible schemes. For example, if the ions
experience an orthogonal magnetic field B, their trajectories will be curved to different extents, and
it is possible to tune the magnitude of B to allow a particular mass to pass through an aperture before
the detector. For polymers it turns out to be more effective to use time-of-flight (TOF) analysis.
For a given applied field and flight path to the detector, larger masses will take longer to reach
the detector. As long as all the molecules are introduced into the gas phase at the same instant in
time, the time of arrival can be converted directly into a value of m/z.

The preceding discussion may give the misleading impression that MALDI is rather a straight-
forward technique. This is not, in fact, the case, especially for synthetic polymers. A great deal
remains to be learned about both the desorption and ionization processes, and standard practice
is to follow particular recipes (matrix and salt) that have been found to be successful for a
given polymer. For example, polystyrene samples are most often dispersed in dithranol (1,8,9-
anthracenetriol) with a silver salt such as silver trifluoroacetate. This mixture is co-dissolved in a
volatile common good solvent such as tetrahydrofuran, to ensure homogeneity; after depositing
a drop on a sample plate, the solvent is then allowed to evaporate. An intense pulse from a nitrogen
laser (A =337 nm) desorbs some portion of the sample, and some fraction of the resulting gas-
phase polystyrene molecules are complexed with a single silver cation.

Two examples of MALDI spectra on narrow distribution of polystyrene samples are shown in
Figure 1.7a and Figure 1.7b. In the former, the average molecular weight is in the neighborhood
of 5000, and different i-mers are clearly resolved. Each peak is separated by 104 g/mol, which is
the repeat unit molecular weight. The absolute molecular weight of each peak should correspond
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to the following sum: (104i 4 108 + 1 +57) = 104 + 166, where 108, 1, and 57 are the contribu-
tions of the silver ion, terminal proton, and sec-butyl initiator fragment, respectively. Using the
formulas given in Equation 1.7.2 and Equation 1.7.4, M, and M,, can be calculated as 4620 and
4971, respectively, and the polydispersity is 1.076. This sample, which was prepared by living
anionic polymerization as described in Chapter 4, is thus quite narrow. Nevertheless, the plot
shows distinctly how many different i-mers are present, and in what relative proportion. The
assumption is made that the height of each peak is proportional to its number concentration in
the sample, and thus the y-axis corresponds to an unnormalized form of mole fraction x;. This
image, perhaps more than any other, underscores the point we have already made several times:
even the best of polymer samples is quite heterogeneous. Recalling Example 1.4 and the tank car
of polybutadiene, it is worth pointing out that each peak in Figure 1.7a corresponds to many
structurally different molecules, in terms of the stereochemical sequence along the backbone.
The MALDI spectrum in Figure 1.7b corresponds to a sample about 10 times higher in
molecular weight. At this point it is not possible to see any structure between different i-mers,
although the expanded version shows that there is still a hint of resolution of distinct molecular
weights. This serves to point out one limitation with MALDI, namely that its main attribute, high
resolution, is diminished as M increases. Not apparent from this plot, but even more troublesome,
is the fact that the absolute amplitude of the signal is greatly reduced compared to Figure 1.7a. It is
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Figure 1.7 MALDI spectra for anionically prepared polystyrenes with (a) M, = 4,971, M, = 4,620,
PDI = 1.076, and (b) M,, = 49,306, M, = 48,916, PDI = 1.008. Inset shows that even in (b) there is
some resolution of the different i-mers. (Data courtesy of K. Fagerquist, T. Chang, and T.P. Lodge.)
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simply much harder to get higher molecular weight molecules into the gas phase. Nevertheless, the
data in Figure 1.7b give M, = 48,916, M,, = 49,306, and a polydispersity of 1.008. This turns out to
be nearly as narrow as the theoretical limit for this class of polymerizations (see Chapter 4), yet it is
still obviously quite heterogeneous.

We conclude this section with some further general observations about MALDI:

1. Generally, the more polar a polymer, the easier it is to analyze by MALDI. Thus poly(ethylene
oxide) is relatively easy; poly(methyl methacrylate) is easier than polystyrene; polyethylene is
almost impossible.

2. An important, unresolved issue is relating the amplitude of the signal of a particular peak to
the relative abundance of that molecule in the sample. For example, are all molecular weights
desorbed to the same extent within a given laser pulse (unlikely), and are all molecular
weights equally likely to be ionized once in the gas phase (no)? Consequently, it can be
dangerous to extract M,, and M, as we did for the samples in Figure 1.7a and Figure 1.7b,
because the signals have an unknown sensitivity to molecular weight. (In this instance, this
problem is mitigated because the distributions are quite narrow.) In general, lower molecular
weights have a much higher yield.

3. Multiply charged ions can present a problem, because one cannot distinguish between a
molecule with a charge of 1 and a molecule of twice the molecular weight but with a charge
of 2. In fact, if the technique were called “mass-to-charge ratio spectrometry” it would be a
mouthful, but it would serve as a constant reminder of this important complication.

4. Ttis difficult to compare the amplitudes of peaks from one laser pulse to another, and from one
sample drop to another. This presumably reflects the microscopic details of the spot on the
sample that is actually at the focus of the laser beam. As a consequence any quantitative
interpretation should be restricted to a given spectrum.

1.9 Preview of Things to Come

The contents of this book may be considered to comprise three sections, each containing four
separate chapters. The first section, including Chapter 2 through Chapter 5, addresses the synthesis
of polymers, the various reaction mechanisms and kinetics, the resulting molecular weight
distributions, and some aspects of molecular characterization. In particular, Chapter 2 concerns
step-growth (condensation) polymerization and Chapter 3 chain-growth (free radical) polymeriza-
tion. Chapter 4 describes a family of particular polymerization schemes that permit a much higher
degree of control over molecular weight, molecular weight distribution, and molecular architecture
than those in the preceding two chapters. Chapter 5 addresses some of the factors that control the
structural details within polymers, especially copolymers and stereoregular polymers, and aspects
of their characterization.

The second section takes up the behavior of polymers dissolved in solution. The conformations
of polymers, and especially random coils, are treated in Chapter 6. Solution thermodynamics are
the subject of Chapter 7, including the concepts of solvent quality, osmotic pressure, and phase
behavior. The technique of light scattering, which provides direct information about molecular
weight, solvent quality, and chain conformations, is covered in detail in Chapter 8. Chapter 9
explores the various hydrodynamic properties of polymers in solution, and especially as they
impact viscosity, diffusivity, and SEC.

The concluding section addresses the properties of polymers in the bulk, with a particular
emphasis on the various solid states: rubber, glass, and crystal. Thus Chapter 10 considers polymer
networks and their characteristic and remarkable elasticity. Chapter 11 treats the unusual visco-
elastic behavior of polymer liquids, in a way that combines central concepts from both Chapter 9
and Chapter 10. Chapter 12 introduces the phenomenon of the glass transition, which is central to
all polymer materials yet relatively unimportant in most atomic or small molecule-based materials.
Finally, the rich crystallization properties of polymers are taken up in Chapter 13. The text
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concludes with an Appendix that reviews some of the mathematical manipulations encountered
throughout the book.

1.10 Chapter Summary

In this chapter, we have introduced the central concept of chain molecules, and identified various
ways in which polymers may be classified. The importance of molecular weight and its distribution
was emphasized, and associated averages defined. Examples were given of the many possible
structural variations that commonly occur in synthetic polymers:

1. The most important feature of a polymer is its degree of polymerization or molecular weight.
For example, even though polyethylene has the same chemical formula as the n-alkanes, it has
remarkably different physical properties from its small molecule analogs.

2. The statistical nature of polymerization schemes inevitably leads to a distribution of molecular
weights. These can be characterized via specific averages, such as the number-average and
weight-average molecular weights, or by the full distribution, which can be determined by
SEC or MALDI mass spectrometry.

3. Polymers can exhibit many different architectures, such as linear, randomly branched, or
regularly branched chains, and networks. Homopolymers contain only one type of repeat unit,
whereas copolymers contain two or more.

4. There are many possible variations in local structure along a polymer chain, which we have
classified as positional, stereochemical, or geometrical isomers. Given these possibilities, and
those identified in the previous point, it is unlikely that any two polymer molecules within a
particular sample have exactly the same chemical structure, even without considering differ-
ences in molecular weight.

5. Natural polymers such as polysaccharides, proteins, and nucleic acids share many of the
attributes of their synthetic analogs, and as such are an important part of the subject of this
book. On the other hand, the specific biological functions of these macromolecules, especially
proteins and nucleic acids, fall outside our scope.

Problems

To a significant extent the problems in this book are based on data from the original literature. In
many instances the values given have been estimated from graphs, transformed from other
functional representations, or changed in units. Therefore, these quantities do not necessarily
reflect the accuracy of the original work, nor is the given number of significant figures always
Justified. Finally, the data may be used for purposes other than were intended in the original study.

1. RE. Cohen and AR. Ramos' describe phase equilibrium studies of block copolymers of
butadiene (B) and isoprene (I). One such polymer is described as having a 2:1 molar ratio of B
to I with the following microstructure:

B—45% cis-1,4; 45% trans-1,4; 10% vinyl.

I—over 92% cis-1,4.

Draw the structure of a portion of this polymer consisting of about 15 repeat units, and having
approximately the composition of this polymer.

2. Hydrogenation of polybutadiene converts both cis and trans isomers to the same linear
structure, and vinyl groups to ethyl branches. A polybutadiene sample of molecular weight
168,000 was found by infrared spectroscopy to contain double bonds consisting of 47.2% cis,

YR.E. Cohen and A.R. Ramos Macromolecules, 12, 131 (1979).
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44.9% trans, and 7.9% vinyl.T After hydrogenation, what is the average number of backbone

carbon atoms between ethyl side chains?

3. Landel used a commercial material called Vulcollan 18/40 to study the rubber-to-glass
transition of a polyurethane.* This material is described as being “prepared from a low
molecular weight polyester which is extended and cross-linked by reacting it with naphtha-
lene-1,4,-diisocyanate and 1,4-butanediol. The polyester is prepared from adipic acid and a
mixture of ethylene and propylene glycols.” Draw the structural formula of a portion of the
cross-linked polymer which includes the various possible linkages that this description
includes. Remember that isocyanates react with active hydrogens; use this fact to account
for the cross-linking.

4. Some polymers are listed below using either IUPAC (I) names or acceptable trivial (T) names.
Draw structural formulas for the repeat units in these polymers, and propose an alternative
name in the system other than the one given:

Polymethylene (I)

Polyformaldehyde (T)

Poly(phenylene oxide) (T)

Poly[(2-propyl-1,3-dioxane-4,6-diyl)methylene] (I)

Poly(1-acetoxyethylene) (I)

Poly(methyl acrylate) (T)

5. Star polymers are branched molecules with a controlled number of linear arms anchored to
one central molecular unit acting as a branch point. Schaefgen and Flory® prepared poly
(e-caprolactam) four- and eight-arm stars using cyclohexanone tetrapropionic acid and
dicyclohexanone octapropionic acid as branch points. The authors present the following stoi-
chiometric definitions/relations to relate the molecular weight of the polymer to the concentration
of unreacted acid groups in the product. Provide the information required for each of the
following steps:

(a) The product has the formula R-{-CO[-NH(CH,)sCO-],~OH},. What is the significance
of R, y, and b?

(b) If Q is the number of equivalents of multifunctional reactant which react per mole of
monomer and L represents the number of equivalents of unreacted (end) groups per mole
of monomer, then <y> = (1-L)/(Q-+L). Justify this relationship, assuming all functional
groups are equal in reactivity.

(c) If My is the molecular weight of the repeat unit and M, is the molecular weight of the
original branch molecule divided by b, then the number-average molecular weight of
the star polymer is

1—-L
=biMy——+M
M, b{ 0Q+L+ b}

Justify this result and evaluate My and M,, for the b=4 and b= § stars.
(d) Evaluate M, for the following molecules:

b 0 L

4 02169 0.0018
8 0134 0.00093

tweE, Rochefort, G.G. Smith, H. Rachapudy, V.R. Raju, and W.W. Graessley, J. Polym. Sci., Polym. Phys., 17, 1197 (1979).
13:8 Landel, J. Colloid Sci., 12, 308 (1957).
SIR. Schaefgen and P.J. Flory, J. Am. Chem. Soc., 70, 2709 (1948).
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11.

12.
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Batzer reported the following data for a fractionated polyester made from sebacic acid and
l,6-hexanediol;T evaluate M, M,,, and M.

Fraction 1 2 3 4 5 6 7 8 9

Mass (g) 1.15 073 0415 035 051 0.34 178 0.10 0954
Mx107* 125 205 240 320 390 450 635 410 940

The Mark-Houwink exponent a for poly(methyl methacrylate) at 25°C has the value 0.69
in acetone and 0.80 in chloroform. Calculate (retaining more significant figures than
strictly warranted) the value of M, that would be obtained for a sample with the following
molecular weight distribution if the sample were studied by viscometry in each of these
solvents.} Compare the values of M, with M, and M,,.

n; x 10° (mol) 12 27 49 31 0.9

M;x107° (g/mol) 20 40 60 80 10.0

Consider a set consisting of 4-8 family members, friends, neighbors, etc. Try to select a
variety of ages, genders, and other attributes. Take the mass of each individual (a rough
estimate is probably wiser than asking directly) and calculate the number- and weight-
average masses for this set. Does the resulting PDI indicate a rather “narrow” distribution?
If you picture this group in your mind, do you imagine them all to be roughly the same size,
as the PDI probably suggests?

Prove that the polydispersity of the Schulz—Zimm distribution is given by Equation 1.7.21.
You may want to look up the general solution for integrals of the type fx"e‘b"dx.

In Figure 1.5a through Figure 1.5c it appears that the maximum in w; corresponds closely to
M, Differentiate Equation 1.7.20 with respect to M; to show why this is the case.

The MALDI spectrum in Figure 1.7b resembles a Gaussian or normal distribution. One
property of a Gaussian distribution is that the half-width at half-height of the peak is
approximately equal to 1.2¢-. Use this relation to estimate o from the trace, and compare it
to the value you would get from Equation 1.7.16.

Give the overall chemical reactions involved in the polymerization of these monomers, the
resulting repeat unit structure, and an acceptable name for the polymer.

Me

@) Hy C)\[rOH
o

o O

®) Ny NHz + anLM;U\m
o
() HOM;U\OH

(d) HQCMN

tH. Batzer, Makromol. Chem., 5, 5 (1950).
#S.N. Chinai, J.D. Matlock, A.L. Resnick, and R.J. Samuels, J. Polym. Sci., 17, 391 (1955).
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13. A MALDI-TOF analysis of a polystyrene sample exhibited a peak (one of many) at 1206.
The sample was prepared in dithranol, with silver nitrate as the salt. Assuming no head-to-
head defects, how many distinct chemical structures could this peak represent? Propose
structures for the end groups of the polymer as well.

14. Proton NMR is used to attempt to quantify the molecular weight of a poly(ethylene oxide)
molecule with methyoxy end groups at each terminus. If the integration of the methyl protons
relative to the methylene protons gave a ratio of 1:20, what can you say about the molecular
weight?

15. What would be M,, and M, for a sample obtained by mixing 10 g of polystyrene
(M., = 100,000, M,, =70,000) with 20 g of another polystyrene (M,, = 60,000, M, = 20,000)?

16. What would M,, and M, be for an equimolar mixture of tetradecane and decane? (Ignore
isotope effects.)
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Step-Growth Polymerization

2.1 Introduction

In Section 1.4, we discussed the classification of polymers into the categories of addition or
condensation. At that time we noted that these classifications could be based on the following:

1. Stoichiometry of the polymerization reaction (small molecule eliminated?)
2. Composition of the backbone of the polymer (atoms other than carbon present?)
3. Mechanism of the polymerization (stepwise or chain reaction?)

It is the third of these criteria that offers the most powerful insight into the nature of the
polymerization process for this important class of materials. We shall sometimes use the terms
step-growth and condensation polymers as synonyms, although step-growth polymerization encom-
passes a wider range of reactions and products than either criteria (1) or (2) above would indicate.

The chapter is organized as follows. First, we examine how the degree of polymerization and its
distribution vary with the progress of the polymerization reaction, with the latter defined both in
terms of stoichiometry and time (Section 2.2 through Section 2.4). Initially we consider these
topics for simple reaction mixtures, that is, those in which the proportions of reactants agree
exactly with the stoichiometry of the reactions. After this, we consider two important classes of
condensation or step-growth polymers: polyesters and polyamides (Section 2.5 and Section 2.6).
Finally we consider nonstoichiometric proportions of reactants (Section 2.7). The important case of
multifunctional monomers, which can introduce branching and cross-linking into the products, is
deferred until Chapter 10.

2.2 Condensation Polymers: One Step at a Time

As the name implies, step-growth polymers are formed through a series of steps, and high
molecular weight materials result from a large number of steps. Although our interest lies in
high molecular weight, long-chain molecules, a crucial premise of this chapter is that these
molecules can be effectively discussed in terms of the individual steps that lead to the formation
of the polymer. Thus, polyesters and polyamides are substances that result from the occurrence of
many steps in which ester or amide linkages are formed between the reactants. Central to our
discussion is the idea that these steps may be treated in essentially the same way, whether they
occur between small molecules or polymeric species. We shall return to a discussion of the
implications and justification of this assumption of equal reactivity throughout this chapter.

2.2.1 Classes of Step-Growth Polymers
Here are examples of important classes of step-growth polymers:

1. Polyesters—successive reactions between diols and dicarboxylic acids:
O O

oo+ nHO R on — (o\ﬂ/o\[rnﬂ + 20 (2.A)
O/n

0
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2. Polyamides—successive reactions between diamines and dicarboxylic acids:

o O
H H
R 1
TN, nHO D Ao _><N\R/NTH\[(>+ 2 1,0 (2.B)

O O/n

3. General—successive reactions between difunctional monomer A~A and difunctional mono-
mer B-B:

nA-A +n B—B—»(/a\a/b\b/>n+ 2.0
Since the two reacting functional groups can be located in the same reactant molecule, we add
the following:

4. Poly(amino acid)

R R
n HzN)\C/OH R, (N)\ﬂﬁ’ + n HO 2.D)
(") H O/n
5. General
n A—B —>A€a\b%n+ (2‘E)

Of course, in Reaction (2.A) and Reaction (2.B) the hydrocarbon sequences R and R’ can be the
same or different, contain any number of carbon atoms, be linear or cyclic, and so on. Likewise, the
general reactions, Reaction (2.C) and Reaction (2.E), certainly involve hydrocarbon sequences
between the reactive groups A and B. The notation involved in these latter reactions is particularly
convenient, however, and we shall use it extensively in this chapter. It will become clear as we
proceed that the stoichiometric proportions of reactive groups—A and B in the above notation—
play an important role in determining the characteristics of the polymeric product. Accordingly, we
shall confine our discussion for the present to reactions of the type given by Reaction (2.E), since
equimolar proportions of A and B are assured by the structure of the monomer.

2.2.2 First Look at the Distribution of Products

Table 2.1 presents a hypothetical picture of how Reaction (2.E) might appear if we examined the
distribution of product molecules in detail. Row 1 of Table 2.1 shows the initial pool of monomers,

Table 2.1 Hypothetical Step-Growth Polymerization
of 10 AB Molecules®

Row Molecular species present

AB AB AB AB AB AB AB AB AB AB
AbaB AbaB AbaB AbaB AB AB
AbababaB AbaB AbabaB AB
AbababaB AbabababaB AB

AbababaB AbababababaB
AbababababababababaB

SNk W

A and B represent two different functional groups and ab is the product
of their reaction with each other. Consult the text for a discussion of the
line-by-line development of the reaction.
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10 molecules in this example. Row 2 shows a possible composition after a certain amount of
reaction has occurred. We shall see in Section 2.4 that the particular condensations that account
for the differences between the first and second rows are not highly probable. Our objective here is
not to assess the probability of certain reactions, but rather to consider some possibilities.
Stoichiometrically, we can still account for the initial set of 10 A groups and 10 B groups; we
indicate those that have reacted with each other as ab groups. The same conservation of atom
groupings would be obtained if row 2 showed one trimer, two dimers, and three monomers instead
of the four dimers and two monomers indicated in Table 2.1. Other combinations could also
be assembled. These possibilities indicate one of the questions that we shall answer in this chapter:
How do the molecules distribute themselves among the different possible species as the reaction
proceeds?

Row 3 of Table 2.1 shows the mixture after two more reaction steps have occurred. Again,
the components we have elected to show are an arbitrary possibility. For the monomer system
we have chosen, the concentration of A and B groups in the initial monomer sample are equal
to each other and equal to the concentration of monomer. In this case, an assay of either A groups
or B groups in the mixture could be used to monitor the progress of the reaction. Choosing the
number of A groups for this purpose, we see that this quantity drops from 10 to 6 to 4, respectively,
as we proceed through rows 1, 2, and 3 of Table 2.1. What we wish to point out here is the fact that
the 10 initial monomers are now present in four molecules, so the number average degree of
polymerization is only 2.5, even though only 40% of the initial reactive groups remain. Another
question is thus raised: In general, how does the average molecular weight vary with the extent of
the reaction?

The reaction mixture in the fourth row of Table 2.1 is characterized by a number average degree
of polymerization N, = 10/3 = 3.3, with only 30% of the functional groups remaining. This means
that 70% of the possible reactions have already occurred, even though we are still dealing with a
very low average degree of polymerization. Note that the average degree of polymerization would
be the same if the 70% reaction of functional groups led to the mixture AbababababababaB and
two AB’s. This is because the initial 10 monomers are present in three molecules in both instances,
and we are using number averages to talk about these possibilities. The weight average would be
different in the two cases. This poses still another question: How does the molecular weight
distribution vary with the extent of reaction?

By the fifth row, the reaction has reached 80% completion and the number average value of the
degree of polymerization N, is 5. Although we have considered this slowly evolving polymer
in terms of the extent of reaction, another question starts to be worrisome: How long is this going
to take?

The sixth row represents the end of the reaction as far as linear polymer is concerned. Of the 10
initial A groups, 1 is still unreacted, but this situation raises the possibility that the decamer shown
in row 6—or for that matter, some other i-mer, including monomer—might form a ring or cyclic
compound, thereby eliminating functional groups without advancing the polymerization. Through-
out this chapter we will assume that the extent of ring formation is negligible.

It is an easy matter to generalize the procedure we have been following and express the number
average degree of polymerization in terms of the extent of reaction, regardless of the initial sample
size. We have been dividing the initial number of monomers present by the total number of
molecules present after any extent of reaction. Each molecular species—whether monomer or
polymer of any length—contains just one A group. The total number of monomers is therefore
equal to the initial (superscript o) number of A groups, v3; the total number of molecules at any
extent of reaction (no superscript) is equal to the number of A groups, v, present at that point. The
number average degree of polymerization is therefore given by

VO
Ny=-2 2.2.1)
Va
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It is convenient to define the fraction of reacted functional groups in a reaction mixture by a
parameter p, called the extent of reaction. Thus, p is the fraction of A groups that have reacted at
any stage of the process, and 1— p is the unreacted fraction:

-p=—= 222
1-p ® (2.22)
or
14
p=1--—2 (22.3)
Va

Comparison of Equation 2.2.1 and Equation 2.2.2 enables us to write very simply:

Ny = L (2.2.4)
1-p

This expression is consistent with the analysis of each of the rows in Table 2.1 as presented above
and provides a general answer to one of the questions posed there. It is often a relatively easy
matter to monitor the concentration of functional groups in a reaction mixture; Equation 2.2.4
represents a quantitative summary of an end group method for determining N,. We reiterate that
Equation 2.2.4 assumes equal numbers of A and B groups, with none of either lost in nonpolymer
reactions.

From row 6 in Table 2.1, we see that N, =10 when p=0.9. The fact that this is also the
maximum value for N is an artifact of the example. In a larger sample of monomers higher average
degrees of polymerization are attainable. Equation 2.2.4 enables us to calculate that N, becomes
20, 100, and 200 for extents of reaction 0.950, 0.990, and 0.995, respectively. These results reveal
why condensation polymers are often of relatively modest molecular weight: it may be very
difficult to achieve the extents of reaction required for very high molecular weights. As p increases
the concentration of H,O (or other small molecule product) will increase, and the law of mass
action will oppose further polymerization. Consequently, steps must be taken to remove the small
molecule as it is formed, if high molecular weights are desired.

2.2.3 A First Look at Reactivity and Reaction Rates

Most of the questions raised in the past few paragraphs will be answered during the course of this
chapter, some for systems considerably more involved than the one considered here. Before
proceeding further, we should reemphasize one premise that underlies the entire discussion of
Table 2.1: How do the chemical reactivities of A and B groups depend on the degree of
polymerization of the reaction mixture? In Table 2.1, successive entries were generated by simply
linking together at random those species present in the preceding row. We have thus assumed that,
as far as reactivity is concerned, an A reacts as an A and a B reacts as a B, regardless of the size of
the molecule to which the group is attached. If this assumption of equal reactivity is valid, it results
in a tremendous simplification; otherwise we shall have to characterize reactivity as a function of
degree of polymerization, extent of reaction, and so on.

One of the most sensitive tests of the dependence of chemical reactivity on the size of the
reacting molecules is the comparison of the rates of reaction for compounds that are members of a
homologous series with different chain lengths. Studies by Flory and others on the rates of
esterification and saponification of esters were the first investigations conducted to clarify the
dependence of reactivity on molecular size [1]. The rate constants for these reactions are observed
to converge quite rapidly to a constant value that is independent of molecular size, after an initial
dependence on molecular size for small molecules. In the esterification of carboxylic acids, for
example, the rate constants are different for acetic, propionic, and butyric acids, but constant for
carboxylic acids with 4-18 carbon atoms. This observation on nonpolymeric compounds has been
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Figure 2.1 The reaction of A and B groups at the ends of two different chains. Note that rotations around
only a few bonds will bring A and B into the same cage of neighboring groups, indicated by the dashed-line
enclosure.

generalized to polymerization reactions as well. The latter are subject to several complications that
are not involved in the study of simple model compounds, but when these complications are
properly considered, the independence of reactivity on molecular size has been repeatedly verified.

The foregoing conclusion does not mean that a constant rate of reaction persists throughout
Table 2.1. The rate of reaction depends on the concentrations of reactive groups, as well as on their
reactivities. Accordingly, the rate of the reaction decreases as the extent of reaction progresses.
When the rate law for the reaction is extracted from proper kinetic experiments, specific reactions
are found to be characterized by fixed rate constants over a range of N, values.

Among the further complications that can interfere with this conclusion is the possibility that
the polymer becomes insoluble beyond a critical molecular weight or that the low molecular
weight by-product molecules accumulate and thereby shift the equilibrium to favor reactants. It is
also possible that the transport of reactants will be affected by the increasing viscosity of the
polymerization medium, which is a very complicated issue.

Figure 2.1 suggests that reactive end-groups may be brought into contact by rotation around
only a few bonds, an effect which is therefore independent of chain length. Once in close
proximity, the A and B groups may be thought of as being in the same “cage” defined by near
neighbors. It may take some time for the two reactive groups to diffuse together, but it will also
take some time for them to diffuse apart; this provides the opportunity to react. The rate at which
an A and a B group react to form an ab linkage therefore depends on the relative rates of three
processes: the rate to diffuse together, the rate at which they diffuse apart, and the rate at which
“trapped” A and B groups react. These considerations can be expressed more quantitatively by
writing the process in terms of the following mechanism:

ki T
~A+-B =L A+B-) L Q.F)
o

where the parentheses represent the caged pair, as in Figure 2.1, and the ks are the rate constants for
the individual steps: k; and k, for diffusion into and out of the cage, respectively, and k&, for the
reaction itself.

Since this is the first occasion we have had to examine the rates at which chemical reactions
occur, a few remarks about mechanistic steps and rate laws seem appropriate. The reader who feels
the need for additional information on this topic should consult any introductory physical chem-
istry text.

As a brief review we recall the following:

1. The rate of a process is expressed by the derivative of a concentration (square brackets) with
respect to time, d[A]/d:. If the concentration of reaction product is used, this quantity is
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positive; if a reactant is used, it is negative and a minus sign must be included. Also, each
derivative d[A]/dr should be divided by the coefficient of that component in the chemical
equation that describes the reaction, so that a single rate is described whichever component in
the reaction is used to monitor it.

2. A rate law describes the rate of reaction as the product of a constant k, called the rate constant,
and various concentrations, each raised to specific powers. The power of an individual
concentration term in a rate law is called the order with respect to that component, and the
sum of the exponents of all concentration terms gives the overall order of the reaction. Thus in
the rate law Rate :k[X]l[Y]Z, the reaction is first order in X, second order in Y, and third
order overall.

3. A rate law is determined experimentally and the rate constant evaluated empirically. There
is no necessary connection between the stoichiometry of a reaction and the form of the
rate law.

4. A mechanism is a series of simple reaction steps that, when added together, account for the
overall reaction. The rate law for the individual steps of the mechanism may be written by
inspection of the mechanistic steps. The coefficients of the reactants in the chemical equation
describing the step become the exponents of these concentrations in the rate law for that step.

5. Frequently it is possible to write more than one mechanism that is compatible with an
observed rate law. Thus, the ability to account for an experimental rate law is a necessary
but not a sufficient criterion for the correctness of the mechanism.

These ideas are readily applied to the mechanism described by Reaction (2.F). To begin with, the
rate at which ab links are formed is first order with respect to the concentration of entrapped pairs.
In this sense, the latter behaves as a reaction intermediate or transition state according to this
mechanism. Therefore

Rate of ab formation = k. [(—A + B—)] (2.2.5)

These entrapped pairs, in turn, form at a rate given by the rate at which the two groups diffuse
together minus the rate at which they either diffuse apart or are lost by reaction:

d[(-A +B-)]

o = k[A][B] — ko[(—A +B—-)] — k[(-A +B-)] (2.2.6)

The concentration of entrapped pairs is assumed to exist at some stationary-state (subscript s) level
in which the rates of formation and loss are equal. In this stationary state d[(—A + B—)}/dt=0 and
Equation 2.2.6 becomes

ki
[((FA+B-) = ko ko [A][B] 2.2.7

where the subscript s reminds us that this is the stationary-state value. Substituting Equation 2.2.7
into Equation 2.2.5 gives

kikr

Rate of ab formation = E [Al[B] (2.2.8)

(s]

We shall return to this type of kinetic analysis in Chapter 3 where we discuss chain-growth
polymerization.

According to the mechanism provided by Reaction (2.F) and the analysis given by Equation
2.2.8, the rate of polymerization is dependent upon the following:

1. The concentrations of both A and B, hence the reaction slows down as the conversion to
polymer progresses.
2 The three constants associated with the rates of the individual steps in Reaction (2.F).
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3. If the rate of chemical reaction is very slow compared to the rate of group diffusion (k, < k;, k,),
then Equation 2.2.8 reduces to

k;
Rate of ab formation = k—k,[A][B] 2.2.9)

4. The two constants k; and k, describe exactly the same kind of diffusional process, and differ
only in direction. Hence they should have the same dependence on molecular size, whatever
that might be, and that dependence therefore cancels out.

5. The mechanism in Reaction (2.F) is entirely comparable to the same reaction in low molecular
weight systems. Such reactions involve considerably larger activation energies than physical
processes like diffusion and, hence, do proceed slowly.

6. If k. > ki, ko, then Equation 2.2.8 reduces to

Rate of ab formation = k;[A](B] (2.2.10)

Note that the rate law in this case depends only on &; and any size dependence for this constant
would not cancel out.

Both Equation 2.2.9 and Equation 2.2.10 predict rate laws that are first order with respect to the
concentration of each of the reactive groups; the proportionality constant has a different signifi-
cance in the two cases, however. The observed rate laws, which suggest a reactivity that is
independent of molecular size and the a priori expectation cited in item 5 above regarding
the magnitudes of different kinds of & values, lend credibility to the version presented in
Equation 2.2.9.

Our objective in the preceding argument has been to justify the attitude that each ab linkage
forms according to the same rate law, regardless of the extent of the reaction. While our attention is
focused on the rate laws, we might as well consider the question, raised above, about the actual
rates of these reactions. This is the topic of the next section.

2.3 Kinetics of Step-Growth Polymerization

In this section we consider the experimental side of condensation kinetics. The kinds of ab links
that have been most extensively studied are ester and amide groups, although numerous additional
systems could also be cited. In many of these systems the carbonyl group is present and believed to
play an important role in stabilizing the actual chemical transition state involved in the reactions.
The situation can be represented by the following schematic reaction:

o -

0
R/U\)( + v — |Rv
X

in which the intermediate is stabilized by coordination with protons, metal ions, or other Lewis

acids. The importance of this is to emphasize that the kinds of reactions we are considering are

often conducted in the presence of an acid catalyst, frequently something like a sulfonic acid or a

metal oxide. The purpose of a catalyst is to modify the rate of a reaction, so we must be attentive to

the situation with respect to catalysts. At present, we assume a constant concentration of catalyst

and attach a subscript ¢ to the rate constant to remind us of the assumption. Accordingly, we write
dfA]

T k. [A](B] 23D

0]
_ 2.6)
A R/U\Y + X

which is consistent with both Equation 2.2.9 and Equation 2.2.10. We expect the constant k. to be
dependent on the concentration of the catalyst in some way which means that Equation 2.3.1 may
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be called a pseudo-second-order rate law. We shall presently consider these reactions in the
absence of external catalysts. For now it is easier to proceed with the catalyzed case.

2.3.1 Catalyzed Step-Growth Reactions

Equation 2.3.1 is the differential form of the rate law that describes the rate at which A groups are
used up. To test a proposed rate law and evaluate the rate constant it is preferable to work with the
integrated form of the rate law. The integration of Equation 2.3.1 yields different results, depend-
ing on whether the concentrations of A and B are the same or different:

1. We define [A] and [B] as the instantaneous concentrations of these groups at any time ¢ during
the reaction, and [A]y and [B]y as the concentrations of these groups at ¢ =0.
2. If [Alg=[Bly, the integration of Equation 2.3.1 yields

1 1
Al AL 232
NI (232)
3. If [A]o # [Blo, the integration yields
1 [Al[Blo
: = ke 233
[Al — [Blo n([A]o[B]> ! (23.3)

Both of these results are readily obtained; we examine the less obvious relationship in Equation
2.3.3 in the following example. The consequences of different A and B concentrations on the
molecular weight of the polymer will be discussed in Section 2.7.

Example 2.1

By differentiation, verify that Equation 2.3.3 is a solution to Equation 2.3.1 for the conditions
given.

Solution

Neither [A]g nor [B]g are functions of ¢, although both [A] and [B] are. We write the latter two as
[A]=[Alo — x and [B] =[B]y — x. Substitute these results into Equation 2.3.3 and rearrange:

In ——[A]O — + ln@

Bl T A, = (Ao~ [Blo) ke

now differentiate with respect to ¢, noting that only x is a function of #:

Blp —x\ (—(Blo — —
([ lo X>( ([Blo —x) + (Al X))d—x=<[A10—[B]o> ke

[Al ~ x ((Blo - »? d
that after cancellation and rearrangement gives
dx

PP ke([Alo — )([Blo — x) = kc[A]{B]

Since d[A)/dt= —dx/d¢ by the definition of x, this proves Equation 2.3.3 to be a solution to
Equation 2.3.1. Equation 2.3.3 is undefined in the event [A]g = [B]y, but in this case the expression
is anyhow inapplicable. Since A and B react in a 1:1 proportion, their concentrations are identical
at all stages of reaction if they are equal initially. In this case, Equation 2.3.1 would reduce to a
simpler second-order rate law, which integrates to Equation 2.3.2.

We shall now proceed on the assumption that [A]q and [B]g are equal. As noted above, having
both reactive groups on the same molecule is one way of enforcing this condition. Accordingly, we
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rearrange Equation 2.3.2 to give the instantaneous concentrations of unreacted A groups as a
function of time:

(] = AL

= TR (2.3.4)

At this point, it is convenient to recall the extent of reaction parameter, p, defined by Equation
2.2.3. If we combine Equation 2.2.2 and Equation 2.3.4, we obtain

LT T T kAL 232

or

S Ny =14 k[Alpt (2.3.6)

I-p
where we incorporated Equation 2.2.4 into the present discussion. These last expressions provide
two very useful views of the progress of a condensation polymerization reaction with time.
Equation 2.3.4 describes how the concentration of A groups asymptotically approaches zero at
long times; Equation 2.3.6 describes how the number average degree of polymerization increases
linearly with time.

Equation 2.3.6 predicts a straight line when 1/(1—p) is plotted against z. Figure 2.2 shows such
a plot for adipic acid reacted with 1,10-decamethylene glycol, catalyzed by p-toluene sulfonic
acid. The reaction had already been run to consume 82% of the reactive groups before this
experiment was conducted. Interpreting the slope of the line in terms of Equation 2.3.6 and in
the light of actual initial concentrations gives a value of k.=0.097 kg eq™' min~'. Note that
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Figure 2.2 Plot of 1/(1—p) versus time for the late stages of esterification of adipic acid with 1,10-
decamethylene glycol at 161°C, catalyzed by p-toluene sulfonic acid. The reaction time : = 0 corresponds
to a previous extent of reaction in which 82% of the COOH groups had been consumed. (Data from Hamann,
S.D., Solomon, D.H., and Swift, J.D., J. Macromol. Sci. Chem., A2, 153, 1968.)
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these units imply group concentrations expressed as equivalents per kilogram. Mass rather than
volume units are often used for concentration, as substantial volume changes may occur during
polymerization.

2.3.2 How Should Experimental Data Be Compared with Theoretical Rate Laws?

Although the results presented in Figure 2.2 appear to verify the predictions of Equation 2.3.6, this
verification is not free from controversy. This controversy arises because various workers in this
field employ different criteria in evaluating the success of the relationships we have presented in
fitting experimental polymerization data. One school of thought maintains that an adequate kinetic
description of a process must apply to the data over a large part of the #ime of the experiment.
A second point of view maintains that a rate law correctly describes a process when it applies over
a wide portion of the concentration change that occurs during a reaction. Each of these criteria
seeks to maximize the region of fit, but the former emphasizes maximizing the range of ¢ while the
latter maximizes the range of p. Both standards tolerate deviations from their respective ideals at
the beginning or the end of the experiment. Deviations at the beginning of a process are
rationalized in terms of experimental uncertainties at the point of mixing or modelistic difficulties
on attainment of stationary-state conditions.

The existence of these two different standards for success would be only of academic interest if the
analysis we have discussed applied to experimental results over most of the time range and over most
extents of reactions as well. Unfortunately, this is not the case in all of the systems that have been
investigated. Ref. [2], for example, shows one particular set of data—adipic acid and diethylene
glycol at 166°C, similar reactants as the system in Figure 2.2—analyzed according to two different
rate laws. This system obeys one rate law between p = 0.50 and 0.85 that represents 15% of the
duration of the experiment, and another rate law between p = 0.80 and 0.93, which spans 45% of
the reaction time. These would be interpreted differently by the two standards above. This sort of
dilemma is not unique to the present problem, but arises in many situations where one variable
undergoes a large percentage of its total change while the other variable undergoes only a small
fraction of its change. In the present context one way out of the dilemma is to take the view that only
the latter stages of the reaction are significant, as it is only beyond, say, p = 0.80, that it makes sense to
consider the process as one of polymerization. Thus, it is only at large extents of reaction that
polymeric products are formed and, hence, the kinetics of polymerization should be based on a
description of this part of the process. This viewpoint intentionally focuses attention on a relatively
modest but definite range of p values. Since the reaction is necessarily slow as the number of
unreacted functional groups decreases, this position tends to maximize the time over which the
rate law fits the data. Calculation from the ordinate of Figure 2.2 shows that the data presented there
represent only about the last 20% of the range of p values. The zero of the timescale has thus been
shifted to pick up the analysis of the reaction at this point.

We commented above that the deviations at the beginning or the end of kinetic experiments can
be rationalized, although the different schools of thought would disagree as to what constitutes
“beginning” and “end.” Now that we have settled upon the polymer range, let us consider
specifically why deviations occur from a simple second-order kinetic analysis in the case of
catalyzed polymerizations. At the beginning of the experiment, say, up to p = 0.5, the concentra-
tions of A and B groups change dramatically, even though the number average degree of
polymerization has only changed from monomer to dimer. By ordinary polymeric standards, we
are still dealing with a low molecular weight system that might be regarded as the solvent medium
for the formation of polymer. During this transformation, however, 50% of the very-polar A groups
and 50% of the very-polar B groups have been converted to the less-polar ab groups. Thus, a
significant change in the polarity of the polymerization medium occurs during the first half of the
change in p, even though an insignificant amount of true polymer has formed. In view of the role of
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jonic intermediates as suggested by Reaction (2.G), the polarity of the reaction medium might very
well influence the rate law during this stage of the reaction.

At the other end of the reaction, deviations from idealized rate laws are attributed to secondary
reactions such as degradation of acids, alcohols, and amines through decarboxylation, dehydration,
and deamination, respectively. The step-growth polymers that have been most widely studied are
simple condensation products such as polyesters and polyamides. Although we shall take up these
classes of polymers—polyesters and polyamides—specifically in Section 2.5 and Section 2.6,
respectively, it is appropriate to mention here that these are typically equilibrium reactions.

o) o
————
‘,AR1JLOH + ho Pem = ?HLO/RQ ‘ HO Q.H)
and
o) o
”‘“RHLOH 4 HNT e T ”H,J\”/F‘z + H,0 2D

In order to achieve large p’s and high molecular weights, it is essential that these equilibria be
shifted to the right by removing the by-product molecule, water in these reactions. This may be
accomplished by heating, imposing a partial vacuum, or purging with an inert gas, or some
combination of the three. These treatments also open up the possibility of reactant loss due to
volatility, which may accumulate to a significant source of error for reactions that are carried out to
large values of p.

2.3.3 Uncatalyzed Step-Growth Reactions

Until now we have been discussing the kinetics of catalyzed reactions. Losses due to volatility and
side reactions also raise questions as to the validity of assuming a constant concentration of
catalyst. Of course, one way of avoiding this issue is to omit an outside catalyst; reactions
involving carboxylic acids can be catalyzed by these compounds themselves. Experiments
conducted under these conditions are informative in their own right and not merely as a means
of eliminating errors in the catalyzed case. As noted in connection with the discussion of Reaction
(2.G), the intermediate is stabilized by coordination with a proton from the catalyst. In the case of
autoprotolysis by the carboxylic intermediate,

+

OH o
R—-oH 1
HO. 0" R,
2

as this intermediate involves an additional equivalent of acid functional groups, the rate law for the
disappearance of A groups becomes
d[A]
-5 = ko[A)’[B] 2.3.7)

t
on the assumption that A represents carboxyl groups. In this case, %, is the rate constant for the
uncatalyzed reaction. This differential rate law is the equivalent of Equation 2.3.1 for the catalyzed
reaction. Equation 2.3.7 is readily integrated when [A]y = [Blo, in which case it becomes

1

- Wd[A] = kydt (2.3.8)
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Figure 2.3 Plot of 1/(1—p)? (left ordinate) and p (right ordinate) versus time for an uncatalyzed esterifi-
cation. (Data from Hamann, S.D., Solomon, D.H., and Swift, I.D., J. Macromol. Sci. Chem., A2, 153, 1968.)

This integrates to

1 1

—_— — =2kt 239
AP [Al2 T 239)
Thus for the uncatalyzed reaction, we have the following:

1. The rate law is third order.
Since [A]/[A]o= 1—p, Equation 2.3.9 may be rewritten as

=1+ 2ks[A)* (2.3.10)
(1 —py

and this shows that a plot of (1—p)~ increases linearly with z.
3. Since [A)/[A]g=1/N,, Equation 2.3.10 becomes

N2 =1+ 2ky[A)g% ¢ (2.3.11)

which shows that N, increases more gradually with ¢ than in the catalyzed case, all other things
being equal.

Figure 2.3 shows data for the uncatalyzed polymerization of adipic acid and 1,10-decamethylene
glycol at 161°C plotted according to Equation 2.3.10. The various provisos of the catalyzed
case apply here also, so it continues to be appropriate to consider only the final stages of the
conversion to polymer. From these results, k, is about 4.3 x 107> kg eq ™ min™" at 161°C.

We conclude this section with a numerical example that serves to review and compare some of
the important relationships we have considered.

Example 2.2

Assuming that k,=10"" kg eq™* min~', k,=107> kg? eq”! min~}, and [Aly=10 eq kg%,

calculate the time required for p to reach values 0.2, 0.4, 0.6, and so on, for both catalyzed and
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uncatalyzed polymerizations, assuming that Equation 2.3.2 and Equation 2.3.9, respectively, apply
to the entire reaction. Compare the results obtained in terms of both the degree of polymerization
and the fraction of unreacted A groups as a function of time.

Solution

Since we are asked to evaluate 7, N, and [A)/[A], for specific values of p, it is convenient to
summarize the following relationships:

1. Equation 2.2.4: Na=1/(1-p).

2. Equation 2.2.2:  [Al/[Alo=1-p.

3. Equation 2.3.6: t =Ny~ 1)k [Alo=N,—1 if catalyzed, since 107110y =1.

4. Equation 2.3.11: 7= (N2—1)/2 ky[Als’ = (N,2—1)(5) if uncatalyzed, since
2(107%) (102 =0.2.

Using these relationships, the accompanying table is developed.

P [AV[Alo N, Time (min) catalyzed Time (min) uncatalyzed
0.2 0.8 1.25 0.25 2.8

0.4 0.6 1.67 0.67 8.9

0.6 0.4 2.50 1.5 26

0.8 0.2 5.00 4.0 120

0.9 0.1 10.0 9.0 500

0.95 0.05 20.0 19 2.0 x 10°

0.99 0.01 100 99 5.0 x 10*

0.992 0.008 120 119 7.2 x 10°

0.998 0.002 500 499 1.3 x 10°

A graphical comparison of the trends appearing here is presented in Figure 2.4. The importance
of the catalyst is readily apparent in this hypothetical but not atypical system: To reach N, =5
requires 4 min in the catalyzed case and 120 min without any catalyst, assuming that the
appropriate rate law describes the entire reaction in each case.

The question posed in Section 2.2—how long will it take to reach a certain extent of reaction or
degree of polymerization?—is now answered. As is often the case, the answer begins, “It all
depends....”

2.4 Distribution of Molecular Sizes

In this section we turn our attention to two other questions raised in Section 2.2, namely, how do
the molecules distribute themselves among the different possible species, and how does this
distribution vary with the extent of reaction? Since a range of species is present at each stage of
polymerization, it is apparent that a statistical answer is required for these questions. This time, our
answer begins, “On the average....”

We shall continue basing our discussion on the step-growth polymerization of the hypothetical
monomer AB. In Section 2.7, we shall take a second look at this problem for the case of unequal
concentrations of A and B groups. For now, however, we assure this equality by considering a
monomer that contains one group of each type. In a previous discussion of the polymer formed
from this monomer, we noted that remnants of the original functional groups are still recognizable,
although modified, along the backbone of the polymer chain. This state of affairs is emphasized by
the notation Ababa. .. abaB in which the a’s and b’s of the ab linkages are groups of atoms carried
over the initial A and B reactive groups. In this type of polymer molecule, then, there are i—1 a’s
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Figure 2.4 Comparison of catalyzed (solid lines) and uncatalyzed (dashed lines) polymerizations using
results calculated in Example 2.2. Here 1—p (left ordinate) and N, (right ordinate) are plotted versus time.

and 1 A if the degree of polymerization of the polymer is i. The a’s differ from the A’s precisely
in that the former have undergone reaction whereas the latter have not. At any point during the
polymerization reaction the fraction of the initial number of A groups that have reacted to become
a’s is given by p, and the fraction that remains as A’s is given by 1—p. In these expressions p is
the same extent of reaction defined by Equation 2.2.3.

2.4.1 Mole Fractions of Species

We now turn to the question of evaluating the fraction of i-mers in a mixture as a function of
p. The fraction of molecules of a particular type in a population is just another way of describing
the probability of such a molecule. Hence our restated objective is to find the probability of an
i-mer in terms of p; we symbolize this quantity as the mole fraction x;( p). Since the i-mer consists
of i—1 a’sand 1 A, its probability is the same as the probability of finding i—1 a’s and 1 A in the
same molecule. Recalling from Chapter 1 how such probabilities are compounded, we write

x(p)=ppa =p7'0 - p) (2.4.1)

where p, and p, are the probabilities of individual a and A groups, respectively, and p, =p and
pa=1-p. Equation 2.4.1 is known as the most probable distribution, and it arises in several
circumstances in polymer science, in particular free radical polymerization (see Chapter 3). The
probability of an i-mer can be converted to the number of i-mer molecules in the reaction mixture,
n;, by multiplying by the total number of molecules m in the mixture after the reaction has occurred
to the extent p:

ni=mp 1 -p) (2.4.2)
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Note that n;/m gives the mole fraction of i-mers in a mixture at an extent of reaction p. As we have
seen before, m = (1—p) [A]y, since each molecule in the mixture contains one unreacted A group.
Incorporating this result into Equation 2.4.2 yields

n =p N1 — pY’my (2.4.3)

where my is the total number of monomers present initially; mg=[Alo for AB monomers. This
result may be used to evaluate the number of molecules of whatever degree of polymerization we
elect to consider, in terms of p and mg. As such, it provides the answer to one of the questions
posed earlier.

Figure 2.5 is a plot of the ratio n;/m versus i for several values of p. Several features are apparent
from Figure 2.5 concerning the number distribution of molecules among the various species
present:

1. On anumber basis, the fraction of molecules always decreases with increasing i, regardless of
the value of p. The distributions in Table 2.1 are unrealistic in this regard.

2. As p increases, the proportion of molecules with smaller i values decreases and the proportion
with larger { values increases.

3. The combination of effects described in item (2) tends to flatten the curves as p increases, but
not to the extent that the effect of item (1) disappears.

The number average degree of polymerization for these mixtures is easily obtained by recalling
the definition of this average from Section 1.7. It is given by the sum of all possible i values, with
each multiplied by its appropriate weighting factor provided by Equation 2.4.1:

N, = Zl:ix[(p) = ;ip"—‘u -p) (2.4.4)

Note that the upper limit of the second summation has been shifted from mjg to co for mathematical
reasons, namely that the answer is simple and known (see Appendix). The change is of little
practical significance, since Equation 2.4.1 drops off for very large values of i. In particular, the
result derived in the Appendix is
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Figure 2.5 Mole fraction of i-mer as a function of { for several values of p.
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Simplification of the summation in Equation 2.4.4 thus yields

N, = —— (2.4.5)

Of course, this is the same result that was obtained more simply in Equation 2.2.4. The earlier
result, however, was based on purely stoichiometric considerations and not on the detailed
distribution as is the present result.

2.4.2 Weight Fractions of Species

Next we turn our attention to the distribution of the molecules by weight among the various
species. This will lead directly to the determination of the weight average molecular weight and the
ratio M,/M,.

We begin by recognizing that the weight fraction w; of i-mers in the polymer mixture at any
value of p equals the ratio of the mass of i-mer in the mixture divided by the mass of the total
mixture. The former is given by the product i n;M,, where M is the molecular weight of the repeat
unit; the latter is given by moM,. Therefore we write

W= — (2.4.6)

mo

into which Equation 2.4.3 may be substituted to give
w; = ip" (1 — p)? 2.4.7)

The weight fraction of i-mers is plotted as a function of i in Figure 2.6 for several large values of
p. Inspection of Figure 2.6 and comparison with Figure 2.5 reveals the following:
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Figure 2.6 Weight fraction of i-mer as a function of ; for several values of p.
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1. At any p, very small and very large values of i contribute a lower weight fraction to the
mixture than do intermediate values of i. This arises because of the product in; in Equation
2.4.6: n; is large for monomers, in which case i is low, and then »n; decreases as i increases.
At intermediate values of i, w; goes through a maximum.

2. As p increases, the maximum in the curves shifts to larger i values and the tail of the curve
extends to higher values of i.

3. The effect in item (2) is not merely a matter of shifting curves toward higher i values as p
increases, but reflects a distinct broadening of the distribution of i values as p increases.

The weight average degree of polymerization is obtained by averaging the contributions of various
i values using weight fractions as weighting factors in the averaging procedure:

mp [ee] .
Ziwi Zizpl—](l _p)2
=1 _ =1
oQ

) fjw,- > ip i - py
i=1

i=1

Ny

(2.4.8)

where the upper limit on i has been extended to infinity as before. The new summation that we
need is also evaluated in the Appendix:

N, i 1+p
lep L ;
(1-p)

i=1

Using this in Equation 2.4.8 gives

_1+p

-1, (2.4.9)

which is the desired result.

We saw in Chapter 1 that the ratio M,,/M,,, or polydispersity index, is widely used in polymer
chemistry as a measure of the width of a molecular weight distribution. If the effect of chain ends is
disregarded, this ratio is the same as the corresponding ratio of i values:

M, N,

L ANESAL. S S 24.10

M. - N, p ( )
where the ratio of Equation 2.4.9 to Equation 2.2.4 has been used. Table 2.2 lists values of N, N,
and N,/N, for a range of high p values. Note that N, /N, — 2 as p — 1; this is a characteristic result

Table 2.2 Values of N, N, and N, /N, for Various Large

Values of p

r Ny Ny NNy
0.90 10.0 19.0 1.90
0.92 12.5 24.0 1.92
0.94 16.7 323 1.94
0.96 25.0 49.0 1.96
0.98 50.0 99.0 1.98
0.990 100 199 1.990
0.992 125 249 1.992
0.994 167 332 1.994
0.996 250 499 1.996

0.998 500 999 1.998
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of the most probable distribution. In light of Equation 1.7.16, the standard deviation of the
molecular distribution is equal to M, for the polymer sample produced by this polymerization.
In a manner of speaking, the molecular weight distribution is as wide as the average is high. The
broadening of the distribution with increasing p is dramatically shown by comparing the values
in Table 2.2 with the situation at a low p value, say p=0.5. At p=0.5, N,=2, N,,=3, and
Ny/N,=1.5.

Since Equation 2.3.5 and Equation 2.3.11 give p as a function of time for the catalyzed and
uncatalyzed polymerizations, respectively, the distributions discussed in the last few paragraphs
can also be expressed with time as the independent variable instead of p.

The results we have obtained on the basis of the hypothetical monomer AB are also applicable
to polymerizations between monomers of the AA and BB type, as long as the condition [A] = [B]
is maintained. In Section 2.7, we shall extend the arguments of this section to conditions in which
[A] # [B]. In the meanwhile, we interrupt this line of reasoning by considering a few particular
condensation polymers as examples of step-growth systems. The actual systems we discuss will
serve both to verify and reveal the limitations of the concepts we have been discussing. In addition,
they point out some of the topics that still need clarification. We anticipate some of the latter points
by noting the following:

1. When [A] # [B], both ends of the growing chain tend to be terminated by the group that is
present in excess. Subsequent reaction of such a molecule involves reaction with the limiting
group. The effect is a decrease in the maximum attainable degree of polymerization.

2.  When a monofunctional reactant is present—one containing a single A or B group—the effect
is also clearly a decrease in the average degree of polymerization. It is precisely because this
type of reactant can only react once that it is sometimes introduced into polymer formulations,
thereby eliminating the possibility of long-term combination of chain ends, and/or restricting
the average molecular weight.

Polyesters and polyamides are two of the most-studied step-growth polymers, as well as
substances of great commercial importance. We shall consider polyesters in Section 2.5 and
polyamides in Section 2.6.

2.5 Polyesters

The preceding discussions of the kinetics and molecular weight distributions in the step-growth
polymerizations of AB monomers are exemplified by esterification reactions between such
monomers as glycolic acid and w-hydroxydecanoic acid. Therefore one method of polyester
synthesis is the following:

1. Esterification of a hydroxycarboxylic acid

Several other chemical reactions are also widely used for the synthesis of these polymers. This
list enumerates some of the possibilities, and Table 2.3 illustrates these reactions by schematic
chemical equations.

Esterification of a diacid and a diol
Ester interchange with alcohol
Ester interchange with ester
Esterification of acid chlorides
Lactone polymerization

S

We have not attempted to indicate the conditions of temperature, catalyst, solvent, and so on, for
these various reactions. For this type of information, references that deal specifically with synthetic
polymer chemistry should be consulted. In the next few paragraphs we shall comment on
the various routes to polyester formation in the order summarized above and followed in Table
2.3. The studies summarized in Figure 2.2 and Figure 2.3 are examples of Reaction 2 in Table 2.3.
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Table 2.3 Some Schematic Reactions for the Formation of Polyesters

1. Esterification of a hydroxycarboxylic acid:

ﬁ o
n OH\R/C\OH B /<O\R/Lgn + n H20

2. Esterification of diacid and diol:

. o 0 R, O O
nHO” YoM + nHOJ\Flz)J\OH = éo/ \OJ\ Rz)gn *+ 2n HO

3. Ester interchange with alcohol:

O O

N -

R1 OR2 + Ra—oH —_— R1/U\OR3 + RZ_OH

4. Ester interchange with ester (“transesterification”):

o)

O O
R1/”\0R2 * R3/U\OR4 E R1/U\OR4 * Ra/U\onz

5. Esterification of acid chlorides (Schotten-Baumann reaction):

L8, — (A i
R, ,
nHO” TOH + CIJ\R{U\Q _— éo/ ~0 Rz)qn + 2n HCI

6. Lactone polymerization:
R O
o n

While up to now we have emphasized bifunctional reactants, both monofunctional compounds and
monomers with functionality greater than 2 are present in some polymerization processes, either
intentionally or adventitiously. The effect of the monofunctional reactant is clearly to limit chain
growth. As noted above, a functionality greater than 2 results in branching. A type of polyester that
includes mono-, di-, and trifunctional monomers is the so-called alkyd resin. A typical example is
based on the polymerization of phthalic acid (or anhydride), glycerol, and an unsaturated mono-
carboxylic acid. The following suggests the structure of a portion of such a polyester:

H

N

0.0
o) o 05,0
HO” > OH + HO + HO (.
w@
o}
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The presence of the unsaturated substituent along this polyester backbone gives this polymer cross-
linking possibilities through a secondary reaction of the double bond. These polymers are used in
paints, varnishes, and lacquers, where the ultimate cross-linked product results from the oxidation of
the double bond as the coating cures. A cross-linked polyester could also result from Reaction (2.J)
without the unsaturated carboxylic acid, but the latter would produce a gel in which the entire
reaction mass solidified, and is therefore not as well suited to coating applications as a polymer that
cross-links upon “drying.”

Many of the reactions listed at the beginning of this section are acid catalyzed, although a number
of basic catalysts are also employed. Esterifications are equilibrium reactions, and often carried out
at elevated temperatures for favorable rate and equilibrium constants and to shift the equilibrium in
favor of the polymer by volatilization of the by-product molecules. An undesired feature of higher
polymerization temperatures is the increased possibility of side reactions, such as the dehydration of
the diol or the pyrolysis of the ester. Basic catalysts tend to produce fewer undesirable side reactions.

Ester exchange reactions are valuable, since, say, methyl esters of dicarboxylic acids are often
more soluble and easier to purify than the diacid itself. The methanol by-product is easily removed
by evaporation. Poly(ethylene terephthalate) is an example of a polymer prepared by double
application of Reaction 4 in Table 2.3. The first stage of the reaction is conducted at temperatures
below 200°C and involves the interchange of dimethyl terephthalate with ethylene glycol.

0 o) Q O
>_©_< + 0 HO/\/OH — HO—\—O>—©—«O_/—OH + 2 MeOH

Me—0O 0—Me
2.K)

The rate of this reaction is increased by using excess ethylene glycol, and removal of the methanol
is assured by the elevated temperature. Polymer is produced in the second stage after the
temperature is raised above the melting point of the polymer, about 260°C.

O O O, O
I OH
n HOKQ@QIOH <0x0>—©—<>n +n HO/\/ 2.L)

The ethylene glycol liberated by Reaction (2.L) is removed by lowering the pressure or purging
with an inert gas. Because the ethylene glycol produced by Reaction (2.L) is removed, proper
stoichiometry is assured by proceeding via the intermediate bis(2-hydroxyethyl) terephthalate;
otherwise the excess glycol used initially would have a deleterious effect on the degree of
polymerization. Poly(ethylene terephthalate) is more familiar by some of its trade names: Mylar
as a film and Dacron, Kodel, or Terylene as fibers; it is also known by the acronym PET.

Ester interchange reactions like that shown in Reaction 4 in Table 2.3 (transesterification) can
be carried out on polyesters themselves to produce a scrambling between the two polymers.
Studies of this sort between high and low molecular weight prepolymers result in a single polymer
with the same molecular weight distribution as would have been obtained from a similarly
constituted diol-diacid mixture by direct polymerization. This is true when the time-catalyst
conditions allow the randomization to reach equilibrium. If the two prepolymers are polyesters
formed from different monomers, the product of the ester interchange reaction will be a copolymer
of some sort. If the reaction conditions favor esterification, the two chains will merely link together
and a block copolymer results. If the conditions favor the ester interchange reaction, then a
scrambled copolymer molecule results. These possibilities underscore the idea that the derivations
of the preceding sections are based on complete equilibrium among all molecular species present
during the condensation reaction.

Example 2.3

It has been hypothesized that cross-linked polymers would have better mechanical properties if
interchain bridges were located at the ends rather than the center of chains. To test this, low



Polyesters 63

molecular weight polyesters were synthesized from a diol and two different diacids: one saturated
and the other unsaturated. The synthetic procedure was such that the unsaturated acid units were
located at either the center (“centrene”) or the ends (“endene”) of the chains. Some pertinent
aspects of the overall experiment are listed below:

Endene Centrene
Step 1: 8 h at about 150°C—200°C

Maleic anhydride (mol) 0 20

Succinic anhydride (mol) 2.0 0

Diethylene glycol (mol) 3.0 3.0
Step 2: About 1/2 h at about 120°C—130°C

Maleic anhydride (mol) 2.0 0

Succinic anhydride (mol) 0 2.0

Catalyst 0 0

Step3:  30% Styrene + catalyst
16 h at 55°C + 1 h at 110°C

Elastic modulus (Pa) 21,550 16,500

On the basis of these facts, do the following:

1. Comment on the likelihood that the comonomers are segregated as the names of these
polymers suggest.

2. Sketch the structure of the average endene and centrene molecules.

3. Comment on the results in terms of the initial hypothesis.

Solution

1. Since the reaction conditions are mild in step 2 (only 6% as much time allowed as in step 1 ata
lower temperature) and no catalyst is present, it is unlikely that any significant amount of ester
scrambling occurs. Isomerization of maleate to fumarate is also known to be insignificant
under these conditions.

2. The idealized structures of these molecules are

O o]
HO )WO\AONONO
o O (@] o \
HOJ\/\H/O\/\O/\/ONO/\/O
0 o

Centrene

O @]
HO J\/\WO\/\O/\/ONO
o 0 o, K'
HOJ\/\H/O\/\O/\/ONO/\/O

(e} (o]
Endene

3. Across-linked product with unsaturation at the chain ends does, indeed, have a higher modulus.
This could be of commercial importance and indicates that industrial products might be formed
by a nonequilibrium process precisely for this sort of reason. A fuller discussion of the factors
that contribute to the modulus will be given in Chapter 10 and Chapter 12.
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Acid chlorides are generally more reactive than the parent acids, so polyester formation via
Reaction 5 in Table 2.3 can be carried out in solution and at lower temperatures, in contrast with
the bulk reactions of the melt as described above. Again, the by-product molecules must be
eliminated either by distillation or precipitation. The method of interfacial condensation, described
in Section 2.6, can be applied to this type of reaction.

The formation of polyesters from the polymerization of lactones (Reaction 6 in Table 2.3) is a
ring-opening reaction that may follow either a step-growth or chain mechanism, depending on
conditions. For now our only concern is to note that the equilibrium representing this reaction in
Table 2.3 describes polymerization by the forward reaction and ring formation by the back reaction.
Rings clearly compete with polymers for monomer in all polymerizations. Throughout the chapter
we have assumed that all competing side reactions, including ring formation, could be neglected.

2.6 Polyamides

The discussion of polyamides parallels that of polyesters in many ways. To begin with, polyamides
may be formed from an AB monomer, in this case amino acids:

1. Amidation of amino acids

Additional synthetic routes that closely resemble polyesters are also available. Several more of
these are listed below and are illustrated by schematic reactions in Table 2.4:

Table 2.4 Some Schematic Reactions for the Formation of Polyamides

1. Amidation of amino acids:

0 0
H
N AL e (N\R)gn + 1RO

2. Amidation of diamine and diacid:

o O o O
n HzN’R‘\NHz * on HOJ\RZJ\OH = (H’R‘\Hinﬁn‘f 2n H0
3. Interchange reactions:
o o O o
R‘/U\H,Rz . RS/U\H»FQ _ R1/U\H'R4 . Rs/U\H‘Rz

4. Amidation of acid chlorides:
O O )OI\ O
n HNTINH, ¢ g CIJ\HZ,J\CI —_— &’R‘\” R{Lg,," 2n HCl

5. Lactam polymerization:
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Amidation of a diacid and a diamine
Interchange reactions

Amidation of acid chlorides

Lactam polymerization

AN N

We only need to recall the trade name of synthetic polyamides, nylon, to recognize the importance
of these polymers and the reactions employed to prepare them. Recall the system for naming these
compounds (see Section 1.5): the first number after the name gives the number of carbon atoms in
the diamine, and the second, the number of carbons in the diacid.

The diacid—diamine amidation described in Reaction 2 in Table 2.4 has been widely studied in
the melt, solution, and the solid state. When equal amounts of two functional groups are present,
both the rate laws and the molecular weight distributions are given by the treatment of the
preceding sections. The stoichiometric balance between reactive groups is readily obtained
by precipitating the 1:1 ammonium salt from ethanol:

o O o0 O
R

HNT NH, * HO/U\RQ/U\OH — Haﬁ/ﬂ\ﬁHs + -o)J\R{Lko— @M
This compound is sometimes called a nylon salt. The salt = polymer equilibrium is more
favorable to the production of polymer than in the case of polyesters, so this reaction is often
carried out in a sealed tube or autoclave at about 200°C until a fairly high extent of reaction is
reached; then the temperature is raised and the water driven off to attain high molecular weight
polymer. Also in contrast to polyesters, Reaction 1 and Reaction 2 in Table 2.4 can be conducted
rapidly without an acid catalyst.

The process represented by Reaction 2 in Table 2.4 actually entails a number of additional
equilibrium reactions. Some of the equilibria that have been considered include the following:

o o
T S HO 2.N)
H
0 0
2.0
“JJJ\OH + HO =—= Jﬂko‘ + Hg0" @0
“WNH; + HO0 =—= Wlil-Ha + ~OH (2.P)
2 H,0 ==== H;0* + -OH (2.Q
OH
(2.R)
OH 0
J-'",J\+OH + H2NM _— ;-"FU\N’P + H3O+ (2S)
H

Reaction (2.N) describes the nylon salt = nylon equilibrium. Reaction (2.0) and Reaction (2.P)
show proton transfer with water between carboxyl and amine groups. Since proton transfer
equilibria are involved, the self-ionization of water, Reaction (2.Q), must also be included.
Especially in the presence of acidic catalysts, Reaction (2.R) and Reaction (2.S) are the equilibria
of the acid-catalyzed intermediate described in general in Reaction (2.G). The main point in
including all of these equilibria is to indicate that the precise concentration of A and B groups in
a diacid-diamine reaction mixture is a complicated function of the moisture content and the pH, as
well as the initial amounts of reactants introduced. Because of the high affinity for water of the
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various functional groups present, the complete removal of water is impossible: the equilibrium
moisture content of molten nylon-6,6 at 290°C under steam at 1 atm is 0.15%. Likewise, the
various ionic possibilities mean that at both high and low pH values the concentration of unionized
carboxyl or amine groups may be considerably different from the total concentration—without
regard to state of ionization—of these groups. As usual, upsetting the stoichiometric balance of the
reactive groups lowers the degree of polymerization attainable. The abundance of high-quality
nylon products is evidence that these complications have been overcome in practice.

Amide interchange reactions of the type represented by Reaction 3 in Table 2.4 are known to
occur more slowly than direct amidation; nevertheless, reactions between high and low molecular
weight polyamides result in a polymer of intermediate molecular weight. The polymer is initially a
block copolymer of the two starting materials, but randomization is eventually attained.

As with polyesters, the amidation reaction of acid chlorides may be carried out in solution because
of the enhanced reactivity of acid chlorides compared with carboxylic acids. A technique known as
interfacial polymerization has been employed for the formation of polyamides and other step-growth
polymers, including polyesters, polyurethanes, and polycarbonates. In this method, the polymeriza-
tion is carried out at the interface between two immiscible solutions, one of which contains one of the
dissolved reactants, while the second monomer is dissolved in the other. Figure 2.7 shows a
polyamide film forming at the interface between layers of an aqueous diamine solution and a solution
of diacid chloride in an organic solvent. In this form, interfacial polymerization is part of the standard
repertoire of chemical demonstrations. It is sometimes called the “nylon rope trick” because of the
filament of nylon that can be produced by withdrawing the collapsed film.

The amidation of the reactive groups in interfacial polymerization is governed by the rates at
which these groups can diffuse to the interface where the growing polymer is deposited. Accord-
ingly, new reactants add to existing chains rather than interacting to form new chains. This is

g~ Collapsed
film

at interface

Figure 2.7 Sketch of an interfacial polymerization with the collapsed polymer film being withdrawn from
the surface between the immiscible phases. (From Morgan, P.W. and Kwolek, S.L. J. Chem. Educ., 36, 182,
1959. With permission.)
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different than the bulk mechanism that we have discussed elsewhere in this chapter, and it
is evident that a higher molecular weight polymer should result from this difference. The HCl
by-product of the amidation reaction is neutralized by also dissolving an inorganic base in the
aqueous layer in interfacial polymerization. The choice of the organic solvent plays a role in
determining the properties of the polymer produced, probably because of the differences in solvent
quality for the resulting polymer. Since this reaction is carried out at low temperatures, the
complications associated with side reactions can be kept to a minimum. Polymer yield may be
increased by increasing the area of the interface between the two solutions by stirring.

Lactam polymerization represented by Reaction 5 in Table 2.4 is another example of a ring-
opening reaction, the reverse of which is a possible competitor with polymer for reactants. The
various mechanical properties of polyamides may be traced in many instances to the possibility of
intermolecular hydrogen bonding between the polymer molecules, and to the relatively stiff chains
these substances possess. The latter, in turn, may be understood by considering still another
equilibrium, this one among resonance structures along the chain backbone:

0 0"
HJJJ\N,P . ﬂJL\N - Q2.T)
H H

The combination of strong intermolecular forces and high chain-stiffness accounts for the high
melting points of polyamides (see Chapter 13). The remarks of this section and Section 2.5
represent only a small fraction of what could be said about these important materials. We have
commented on aspects of the polymerization processes and of the polymers themselves that have a
direct bearing on the concepts discussed throughout this volume. This material provides an
excellent example of the symbiosis between theoretical and application-oriented viewpoints.
Each stimulates and reinforces the other with new challenges, although it must be conceded that
many industrial processes reach a fairly high degree of empirical refinement before the conceptual
basis is quantitatively developed.

2.7 Stoichiometric Imbalance

We now turn to one of the problems we have sidestepped until now—the polymerization of
reactants in which a stoichiometric imbalance exists in the numbers of reactive groups A and B.
In earlier sections dealing with the quantitative aspects of step-growth polymerization, we focused
attention on monomers of the AB type to assure equality of reactive groups. The results obtained
above also apply to AA and BB polymerizations, provided that the numbers of reactive groups are
equal. There are obvious practical difficulties associated with the requirement of stoichiometric
balance. Rigorous purification of monomers is difficult and adds to the cost of the final product.
The effective loss of functional groups to side reactions imposes restrictions on the range of
experimental conditions at best and is unavoidable at worst. These latter considerations apply even
in the case of the AB monomer. We have already stated that the effect of the imbalance of A and
B groups is to lower the eventual degree of polymerization of the product. A quantitative
assessment of this limitation is what we now seek.

We define the problem by assuming that the polymerization involves AA and BB monomers
and that the B groups are present in excess. We define v, and vy to be the numbers of A and B
functional groups, respectively. The number of either of these quantities in the initial reaction
mixture is indicated by a superscript o; the numbers at various stages of reaction have no
superscript. The stoichiometric imbalance is defined by the ratio r, where

e
r= A 2.7.1)
VB

By definition of the problem, this ratio cannot exceed unity.
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As with other problems with stoichiometry, it is the less-abundant reactant that limits the
product. Accordingly, we define the extent of reaction p to be the fraction of A groups that have
reacted at any point. Since A and B groups react in a 1:1 proportion, the number of B groups that
have reacted when the extent of reaction has reached p equals pv&, which in turn equals prvg. The
product pr gives the fraction of B groups that have reacted at any point. With these definitions in
mind, the following relationships are readily obtained:

1. The number of unreacted functional groups after the reaction reaches extent p is

va = (1 — p)S, (2.7.2)
and

VO
vg = (1 —prvg = (1 —pr)’—f‘ (2.7.3)

2. The total number of chain ends is given by the sum of Equation 2.7.2 and Equation 2.7.3:

1 —
Vends — (1 -p+ pr) VOA 2.7.4)

r

3. The total number of chains is half the number of chain ends:
LY RN N W 2.7.5)
Vchains = ) ; D VA .

4. The total number of repeat units distributed among these chains is the number of monomer
molecules present initially:

1 1 1 1
Vrepeat units = 5 VOA + 5 V% = 5 (1 + ;) VZ (2.7.6)

The number average degree of polymerization is given by dividing the number of repeat units by
the number of chains, or
I+ 4

T 1+1/r—2p 14r-—2pr

Na 2.7.7)

As a check that we have done this correctly, note that Equation 2.7.7 reduces to the previously
established Equation 2.4.5 when r = 1.

One distinction that should be pointed out involves the comparison of Equation 2.2.1 and
Equation 2.7.7. In the former we considered explicitly the AB monomer, whereas the latter is based
on the polymerization of AA and BB monomers. In both instances N, is obtained by dividing the
total number of monomer molecules initially present by the total number of chains after the
reaction has occurred to extent p. Following the same procedure for different reaction mixtures
results in a different definition of the repeat unit. In the case of the AB monomer, the repeat unit is
the ab entity, which differs from AB by the elimination of the by-product molecule. In the case
of the AA and BB monomers, the repeat unit in the polymer is the aabb unit, which differs from
AA + BB by two by-product molecules. Equation 2.2.1 counts the number of ab units in the
polymer directly. Equation 2.7.7 counts the number of aa + bb units. The number of aa + bb units
is twice the number of aabb units. Rather than attempting to formalize this distinction by
introducing more complex notation, we simply point out that application of the formulas of this
chapter to specific systems must be accompanied by a reflection on the precise meaning of the
calculated quantity for the system under consideration.
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The distinction pointed out in the last paragraph carries over to the evaluation of M, from N,
We assume that the chain length of the polymer is great enough to render unnecessary any
correction for the uniqueness of chain ends. In such a case, the molecular weight of the polymer
is obtained from the degree of polymerization by multiplying the latter by the molecular weight of
the repeat unit. The following examples illustrate the distinction under consideration:

1. Polymerization of an AB monomer is illustrated by the polyester formed from glycolic acid.
The repeat unit in this polymer has the structure

)

and Mg =58. Neglecting end groups, we have M, =58 N, with N, given by Equation 2.2.1.

2. Polymerization of AA and BB monomers is illustrated by butane-1,4-diol and adipic acid. The
aabb repeat unit in the polymer has an My value of 200. If Equation 2.2.4 is used to evaluate
N,, it gives the number of aa + bb units; therefore M, = (200 N,)/2.

3. Anequivalent way of looking at the conclusion of item (2) is to recall that Equation 2.7.7 gives
the (number average) number of monomers of both kinds in the polymer; we should multiply
this quantity by the average molecular weight of the two kinds of units in the structure: (88 +
112)/2 = 100.

Equation 2.7.7 also applies to the case when some of the excess B groups present are in the form
of monofunctional reagents. In this latter situation the definition of r is modified somewhat
(and labeled with a prime) to allow for the fact that some of the B groups are in BB-type monomers
(unprimed) and some are in monofunctional (primed) molecules:

/ Ya 27.8

s+ 208, 2.7.8)
The parameter r' continues to measure the ratio of the number of A and B groups; the factor 2
enters since the monofunctional reagent has the same effect on the degree of polymerization as a
difunctional molecule with two B groups, hence, is doubly effective compared to the latter. With
this modification taken into account, Equation 2.7.7 enables us to evaluate quantitatively the effect
of stoichiometric imbalance or monofunctional reagents, whether these are intentionally intro-
duced to regulate N, or whether they arise from impurities or side reactions.

The parameter r varies between 0 and 1; as such it has the same range as p. Although the
quantitative effect of » and p on N, is different, the qualitative effect is similar for each: the closer
each of these fractions is to unity, higher degrees of polymerization are obtained. Table 2.5 shows
some values of N, calculated from Equation 2.7.7 for several combinations of (larger values of)
r and p. Inspection of Table 2.5 reveals the following:

Table 2.5 Some Values of N, Calculated by Equation 2.7.7
for Values of r and p Close to Unity

r p=095 p=097 p=099 p=1.00
095 135 182 28.3 39.0
0.97 155 23 39.9 65.7
0.99 18.3 28.7 66.8 199

1.00 20.0 333 100 00
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1. For any value of r, N, is greater for larger values of p; this conclusion is the same whether the
proportions of A and B are balanced or not.

2. The final 0.05 increase in p has a bigger effect on N, at r values that are closer to unity than for
less-balanced mixtures.

3. For any value of p, N, is greater for larger values of r; stoichiometric imbalance lowers the
average chain-length for the preparation.

4. An0.05 increase in r produces a much bigger increase in Ny, at p =1 than in mixtures that have
reacted to a lesser extent.

An interesting special case occurs when p = 1; Equation 2.7.7 then becomes

1+

N
R T

(2.7.9)

The following example illustrates some of the concepts developed in this section.

Example 2.4

It is desired to prepare a polyester with M, = 5000 by reacting 1 mol of butane-1,4-diol with 1 mol
of adipic acid.

1. Calculate the value of p at which the reaction should be stopped to obtain this polymer,
assuming perfect stoichiometric balance and neglecting end group effects on M,,.

2. Assuming that 0.5 mol% of the diol is lost to polymerization by dehydration to olefin, what

would be the value of M, if the reaction were carried out to the same extent as in (1)?

How could the loss in (2) be offset so that the desired polymer is still obtained?

4. Suppose the total number of carboxyl groups in the original mixture is 2 mol, of which 1.0% is
present as acetic acid to render the resulting polymer inert to subsequent esterification. What
value of p would be required to produce the desired polymer in this case, assuming no other
stoichiometric imbalance?

et

Solution

The various expressions we have developed in this section relating p to the size of the polymer
are all based on N,. Accordingly, we note that the average reactant molecule in this mixture
has a molecular weight of 100 as calculated above. Therefore the desired polymer has a value of
N, = 50.

1. We use Equation 2.4.5 for the case of equal numbers of A and B groups and find that
p=1-1/N,=0.980. Even though Equation 2.4.5 was derived for an AB monomer, it applies
to this case with the “average monomer” as the repeat unit.

2. Component AA is the diol in this case and v = 0.995 mol; therefore r = 0.995/1.00 =0.995.
We use Equation 2.7.7 and solve for N, with p =0.980 and r =0.995:

N - 1.995 B
"7 1.995 — 2(0.995) (0.980) ~

and therefore M, =44.5 x 100 = 4450 g mol™".
3. The effect of the lost hydroxyl groups can be offset by carrying out the polymerization to a
higher extent of reaction. We use Equation 2.7.7 and solve for p with N, =50 and r = 0.995:

1 1+7r 1Y 1.995
=(1-— =(1-—) == =0.982
P < N)( 2r ) ( 50) 1090~ 0785
4. The monofunctional reagent B’ is the acetic acid in this case and the number of monofunc-
tional carboxyl groups is 2(0.010) = 0.020 = v. The number of B groups in BB monomers is

44.5
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1.980 = vz. We use Equation 2.7.8 to define # for this situation, assuming the number of
hydroxyl groups equals 2.00 mol:

B 2.00
~ 1.980 +2(0.020)

/

r =0.990

Equation 2.7.7 is now solved for p using N, =50 and »' =0.990:

1 1+ 1\ 1.990
=(1-— =(1-=)——==09849
p < Nn> ( 2r > ( 50) 1.980
Remember from Section 2.3 that a progressively longer period of time is required to shift the
reaction to larger values of p. In practice, therefore, the effects of side reactions and monofunc-

tional reactants are often not compensated by longer polymerization times, but are accepted in the
form of lower molecular weight polymers.

2.8 Chapter Summary

In this chapter we have considered step-growth or condensation polymerization, one of the two
main routes to synthetic polymers. Our emphasis has been on the description of the distribution of
polymer sizes as a function of the extent of reaction and the concentration of reactants, and on the
associated kinetics. In addition, we have given an introduction to the two major classes of
commercial condensation polymers, polyesters and polyamides, and the different ways they may
be produced. The principal results are as follows:

1. In the simplest case of stoichiometric balance, that is, equal numbers of A and B reactive
groups, the number average degree of polymerization N, is given by 1/(1—p), where p is the
extent of reaction, equal to the fraction of A (or B) groups reacted. In general, therefore,
the reaction must be driven far toward products (p—1) before appreciable molecular weights
can be attained.

2. The resulting distribution of molecular sizes is called the most probable distribution and the
associated polydispersity index approaches 2 as p—1. Two important features of this distri-
bution are that there are always more i-mers present than (i+1)-mers, for any value of i, but
there is an intermediate value of i for which the weight fraction w; is maximum.

3. If the reaction is run in the presence of a catalyst (the usual situation), then N, should grow
linearly in time, whereas for the uncatalyzed case, N, will grow with the square root of time.

4. In reality N will almost always be lower than the theoretical value for a given p, due to a
combination of side reactions, including ring formation, contamination by monofunctional
reagents, and stoichiometric imbalance.

S. The analysis of these reactions builds on the principle of equal reactivity, the assumption that
the reactivity of a given functional group is independent of the molecular weight of the
polymer to which it is attached. This assumption is quite reliable in most cases of interest.

Problems

1. Howard describes a model system used to test the molecular weight distribution of a conden-
sation polymer.T “The polymer sample was an acetic acid—stabilized equilibrium nylon-
6,6. Analysis showed it to have the following end group composition (in equivalents per
10° g): acetyl =28.9, amine = 35.3, and carboxyl =96.5. The number average degree of

' G.J. Howard, J. Polym. Sci., 37, 310 (1959).
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polymerization is, therefore, 110 and the conversion degree (= extent of reaction) =0.9909.”
Verify the self-consistency of those numbers.

Haward et al. have reported some research in which a copolymer of styrene and hydro-
xyethylmethacrylate was cross-linked by hexamethylene di-isocyanate.T Draw the structural
formula for a portion of this cross-linked polymer and indicate what part of the molecule is
the result of a condensation reaction and what part results from addition polymerization.
These authors indicate that the cross-linking reaction is carried out in sufficiently dilute
solutions of copolymer that the cross-linking is primarily intramolecular rather than intermo-
lecular. Explain the distinction between these two terms and why concentration affects the
relative amounts of each.

The polymerization of B-carboxymethyl caprolactam has been observed to consist of initial
isomerization via a second-order kinetic process followed by condensation of the isomer to
polymer:

NH NH, O O
o - _—
Isomerization o Polymerization ’ N
HO.
o o
0o

The rates of polymerization are thus of first order in »ny, and in ¥co),0 or second order
overall. Since vny,= ¥(co),0, the rate = kc?, if catalyzed; third order is expected under
uncatalyzed conditions. The indirect evaluation of ¢ was accomplished by measuring the
amount of monomer reacted, and the average degree of polymerization of the mixture was
determined by viscosity at different times. The following data were obtained at 270°C; the
early part of the experiment gives nonlinear results.} Graphically test whether these data
indicate catalyzed or uncatalyzed conditions, and evaluate the rate of constant for polymer-
ization at 270°C. Propose a name for the polymer.

¢t (min) ¢ (Mole fraction) t (min) ¢ (Mole fraction)

20 0.042 90 0.015
30 0.039 110 0.013
40 0.028 120 0.012
50 0.024 150 0.0096
60 0.021 180 0.0082
80 0.018

Examination of Figure 2.5 shows that N/N is greater for i =40 at p=0.97 than at either
p=095 or p=0.99. This is generally true: various i-mers go through a maximum in
numerical abundance as p increases. Show that the extent of reaction at which this maximum
occurs varies with i as follows: pn.,=(i — 1)/i. For a catalyzed AB reaction, extend this
expression to give a function for the time required for an i-mer to reach its maximum
numerical abundance. If k. =2.47 x 10~* L mol™" s™! at 160.5°C for the polymerization of
12-hydroxystearic acid,® calculate the time at which 15-mers show their maximum abundance
if the initial concentration of monomer is 3.0 M.

'R.N. Haward, B.M. Parker, and E.F.T. White, Adv. Chem., 91, 498 (1969).

YH.K. Reimschuessel, Adv. Chem., 91, 717 (1969).
% C.E.H. Bawn and M.B. Huglin, Polymer, 3, 257 (1962).
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5.

In the presence of pyridine-cuprous chloride catalyst, the following polymerization occurs:

Me Me
nQOH + 50 —=H O4H + n HO
Me Me /p,

In an investigation to examine the mechanism of this reaction, the dimer (i =2)

Me Me
HQOQOH

Me Me
was used as a starting material. The composition of the mixture was studied as the reaction
progressed and the accompanying results were obtained:

. Weight percent composition in reaction mixture
Percent of theoretical

0O, absorbed Monomer Dimer Trimer Tetramer
9 1 69 15 9

12 1.5 68 24 9

20 3 38.5 23 9

35 6 26 21 11

60 11 4 4 1

80 1 0 0 0

Plot a family of curves, each of different i, with composition as the y-axis and O, absorbed
as the x-axis. Evaluate w; by Equation 2.4.7 for i=1, 2, 3, and 4 and 0.1 < p < 0.9 in
increments of 0.1. Plot these results (w; on the y-axis) on a separate graph drawn to the same
scale as the experimental results. Compare your calculated curves with the experimental
curves with respect to each of the following points: (1) coordinates used, (2) general shape
of curves, and (3) labeling of curves.

The polymer described in the last problem is commercially called poly(phenylene oxide),
which is not a “proper” name for a molecule with this structure. Propose a more correct name.
Use the results of the last problem to criticize or defend the following proposition: The
experimental data for dimer polymerization can be understood if it is assumed that one
molecule of water and one molecule of monomer may split out in the condensation step.
Steps involving incorporation of the monomer itself (with only water split out) also occur.

Taylor carefully fractionated a sample of nylon-6,6 and determined the weight fraction of
different i-mers in the resulting mixture.} The results obtained are given below. Evaluate N,,
from these data, then use Equation 2.4.9 to calculate the corresponding value of p. Calculate
the theoretical weight fraction of i-mers using this value of p and a suitable array of i values.
Plot your theoretical curve and the above data points on the same graph. Criticize or defend the

'G.D. Cooper and A. Katchman, Adv. Chem., 91, 660 (1969).
YG.B. Taylor, J. Am. Chem. Soc., 69, 638 (1947).
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following proposition: although the fit of the data points is acceptable with this value of p, it
appears that a slightly smaller value of p would give an even better fit.

i w; x 107 i w; x 1074

12 6.5 311 152

35 19.6 334 14.1

58 29.4 357 13.0

81 33.0 380 115
104 35.4 403 11.0
127 36.5 426 9.1
150 33.0 449 72
173 276 472 6.5
196 252 495 4.9
219 229 518 43
242 19.4 541 3.9
265 185 564 3.3
288 16.8

8. Paper chromatograms were developed for 50:50 blends of nylon-6,6 and nylon-6,10 after the
mixture had been heated to 290°C for various periods of time.! The following observations
describe the chromatograms after the indicated times of heating:

0 h—two spots with Ry values of individual polymers.

1/4 h—two distinct spots, but closer together than those of 0 h.
1/2 h—spots are linked together.

3/4 h—one long, diffuse spot.

11/2 h—one compact spot, intermediate Ry value.

On the basis of these observations, criticize or defend the following proposition: the fact that
the separate spots fuse into a single spot of intermediate Ry value proves that block copoly-
mers form between the two species within the blend upon heating.

9. Reimschuessel and Dege polymerized caprolactam in sealed tubes containing about 0.0205
mol H,0 per mole caprolactam.t In addition, acetic acid (V), sebacic acid (S), hexamethylene
diamine (H), and trimesic acid (T) were introduced as additives into separate runs. The
following table lists (all data per mole caprolactam) the amounts of additive present and the
analysis for end groups in various runs. Neglecting end group effects, calculate M,, for each of
these polymers from the end group data. Are the trends in molecular weight qualitatively what
would be expected in terms of the role of the additive in the reaction mixture? Explain briefly.

Additives Moles additive —COOH (mEq) —NH, (mEq)

None — 5.40 4.99
\Y% 0.0205 19.8 23
S 0.0102 21.1 23
H 0.0102 14 19.7
T 0.0067 220 2.5

10. Inthe study described in the last problem, caprolactam was polymerized for 24 h at 225°C in
sealed tubes containing various amounts of water. M, and M,, were measured for the

tC.W. Ayers, J. Appl. Chem., 4, 444 (1954).
tH.L. Reimschuessel and G.J. Dege, J. Polym. Sci., A-1, 2343 (1971).
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resulting mixture by osmometry (see Chapter 7) and light scattering (see Chapter §),
respectively, and the following results were obtained:

Moles H,O (x 10%)/mole

Caprolactam M, x 1073 M, x 1073
493 134 20.0
34.0 16.4 25.6
25.6 17.9 29.8
20.5 194 36.6

Use the molecular weight ratio to calculate the apparent extent of reaction of the caprolactam
in these systems. Is the variation in p qualitatively consistent with your expectations of the
effect of increased water content in the system? Plot p versus moisture content and estimate
by extrapolation the equilibrium moisture content of nylon-6 at 255°C. Does the apparent
equilibrium moisture content of this polymer seem consistent with the value given in Section
2.6 for nylon-6,6 at 290°C?

11. At 270°C adipic acid decomposes to the extent of 0.31 mol% after 1.5 h.f Suppose an initially
equimolar mixture of adipic acid and diol achieves a value of p =0.990 after 1.5 h, compare
the expected and observed values of N, in this experiment. Criticize or defend the following
proposition: the difference between the observed and expected values would be even greater
than calculated above if, instead of the extent of reaction being measured analytically, the
value of p expected (neglecting decomposition) after 1.5 h was calculated by an appropriate
kinetic equation.

12. Show the reaction sequence and the structure of the resulting polymer from the polyconden-
sation of these two monomers; note that the reaction (a) has two distinct steps, and that (b) it
is base-catalyzed.

0 o]
X —
@ o l\% 0 - NHzOO—QNH2
o o]

(b) OH—@—OH R F@E_@F

13. A polyester is prepared under conditions of stoichiometric balance, but no attempt is made to
remove water. Eventually, the reaction comes to equilibrium with equilibrium constant K. If
[COOH]y is the initial concentration of carboxylic acid groups, show that the equilibrium
water concentration is

[COOH],

A AT

14. For the most probable distribution, it is clear that there is always more i-mer present than
(i+1)-mer, at any 0 < p < 1. However, the absolute amount of an i-mer should go through a
maximum with time, as the reaction progresses; there is zero to start, but at late enough stages
i-mer will have mostly reacted to contribute to all the larger species. Use the chain rule and any

tV.V. Korshak and S.V. Vinogradova, Polyesters, Pergamon, Oxford, 1965.
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suitable simplifications (k[A]pt > 1?) to find the degrees of conversion at which the mole
fraction and the absolute concentration of i-mer have their maximum in time. Compare this to the
number average degree of polymerization at the same conversion; does the answer make sense?

15. For the polymerization of succinic acid and 1,4-butanediol under stoichiometric balance in
xylene:

(a) Draw the chemical structures of the reactants, products, and important intermediates for
both the strong acid—catalyzed and self-catalyzed case.

(b) Generate a quantitative plot of N, versus time for the self-catalyzed case up to 28,000 s,
given k=6 x 107> mol™? L2 572 and 3 mol L' starting concentration of each
monomer. How many hours would it take to make a polymer with N, = 3007

(¢) Do the same for the catalyzed case, with k=6 x 1072 mol™' L s~ ! and the same starting
concentration. How many hours would it take to make a polymer with N, = 3007

(d) Qualitatively explain the origin of the different shapes of the curves in the two plots.

16. Hydrolysis of an aromatic polyamide with M, =24,116 gives 39.31% by weight m-amino-
aniline, 59.81% terephthalic acid, and 0.88% benzoic acid. Draw the repeat unit structure of
the polymer. Calculate the degree of polymerization and the extent of reaction. Calculate
what the degree of polymerization would have been if the amount of benzoic acid were
doubled.

17. Calculate the feed ratio of adipic acid and hexamethylene diamine necessary to achieve a
molecular weight of approximately 10,000 at 99.5% conversion. What would the identity of
the end groups be in the resulting polymer?
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Chain-Growth Polymerization

3.1 Introduction

In Chapter 1 we indicated that the category of addition polymers is best characterized by the
mechanism of the polymerization reaction rather than by the addition reaction itself. This is known
to be a chain mechanism, so in the case of addition polymers we have chain reactions producing chain
molecules. One thing to bear in mind is the two uses of the word ckain in this discussion. The word
chain continues to offer the best description of large polymer molecules. A chain reaction, on the other
hand, describes a whole series of successive events triggered by some initial occurrence. We
sometimes encounter this description of highway accidents in which one traffic mishap on a fogbound
highway results in a pileup of colliding vehicles that can extend for miles. In nuclear reactors a
cascade of fission reactions occurs, which is initiated by the capture of the first neutron. In both of
these examples some initiating event is required. This is also true in chain-growth polymerization.

In the above examples the size of the chain can be measured by considering the number of
automobile collisions that result from the first accident, or the number of fission reactions that follow
from the first neutron capture. When we think about the number of monomers that react as a result of a
single initiation step, we are led directly to the degree of polymerization of the resulting molecule. In
this way the chain mechanism and the properties of the polymer chains are directly related.

Chain reactions do not go on forever. The fog may clear and the improved visibility ends the suc-
cession of accidents. Neutron-scavenging control rods may be inserted to shut down a nuclear reactor.
The chemical reactions that terminate polymer chain growth are also an important part of the poly-
merization mechanism. Killing off the reactive intermediate that keeps the chain going is the essence
of a termination reaction. Some interesting polymers can be formed when this termination process
is suppressed; these are called living polymers, and will be discussed extensively in Chapter 4.

The kind of reaction that produces a “dead” polymer from a growing chain depends on the
nature of the reactive intermediate. These intermediates may be free radicals, anions, or cations.
We shall devote the rest of this chapter to a discussion of the free-radical mechanism, as it readily
lends itself to a very general treatment. Furthermore, it is by far the most important chain-growth
mechanism from a commercial point of view; examples include polyethylene (specifically,
low-density polyethylene, LDPE), polystyrene, poly(vinyl chloride), and poly(acrylates) and
poly(methacrylates). Anionic polymerization plays a central role in Chapter 4, where we discuss
the so-called living polymerizations. In this chapter we deal exclusively with homopolymers. The
important case of copolymers formed by chain-growth mechanisms is taken up in Chapter 4 and
Chapter 5; block copolymers in the former, statistical or random copolymers in the latter.

3.2 cChain-Growth and Step-Growth Polymerizations: Some Comparisons

Our primary focus in this section is to point out some of the similarities and differences between
step-growth and chain-growth polymerizations. In so doing we shall also have the opportunity to
indicate some of the different types of chain-growth polymerization systems.

In Chapter 2 we saw that step-growth polymerizations occur, one step at a time, through a series of
relatively simple organic reactions. By treating the reactivity of the functional groups as independent

77
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of the size of the molecule carrying the group, the entire course of the polymerization is described by
the conversion of these groups to their condensation products. Two consequences of this are that
both high yield and high molecular weight require the reaction to approach completion. In contrast,
chain-growth polymerization occurs by introducing an active growth center into a reservoir of
monomer, followed by the addition of many monomers to that center by a chain-type kinetic
mechanism. The active center is ultimately killed off by a termination step. The (average) degree
of polymerization that characterizes the system depends on the frequency of addition steps relative to
termination steps. Thus high-molecular-weight polymer can be produced almost immediately. The
only thing that is accomplished by allowing the reaction to proceed further is an increased yield of
polymer. The molecular weight of the product is relatively unaffected. (This simple argument tends
to break down at high extents of conversion. For this reason we shall focus attention in this chapter on
low to moderate conversions to polymer, except where noted.)

Step-growth polymerizations can be schematically represented by one of the individual reaction
steps A + B — ab, with the realization that the species so connected can be any molecules
containing A and B groups. Chain-growth polymerization, by contrast, requires at least three
distinctly different kinds of reactions to describe the mechanism. These three types of reactions
will be discussed in the following sections in considerable detail; for now our purpose is just to
introduce some vocabulary. The principal steps in the chain-growth mechanism are the following:

1. [Initiation. An active species I* is formed by the decomposition of an initiator molecule I:

N (3.A)

2. Propagation. The initiator fragment reacts with a monomer M to begin the conversion to
polymer; the center of activity is retained in the adduct. Monomers continue to add in the same
way until polymers P; are formed with the degree of polymerization i:

*+M— IM* —M , (MM* ——— P¥ (3.B)

If i is large enough, the initiator fragment—an endgroup—need not be written explicitly.
3. Termination. By some reaction, generally involving two polymers containing active centers,
the growth center is deactivated, resulting in dead polymer:

P} + P} — P,;(dead polymer) (3.0)

Elsewhere in this chapter we shall see that other reactions—notably, chain transfer and chain
inhibition—also need to be considered to give a more fully developed picture of chain-growth
polymerization, but we shall omit these for the time being. Most of this chapter examines the
kinetics of these three mechanistic steps. We shall describe the rates of the three general kinds of
reactions by the notation R;, Rp, and R, for initiation, propagation, and termination, respectively.

In the last chapter we presented arguments supporting the idea that reactivity is independent of
molecular size. Although the chemical reactions are certainly different between this chapter and
the last, we shall also adopt this assumption of equal reactivity for addition polymerization. For
step-growth polymerization this assumption simplified the discussion tremendously and at the
same time needed careful qualification. We recall that the equal reactivity premise is valid only
after an initial size dependence for smaller molecules. The same variability applies to the
propagation step of addition polymerizations for short-chain oligomers, although things soon
level off and the assumption of equal reactivity holds. We are thus able to treat all propagation
steps by the single rate constant k. Since the total polymer may be the product of hundreds or
even thousands of such steps, no serious error is made in neglecting the variation that occurs in the
first few steps.

In Section 2.3 we rationalized that, say, the first 50% of a step-growth reaction might be different
from the second 50% because the reaction causes dramatic changes in the polarity of the reaction
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mixture. We shall see that, under certain circumstances, the rate of addition polymerization
accelerates as the extent of conversion to polymer increases due to a composition-dependent effect
on termination. In spite of these deviations from the assumption of equal reactivity at all extents of
reaction, we continue to make this assumption because of the simplification it allows. We will then
seek to explain the deviations from this ideal or to find experimental conditions—Ilow conversions to
polymer—under which the assumptions apply. This approach is common in chemistry; for example,
most discussions of gases begin with the ideal gas law and describe real gases as deviating from the
ideal at high pressures and approaching the ideal as pressure approaches zero.

In the last chapter we saw that two reactive groups per molecule are the norm for the formation
of linear step-growth polymers. A pair of monofunctional reactants might undergo essentially the
same reaction, but no polymer is produced because no additional functional groups remain to react.
On the other hand, if a molecule contains more than two reactive groups, then branched or cross-
linked products can result from step-growth polymerization. By comparison, a wide variety
of unsaturated monomers undergo chain-growth polymerization. A single kind of monomer
suffices—more than one yields a copolymer—and more than one double bond per monomer
may result in branching or cross-linking. For example, the 1,2-addition reaction of butadiene
results in a chain that has a substituent vinyl group capable of branch formation. Divinyl benzene is
an example of a bifunctional monomer, which is used as a cross-linking agent in chain-growth
polymerizations. We shall be primarily concerned with various alkenes or olefins as the monomers
of interest; however, the carbon—oxygen double bond in aldehydes and ketones can also serve as
the unsaturation required for addition polymerization. The polymerization of alkenes yields a
carbon atom backbone, whereas the carbonyl group introduces carbon and oxygen atoms into the
backbone, thereby illustrating the inadequacy of backbone composition as a basis for distinguish-
ing between addition and condensation polymers.

It might be noted that most (but not all) alkenes are polymerizable by the chain mechanism involving
free-radical intermediates, whereas the carbonyl group is generally not polymerized by the free-
radical mechanism. Carbonyl groups and some carbon—carbon double bonds are polymerized by
ionic mechanisms. Monomers display far more specificity where the ionic mechanism is involved
than with the free-radical mechanism. For example, acrylamide will polymerize through an anionic
intermediate but not a cationic one, N-vinyl pyrrolidones by cationic but not anionic intermediates, and
halogenated olefins by neither ionic species. In all of these cases free-radical polymerization is possible.

The initiators used in addition polymerizations are sometimes called “catalysts,” although
strictly speaking this is a misnomer. A true catalyst is recoverable at the end of the reaction,
chemically unchanged. This is not true of the initiator molecules in most addition polymerizations.
Monomer and polymer are the initial and final states of the polymerization process, and these
govern the thermodynamics of the reaction; the nature and concentration of the intermediates in
the process, on the other hand, determine the rate. This makes initiator and catalyst synonyms
for the same material. The former term stresses the effect of the reagent on the intermediate, and
the latter its effect on the rate. The term catalyst is particularly common in the language of ionic
polymerizations, but this terminology should not obscure the importance of the initiation step in
the overall polymerization mechanism.

In the next three sections (Section 3.3 through Section 3.5) we consider initiation, termination,
and propagation steps in the free-radical mechanism for addition polymerization. As noted above
two additional steps, inhibition and chain transfer, are being ignored at this point. We shall take up
these latter topics in Section 3.8.

3.3 Initiation

In this section we shall discuss the initiation step of free-radical polymerization. This discussion is
centered around initiators and their decomposition behavior. The first requirement for an initiator
is that it be a source of free radicals. In addition, the radicals must be produced at an acceptable rate
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Table 3.1 Examples of Free-Radical Initiation Reactions

1. Organic peroxides or hydroperoxides

O O
O’o —_— D 0.
o}
Benzoy! peroxide
MeNIeOH MeMe
©/k (o) —_— O. + HO.

Cumyl hydroperoxide

2. Azo compounds

Me_ Me Me
NeT NN Me —— sMe—|  + N=N

NC Me
2,2'-Azobisisobutyronitrile (AIBN)

3. Redox systems

HO, + Fe?* ——» -OH + Fe% + .OH

S;0§° + Fe* —— 502 + Fe™ + SOp

4. Electromagnetic radiation

@WWQ .

O 3
O U ©} Benzoin

at convenient temperatures; have the required solubility behavior; transfer their activity to mono-
mers efficiently; be amenable to analysis, preparation, purification, and so on.

o]
T

3.3.1 Initiation Reactions

Some of the most widely used initiator systems are listed below, and Table 3.1 illustrates their
behavior by typical reactions:

1. Organic peroxides or hydroperoxides
2.  Azo compounds
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3. Redox systems
4. Thermal or light energy

Peroxides and hydroperoxides are useful as initiators because of the low dissociation energy of
the O—O bond. This very property makes the range of possible compounds somewhat limited
because of the instability of these reagents. In the case of azo compounds the homolysis is driven
by the liberation of the very stable N, molecule, despite the relatively high dissociation energy of
the C—N bond. The redox systems listed in Table 3.1 have the advantage of water solubility,
although redox systems that operate in organic solvents are also available. One advantage of redox
reactions as a source of free radicals is the fact that these reactions often proceed more rapidly and
at lower temperatures than the thermal homolysis of the peroxide and azo compounds.

The initiation reactions shown under the heading of electromagnetic radiation in Table 3.1
indicate two possibilities out of a large number of examples that might be cited. One mode of
photochemical initiation involves the direct excitation of the monomer with subsequent bond
rupture. The second example cited is the photolytic fragmentation of initiators such as alkyl
halides and ketones. Because of the specificity of light absorption, photochemical initiators include
a wider variety of compounds than those which decompose thermally. Photosensitizers can also be
used to absorb and transfer radiation energy to either monomer or initiator molecules. Finally, we
note that high-energy radiation such as x-rays and +y-rays and particulate radiation such as o or 8
particles can also produce free radicals. These latter sources of radiant energy are nonselective and
produce a wider array of initiating species. Even though such high-energy radiations produce both
ionic and free-radical species, the polymerizations that are so initiated follow the free-radical
mechanism almost exclusively, except at very low temperatures, where ionic intermediates
become more stable. We shall not deal further with these higher energy sources of initiating
radicals, but we shall return to light as a photochemical initiator because of its utility in the
evaluation of kinetic rate constants.

3.3.2 Fate of Free Radicals

All of the reactions listed in Table 3.1 produce free radicals, so we are presented with a number of
alternatives for initiating a polymerization reaction. Our next concern is the fate of these radicals
or, stated in terms of our interest in polymers, the efficiency with which these radicals initiate
polymerization. Since these free radicals are relatively reactive species, there are a variety of
processes they can undergo as alternatives to adding to monomers to form polymer.

In discussing mechanisms in the last chapter (Reaction 2.F) we noted that the entrapment of two
reactive species in the same solvent cage may be considered a transition state in the reaction of
these species. Reactions such as the thermal homolysis of peroxides and azo compounds result in
the formation of two radicals already trapped together in a cage that promotes direct recombina-
tion, as with the 2-cyanopropyl radicals from 2,2'-azobisisobutyronitrile (AIBN),

Me, CN
Me\")\Me
cN — cn'Me
2 Me- (3.D)

Me \ Me
Me)\\c"N \ﬁ“&i
CN

or the recombination of degradation products of the initial radicals, as with acetoxy radicals from
acetyl peroxide.
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0O

M _me + cO,
o) _ Me™ O

2 Mg O-

3.E)

TN Me-Me + 2C0,

In both of these examples, initiator is consumed, but no polymerization is started.

Once the radicals diffuse out of the solvent cage, reaction with monomer is the most
probable reaction in bulk polymerizations, since monomers are the species most likely to be encoun-
tered. Reaction with polymer radicals or initiator molecules cannot be ruled out, but these are less
important because of the lower concentration of the latter species. In the presence of solvent, reactions
between the initiator radical and the solvent may effectively compete with polymer initiation. This
depends very much on the specific chemicals involved. For example, carbon tetrachloride is quite
reactive toward radicals because of the resonance stabilization of the solvent radical produced:

Cl Cl C! Cl Cl Cl Cl cr’
DAL e

cl cl cl cl
(1]

While this reaction with solvent continues to provide free radicals, these may be less reactive
species than the original initiator fragments. We shall have more to say about the transfer of free-
radical functionality to solvent in Section 3.8.

The significant thing about these, and numerous other side reactions that could be described, is
the fact that they lower the efficiency of the initiator in promoting polymerization. To quantify this
concept we define the initiator efficiency f to be the following fraction:

_Radicals incorporated into polymer
" Radicals formed by initiator

(3.3.1)

The initiator efficiency is not an exclusive property of the initiator, but depends on the conditions of
the polymerization experiment, including the solvent. In many experimental situations, f lies in the
range of 0.3—-0.8. The efficiency should be regarded as an empirical parameter whose value is
determined experimentally. Several methods are used for the evaluation of initiator efficiency, the
best being the direct analysis for initiator fragments as endgroups compared to the amount of initiator
consumed, with proper allowances for stoichiometry. As an endgroup method, this procedure is
difficult in addition polymers, where molecular weights are higher than in condensation polymers.
Research with isotopically labeled initiators is particularly useful in this application. Since the quantity
is so dependent on the conditions of the experiment, it should be monitored for each system studied.

Scavengers such as diphenylpicrylhydrazyl radicals [H] react with other radicals and thus
provide an indirect method for analysis of the number of free radicals in a system:

Qe
N—N@Noz + R. adduct GF)

O,N

(1I]
The diphenylpicrylhydrazyl radical itself is readily followed spectrophotometrically, as it loses an
intense purple color on reacting. Unfortunately, this reaction is not always quantitative.

3.3.3 Kinetics of Initiation

We recall some of the ideas of kinetics from the summary given in Section 2.2 and recognize that
the rates of initiator decomposition can be developed in terms of the reactions listed in Table 3.1.
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Using the change in initiator radical concentration d[ I-]/dz to monitor the rates, we write the
following:

1. For peroxides and azo compounds

-]
A= 2kin (33.2)

where kq is the rate constant for the homolytic decomposition of the initiator and [I] is the
concentration of the initiator. The factor 2 appears because of the stoichiometry in these
particular reactions.

2. For redox systems

%’1 — KOx)[Red] (333)

where the bracketed terms describe the concentrations of oxidizing and reducing agents and &
is the rate constant for the particular reactants.
3. For photochemical initiation

A~ 201, (3.34)
where L, is the intensity of the light absorbed and the constant ¢’ is called the quantum yield. The
factor 2 is again included for reasons of stoichiometry.

Since (1/2) df I]/d¢ = —d[I}/d¢ in the case of the azo initiators, Equation 3.3.2 can also be
written as —d[I]/dt = &4[1] or, by integration, In([I]/[I]o) = —kq4t, where [I], is the initiator concen-
tration at ¢ = 0. Figure 3.1 shows a test of this relationship for AIBN in xylene at 77°C. Except for a
short induction period, the data points fall on a straight line. The evaluation of k4 from these data is
presented in the following example.

Example 3.1

The decomposition of AIBN in xylene at 77°C was studied by measuring the volume of N, evolved
as a function of time. The volumes obtained at time ¢ and ¢ = co are V, and V,,, respectively. Show
that the manner of plotting used in Figure 3.1 is consistent with the integrated first-order rate law
and evaluate kg .
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Figure 3.1 Volume of nitrogen evolved from the decomposition of AIBN at 77°C plotted according to the
first-order rate law as discussed in Example 3.1. (Reprinted from Amett, L.M., J. Am. Chem. Soc., 74, 2027,
1952. With permission.)
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Solution

The ratio [I}/[I]o gives the fraction of initiator remaining at time ¢. The volume of N, evolved is:

1. Vp=0 at r=0, when no decomposition has occurred.
2. V. att=o00, when complete decomposition has occurred.
3. V, at time ¢, when some fraction of initiator has decomposed.

The fraction decomposed at ¢ is given by (V,—-V)/(Voo— Vo) and the fraction remaining
at tis 1 — (V.= Vo)/(Vo— Vo) = Vo = VIV = V). Since Vo =0, this becomes (V -V )V, or
(M/lJo=1— V/V. Therefore a plot of In(1—-V,/V,) versus ¢ is predicted to be linear with slope
—kgy. (If logarithms to base 10 were used, the slope would equal —k4/2.303.)
From Figure 3.1,
~04—(-0.8)

—k
= = - -3 i _1= d
Slope = 160 =320 2.5 x 1077 min 2303

kg =15.8x 1073 min~!

Next we assume that only a fraction f of these initiator fragments actually reacts with monomer
to transfer the radical functionality to monomer:

F+M5 v (3.G)

As indicated in the last section, we regard the reactivity of the species IP;# to be independent of
the value of i. Accordingly, all subsequent additions to IM+ in Reaction (3.G) are propagation steps
and Reaction (3.G) represents the initiation of polymerization. Although it is premature at this
point, we disregard endgroups and represent the polymeric radicals of whatever size by the symbol
P-. Accordingly, we write the following for the initiation of polymer radicals:

1. By peroxide and azo compounds

ap)

Tl 2fkall1] (3.3.5)

2. By redox systems

% = fk[Ox]{Red] (3.3.6)

3. By photochemical initiation

d[P-]

- 2 ¢'Los = 21aps (3.3.7)

where we have combined the factors of f and ¢’ into a composite quantum yield ¢, since both of
the separate factors are measures of efficiency.

Any one of these expressions gives the rate of initiation R; for the particular catalytic system
employed. We shall focus attention on the homolytic decomposition of a single initiator as the
mode of initiation throughout most of this chapter, since this reaction typifies the most widely used
free-radical initiators. Appropriate expressions for initiation that follow Equation 3.3.6 are readily
derived.

3.3.4 Photochemical Initiation

An important application of photochemical initiation is in the determination of the rate constants
that appear in the overall analysis of the chain-growth mechanism. Although we outline this
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method in Section 3.6, it is worthwhile to develop Equation 3.3.7 somewhat further at this point. It
is not feasible to give a detailed treatment of light absorption here. Instead, we summarize some
pertinent relationships and refer the reader who desires more information to standard textbooks of
analytical or physical chemistry.

1. Intensity of light transmitted (subscript t) through a sample /, depends on the intensity of the
incident (subscript 0) light /g, the thickness of the sample b, and the concentration [c] of
the absorbing species

I, = Ipe~elc® (3.3.8)

where the proportionality constant ¢ is called the absorption coefficient (or molar absorptivity
if [¢] is in moles/liter) and is a property of the absorber. The reader may recognize this
equation as a form of the famous Beer’s law.

2. Absorbance A as measured by spectrophotometers is defined as

I
A = logy, (1—‘:> (3.3.9)

The variation in absorbance with wavelength reflects the wavelength dependence of .
3. Since I, equals the difference Iy — I,

Lis = Ip(1 — e™¢lP) (3.3.10)

If the exponent in Equation 3.3.10 is small—which in practice means dilute solutions, since
most absorption experiments are done where ¢ is large—then the exponential can be expanded
(see Appendix), " = 1+ x+ - - -, with only the leading terms retained to give

Lvs = Io(elc]b) (3.3.1D)

4. Substituting this result into Equation 3.3.7 gives

% = 2¢loelclb (3.3.12)

where [c] is the concentration of monomer or initiator for the two reactions shown in Table 3.1.

3.3.5 Temperature Dependence of Initiation Rates

Note that although Equation 3.3.5 and Equation 3.3.12 are both first-order rate laws, the physical
significance of the proportionality factors is quite different in the two cases. The rate constants
shown in Equation 3.3.5 and Equation 3.3.6 show a temperature dependence described by the
Arrhenius equation:

k = Ae~ET/RT (3.3.13)

where E* is the activation energy, which is interpreted as the height of the energy barrier to a
reaction, and A is the prefactor. Activation energies are evaluated from experiments in which rate
constants are measured at different temperatures. Taking logarithms on both sides of Equation
3.3.13 gives In k=1In A— E*/RT. Therefore E* is obtained from the slope of a plot of In k against
1/T. As usual, T is in kelvin and R and E* are in (the same) energy units.

Since E* is positive according to this picture, the form of the Arrhenius equation assures that
k gets larger as T increases. This means that a larger proportion of molecules have sufficient energy
to surmount the energy barrier at higher temperatures. This assumes, of course, that thermal
energy is the source of E*, something that is not the case in photoinitiated reactions. The effective
first-order rate constants k and Igeb—for thermal initiation and photoinitiation, respectively—do
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Table 3.2 Rate Constants (at the Indicated Temperature) and Activation Energies for Some Initiator
Decomposition Reactions

Initiator Solvent T(°C) kg s™H Ej3 (kI mol™*)
2,2"-Azobisisobutyronitrile Benzene 70 3.17 x 107° 1234
CCl, 40 2.15 x 1077 128.4
Toluene 100 1.60 x 1072 121.3
t-Butyl peroxide Benzene 100 8.8 x 1077 146.9
Benzoyl peroxide Benzene 70 1.48 x 1073 123.8
Cumene 60 145 x 1078 120.5
t-Butyl hydroperoxide Benzene 169 2.0 x 107° 170.7

Source: Data from Masson, J.C. in Polymer Handbook, 31d ed., Brandrup, J. and Immergut, E.H. (Eds.), Wiley, New York,
1989.

not show the same temperature dependence. The former follows the Arrhenius equation, whereas
the latter cluster of terms in Equation 3.3.12 is essentially independent of T.

The activation energies for the decomposition (subscript d) reaction of several different
initiators in various solvents are shown in Table 3.2. Also listed are values of k4 for these systems
at the temperature shown. The Arrhenius equation can be used in the form In (k4 /kq2) = —(E*/R)
(1/T, — 1/T,) to evaluate k4 values for these systems at temperatures different from those given in
Table 3.2.

3.4 Termination

The formation of initiator radicals is not the only process that determines the concentration of free
radicals in a polymerization system. Polymer propagation itself does not change the radical
concentration; it merely converts one radical to another. Termination steps also occur, however,
and these remove radicals from the system. We shall discuss combination and disproportionation
reactions as the two principal modes of termination.

3.4.1 Combination and Disproportionation

Termination by combination results in the simultaneous destruction of two radicals by direct
coupling:

Py + P, — Py (3.H)

The degrees of polymerization i and j in the two combining radicals can have any values, and the
molecular weight of the product molecule will be considerably higher on the average than the
radicals so terminated. The polymeric product molecule contains two initiator fragments per
molecule by this mode of termination. Note also that for a vinyl monomer, such as styrene or
methyl methacrylate, the combination reaction produces a single head-to-head linkage, with the
side groups attached to adjacent backbone carbons instead of every other carbon.

Termination by disproportionation comes about when an atom, usually hydrogen, is transferred
from one polymer radical to another:

X X X X
Pi—-1/\]/- * ﬁ/\ij —= P T IR (3D
H H

This mode of termination produces a negligible effect on the molecular weight of the reacting
species, but it does produce a terminal unsaturation in one of the dead polymer molecules.
Each polymer molecule contains one initiator fragment when termination occurs by disproportionation.
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Kinetic analysis of the two modes of termination is quite straightforward, since each mode of
termination involves a bimolecular reaction between two radicals. Accordingly, we write the
following:

1. For general termination,

__dp)

= = 2k ([P (3.4.1)

where R, and k; are the rate and rate constant for termination (subscript t) and the factor 2
enters (by convention) because two radicals are lost for each termination step.

2. The polymer radical concentration in Equation 3.4.1 represents the total concentration of all
such species, regardless of their degree of polymerization; that is,

[P]1=>[P:] (3.4.2)

alli

3. For combination,

d[p-
Ro= -0 ot P2 (3.4.3)
de
where the subscript ¢ specifically indicates termination by combination.
4. For disproportionation,
d[p-
Ro= - o pep2 (3.4.4
dr
where the subscript d specifically indicates termination by disproportionation.
5. Inthe event that the two modes of termination are not distinguished, Equation 3.4.1 represents
the sum of Equation 3.4.3 and Equation 3.4.4, or

k= kt,c + kt,d (3.4.5)

Combination and disproportionation are competitive processes and do not occur to the same
extent for all polymers, although in general combination is more prevalent. For poly(methyl
methacrylate), both reactions contribute to termination, with disproportionation favored. Both
rate constants for termination individually follow the Arrhenius equation, so the relative amounts
of termination by the two modes are given by

Termination by combination _ kec _ Al,ce_Efﬂ/ kT A —(E¥.— E¥y) 3.4.6

Termination by disproportionation k4 A (ae Bl KT T A CXP( RT ) (34.6)
Since the disproportionation reaction requires bond breaking, which is not required for combin-
ation, Efyis expected to be greater than E¥.. This causes the exponential to be large at low
temperatures, making combination the preferred mode of termination under these circumstances.
Note that at higher temperatures this bias in favor of one mode of termination over another
decreases as the difference in activation energies becomes smaller relative to the thermal energy
RT. Experimental results on modes of termination show that this qualitative argument must be
applied cautiously. The actual determination of the partitioning between the two modes of
termination is best accomplished by analysis of endgroups, using the difference in endgroup
distribution noted above.

Table 3.3 lists the activation energies for termination (these are overall values, not identified as
to mode) of several different radicals. The rate constants for termination at 60°C are also given. We
shall see in Section 3.6 how these constants are determined.
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Table 3.3 Rate Constants at 60°C and Activation Energies for Some
Termination Reactions

Monomer E¥ (kJ mol™!) kx 1077 (L mol™"' s7")
Acrylonitrile 1.5 78.2

Methyl acrylate 222 0.95

Methyl methacrylate 11.9 2.55

Styrene 8.0 6.0

Vinyl acetate 219 29

2-Vinyl pyridine 21.0 33

Source: Data from Korus, R. and O’Driscoll, K.F. in Polymer Handbook, 31d ed.,
Brandrup, J. and Immergut, E.H. (Eds.), Wiley, New York, 1989.

3.4.2 Effect of Termination on Conversion to Polymer

The assumption that & values are constant over the entire duration of the reaction breaks down
for termination reactions in bulk polymerizations. Here, as in Section 2.2, we can consider the
termination process—whether by combination or disproportionation—to depend on the rates at
which polymer molecules can diffuse into (characterized by k;) or out of (characterized by k,) the
same solvent cage and the rate at which chemical reaction between them (characterized by k;)
occurs in that cage. In Chapter 2, we saw that two limiting cases of Equation 2.2.8 could be readily
identified:

1. Rate of diffusion > rate of reaction (Equation 2.2.9):

k= ﬁkr 347
ko
2. This situation seems highly probable for step-growth polymerization because of the high
activation energy of many condensation reactions. The constants for the diffusion-dependent
steps, which might be functions of molecular size or the extent of the reaction, cancel out.
3. Rate of reaction > rate of diffusion (Equation 2.2.10):

ke =k (34.8)

4. This situation is expected to apply to radical termination, especially by combination, because
of the high reactivity of the trapped radicals. Only one constant appears that depends on the
diffusion of the polymer radicals, so it cannot cancel out and may contribute to a dependence
of k, on the extent of reaction or the degree of polymerization.

Figure 3.2 shows how the percent conversion of methyl methacrylate to polymer varies with
time. These experiments were carried out in benzene at 50°C. The different curves correspond to
different concentrations of monomer. Up to about 40% monomer, the conversion varies smoothly
with time, gradually slowing down at higher conversions owing to the depletion of monomer. At
high concentrations, however, the polymerization starts to show an acceleration between 20% and
40% conversion. This behavior, known as the Trommsdorff effect (2], is attributed to a decrease in
the rate of termination with increasing conversion. This, in turn, is due to the increase in viscosity
that has an adverse effect on k, through Equation 3.4.8. Considerations of this sort are important in
bulk polymerizations where high conversion is the objective, but this complication is something
we will avoid. Hence we shall be mainly concerned with solution polymerization and/or low
degrees of conversion where k, may be justifiably treated as a true constant. We shall see in Section
3.8 that the introduction of solvent is accompanied by some complications of its own, but we shall
ignore this for now.
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Figure 3.2 Acceleration of the polymerization rate for methyl methacrylate at the concentrations shown in
benzene at 50°C. (Reprinted from Schulz, G.V. and Harborth, G., Makromol. Chem., 1, 106, 1948. With
permission.)

3.4.3 Stationary-State Radical Concentration

Polymer propagation steps do not change the total radical concentration, so we recognize that the
two opposing processes, initiation and termination, will eventually reach a point of balance. This
condition is called the stationary state and is characterized by a constant total concentration of free
radicals. Under stationary-state conditions (subscript s) the net rate of initiation must equal the net
rate of termination. Using Equation 3.3.5 for the rate of initiation (i.e., two radicals per initiator
molecule) and Equation 3.4.1 for termination, we write

2fkall] = 2k [P+]? (3.4.9)
or
1/2
[P], = (f?) [ (3.4.10)
t

This important equation shows that the stationary-state free-radical concentration increases with
(11" and varies directly with kY and inversely with k2. The concentration of free radicals
determines the rate at which polymer forms and the eventual molecular weight of the polymer,
since each radical is a growth site. We shall examine these aspects of Equation 3.4.10 in the next
section. We conclude this section with a numerical example illustrating the stationary-state radical

concentration for a typical system.

Example 3.2
For an initiator concentration that is constant at [I]g, the nonstationary-state radical concentration
varies with time according to the following expression:

[P-]  exp[(4fkaki(llo)'/?¢] — 1

(Pls  exp[(4/fkaki[Ilo)'/*f] + 1

Calculate [P+ ] and the time required for the free-radical concentration to reach 99% of this value
using the following as typical values for constants and concentrations: kg=1.0 x 10™* 57!, k,=
3 x 10’ L mol™' s™!, f=1/2, and [I)o = 10~> mol L™". Comment on the assumption [I] = [I], that
was made in deriving this nonstationary-state equation.
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Solution

Use Equation 3.4.10 to evaluate [P-], for the system under consideration:

12 iy ae3 /2
o (fa (/210 x 10710\ s
[P]s—<kt[llo) —< — ) — (1.67 x 10°1%)

=4.08 x 10% mol L™!

This low concentration is typical of free-radical polymerizations. Next we inquire how long it will
take the free-radical concentration to reach 0.99 [P-],, or 4.04 x 107% mol L™! in this case. Let
a= (4ﬂcdkt[I]0)l/2 and rearrange the expression given to solve for ¢ when [P+]/[P+];=0.99: 0.99
¥+ 1)=e*—1,0r 1 +0.99 =e%(1-0.99). Therefore the product ar = In(1.99/0.01) = In 199 = 5.29,
and a = [4(1/2)(1.0 x 10793 x 10”)(107%)]¥*= 2.45 s™'. Hence 1 =5.29/2.45=2.16 5.

This short period is also typical of the time required to reach the stationary state. The
assumption that [I]=[I], may be assessed by examining the integrated form of Equation 3.3.2
for this system and calculating the ratio [I]/[I]o after 2.16 s:

m(ﬂ) = ket = —(1.0 x 1074(2.16) = —2.16 x 10~*
(1o

(1

T 0.9998

(Tlo

Over the time required to reach the stationary state, the initiator concentration is essentially
unchanged. As a matter of fact, it would take about 100 s for [I] to reach 0.99 [I]o and about 8.5
min to reach 0.95 [I]o, so the assumption that [I] =[], is entirely justified over the short times
involved.

3.5 Propagation

The propagation of polymer chains is easy to consider under stationary-state conditions. As the
preceding example illustrates, the stationary state is reached very rapidly, so we lose only a brief
period at the start of the reaction by restricting ourselves to the stationary state. Of course, the
stationary-state approximation breaks down at the end of the reaction also, when the radical
concentration drops toward zero. We shall restrict our attention to relatively low conversion to
polymer, however, to avoid the complications of the Trommsdorff effect. Therefore deviations
from the stationary state at long times need not concern us.

It is worth taking a moment to examine the propagation step more explicitly in terms of the
reaction mechanism itself. As an example, consider the case of styrene as a representative vinyl
monomer. The polystyryl radical is stabilized on the terminal-substituted carbon by resonance
delocalization:

CRC R

Consequently, the addition of the next monomer is virtually exclusively in a “head-to-tail” arrange-
ment, leading to an all-carbon backbone with substituents (X) on alternating backbone atoms:
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Yy T — Yy 6

X X X X X X X

This should be contrasted with the single head-to-head linkage that results from termination by
recombination (recall Reaction (3.H)).

3.5.1 Rate Laws for Propagation
Consideration of Reaction (3.B) leads to

dM
——[—]:kp[M][P-] 3.5.1)
dt
as the expression for the rate at which monomer is converted to polymer. In writing this expression,

we assume the following:

1. The radical concentration has the stationary-state value given by Equation 3.4.10.

2. kg is a constant independent of the size of the growing chain and the extent of conversion
to polymer.

3. The rate at which monomer is consumed is equal to the rate of polymer formation R,:

d[M]  d[polymer] B
dr dr -

R, (3.5.2)

Combining Equation 3.4.10 and Equation 3.5.1 yields

1/2
Ry = kp[M] (/T?) (1'% = kg [M][1]'/? (3.5.3)
in which the second form reminds us that an experimental study of the rate of polymerization
yields a single apparent rate constant (subscript app), which the mechanism reveals to be a
composite of three different rate constants. Equation 3.5.3 shows that the rate of polymerization
is first order in monomer and half order in initiator and depends on the rate constants for each of
the three types of steps—initiation, propagation, and termination—that make up the chain mech-
anism. Since the concentrations change with time, it is important to realize that Equation 3.5.3
gives an instantaneous rate of polymerization at the concentrations considered. The equation can
be applied to the initial concentrations of monomer and initiator in a reaction mixture only to
describe the initial rate of polymerization. Unless stated otherwise, we shall assume the initial
conditions apply when we use this result.

The initial rate of polymerization is a measurable quantity. The amount of polymer formed after
various times in the early stages of the reaction can be determined directly by precipitating the
polymer and weighing. Alternatively, some property such as the volume of the system (or
the density, the refractive index, or the viscosity) can be measured. Using an analysis similar to
that followed in Example 3.1, we can relate the values of the property measured at ¢, t=0 and
t= oo to the fraction of monomer converted to polymer. If the rate of polymerization is measured
under known and essentially constant concentrations of monomer and initiator, then the cluster
of constants ( fkgkd/kt)l/2 can be evaluated from the experiment. As noted earlier, f is best
investigated by endgroup analysis. Even with the factor f excluded, experiments on the rate of
polymerization still leave us with three unknowns. Two other measurable relationships among
these unknowns must be found if the individual constants are to be resolved. In anticipation of this
development, we list values of k; and the corresponding activation energies for several common
monomers in Table 3.4.
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Table 3.4 Rate Constants at 60°C and Activation Energies for Some
Propagation Reactions

Monomer E# (kI mol™") kpyx 107 (L mol ™' 57"
Acrylonitrile 16.2 1.96

Methyl acrylate 29.7 2.09

Methyl methacrylate 26.4 0.515

Styrene 26.0 0.165

Vinyl acetate 18.0 2.30

2-Vinyl pyridine 33.0 0.186

Source: Data from Korus, R. and O’Driscoll, K.F. in Polymer Handbook, 3rd ed.,
Brandrup, J. and Immergut, E.H. (Eds.), Wiley, New York, 1989.

Equation 3.5.3 is an important result, which can be expressed in several alternate forms:

The variation in monomer concentration may be taken into account by writing the equation in
the integrated form and treating the initiator concentration as constant at [I], over the interval
considered:

12
M1\ (ke
In <m> = —( I Mo ] ¢ (3.5.4)

where [M] = [M], at t =0.

Instead of using 2fk4 [I] for the rate of initiation, we can simply write this latter quantity as R;,
in which case the stationary-state radical concentration is
2
[Pe]s = (2R—ki[>l/ (3.5.5)
and the rate of polymerization becomes
kf, 1/2 ”
R, = (2_161) R;/“[M] (3.5.6)

If the rate of initiation is investigated independently, the rate of polymerization measures a
combination of k; and k.

Alternatively, Equation 3.3.6 and Equation 3.3.7 can be used as expressions for R; in Equation
3.5.6 to describe redox or photoinitiated polymerization.

Figure 3.3 shows some data that constitute a test of Equation 3.5.3. In Figure 3.3a, R and [M] are

plotted on a log-log scale for a constant level of redox initiator. The slope of this line, which
indicates the order of the polymerization with respect to monomer, is unity, showing that the
polymerization of methyl methacrylate is first order in monomer. Figure 3.3b is a similar plot of
the initial rate of polymerization—which essentially maintains the monomer at constant concentra-
tion—versus initiator concentration for two different monomer—initiator combinations. Each of the
lines has a slope of 1/2, indicating a half-order dependence on [I] as predicted by Equation 3.5.3.

3.5.2 Temperature Dependence of Propagation Rates

The apparent rate constant in Equation 3.5.3 follows the Arrhenius equation and yields an apparent
activation energy:

Edp

RT (3.5.7)

Ink,pp = InAgyp —



Propagation 93

10_3:""'| LA | N T T 'j
Methyl methacrylate/AIBN at 50°C
100~

F 1074
- L T ‘
- L 1]
“ T
- [~ -
- °
3 T €
~ Q:Q-
% 10F 1075}
X C [
o B i o

B Styrene/benzoyl peroxide at 60°C

Pl L1 1iinl \ B LY VT EE P R
1.0 10 10 1072 1072 107

(a) [M] (mol L) (b) (1o (mol L-1)

Figure 3.3 Log-log plots of R, versus concentration that confirm the kinetic order with respect to the
constituent varied. (a) Monomer (methyl methacrylate) concentration varied at constant initiator concentra-
tion. (Data from Sugimura, T. and Minoura, Y., J. Polym. Sci., A-1, 2735, 1966.) (b) Initiator concentration
varied: AIBN in methyl methacrylate (data from Amett, L.M., J. Am. Chem. Soc., 74, 2027, 1952) and
benzoyl peroxide in styrene (data from Mayo, F.R., Gregg, R.A., and Matheson, M.S., J. Am. Chem. Soc., 73,
1691, 1951).

The mechanistic analysis of the rate of polymerization and the fact that the separate constants
individually follow the Arrhenius equations means that

Ink
(3.5.8)

ina (s 2 E} +E}/2—Et/2
P RT

t

This enables us to identify the apparent activation energy in Equation 3.5.7 with the difference in
E* values for the various steps:

Ef Er
Edp=Ef +5 —— (3.5.9)

Equation 3.5.9 allows us to conveniently assess the effect of temperature variation on the rate of
polymerization. This effect is considered in the following example.

Example 3.3

Using typical activation energies from Table 3.2 through Table 3.4, estimate the percent change in
the rate of polymerization with a 1°C change in temperature at 50°C, for both thermally initiated
and photoinitiated polymerization.
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Solution
Write Equation 3.5.3 in the form

1
InR, = In kapp + In [M] + 3 In[1]
Taking the derivative, treating [M] and [1] as constants with respect to T while k is a function of T:

dR
dinR, = R—p" = dln kapp
Expand d In k.5, by means of the Arrhenius equation via Equation 3.5.8:
dR, Ef Ex
—L =dInd,,, — d[ =2 = 2P
R, e (RT> RT2°7

Substitute Equation 3.5.9 for E¥,;:

dRy _ B} +E§/2—EF/)2
R, RT?

Finally, we recognize that a 1°C temperature variation can be approximated as dT and that
(dRy/R;)x 100 gives the approximate percent change in the rate of polymerization. Taking average
values of E* from the appropriate tables, we obtain EX = 145, E¥ = 16.8, and Ef =249kl mol L.
For thermally initiated polymerization

dR,  (24.9 +145/2 — 16.8/2)(10°)(1)

=0.103
R, (8.314)(323)?

or 10.3% per °C.
For photoinitiation there is no activation energy for the initiator decomposition; hence
dr, (249 - 16.8/2)(10%)(1)
R,  (8.314)(323)

=1.90 x 1072

or 1.90% per °C. Note that the initiator decomposition makes the largest contribution to E*;
therefore photoinitiated processes display a considerably lower temperature dependence for the
rate of polymerization.

3.5.3 Kinetic Chain Length

Suppose we consider the ratio

—d[M]/ds
Ro/Ri = —d[1]/dt
under conditions where an initiator yields one radical, where f=1, and where the final polymer
contains one initiator fragment per molecule. For this set of conditions the ratio gives the number
of monomers polymerized per chain initiated, which is the average degree of polymerization.
A more general development of this idea is based on a quantity called the kiretic chain length .
The kinetic chain length is defined as the ratio of the number of propagation steps to the number of
initiation steps, regardless of the mode of termination:

. (3.5.10)
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where the second form of this expression uses the stationary-state condition R; = R,. The signifi-
cance of the kinetic chain length is seen in the following statements:

1. For termination by disproportionation
7 =Ny (3.5.11)

where N, is the number average degree of polymerization.
2. For termination by combination
Nq

= (3.5.12)

3. v is an average quantity—indicated by the overbar—since not all kinetic chains are identical
any more than all molecular chains are.

Using Equation 3.5.3 and Equation 3.4.4 for R, and R,, respectively, we write
kp[P-1M] _ kp[M]

= = 3.513
YT  2kiP ] G213
This may be combined with Equation 3.4.10 to give the stationary-state value for »:

kp[M kp[M
7= o[M] p[M] (3.5.14)

2k e/ k)2 2( fhka[I]) 2

As with the rate of polymerization, we see from Equation 3.5.14 that the kinetic chain length
depends on the monomer and initiator concentrations and on the constants for the three different
kinds of kinetic processes that constitute the mechanism. When the initial monomer and initiator
concentrations are used, Equation 3.5.14 describes the initial polymer formed. The initial degree of
polymerization is a measurable quantity, so Equation 3.5.14 provides a second functional rela-
tionship, distinct from Equation 3.5.3, among experimentally available quantities—N,, [M], [1]—
and theoretically important parameters—=k, k;, and k4. Note that the mode of termination, which
establishes the connection between ¥ and N,, and the value of f are both accessible through
endgroup characterization. Thus we have a second equation with three unknowns; one more
independent equation and the evaluation of the individual kinetic constants from experimental
results will be feasible.

There are several additional points about Equation 3.5.14 that are worthy of comment. First it
must be recalled that we have intentionally ignored any kinetic factors other than initiation,
propagation, and termination. We shall see in Section 3.8 that another process, chain transfer,
has significant effects on the molecular weight of a polymer. The result we have obtained,
therefore, is properly designated as the kinetic chain length without transfer. A second observation
is that 7 depends not only on the nature and concentration of the monomer, but also on the nature
and concentration of the initiator. The latter determines the number of different sites competing for
the addition of monomer, so it is not surprising that # is decreased by increases in either k4 or [I].
Finally, we observe that both k, and k; are properties of a particular monomer. The relative
molecular weight that a specific monomer tends toward—all other things being equal—is charac-
terized by the ratio kp/kt”2 for a monomer. Using the values in Table 3.3 and Table 3.4, we see that
kp/k,”2 equals 0.678 for methyl acrylate and 0.0213 for styrene at 60°C. The kinetic chain length for
poly(methyl acrylate) is thus expected to be about 32 times greater than for polystyrene if the two
are prepared with the same initiator (k4) and the same concentrations [M] and [I]. Extension of this
type of comparison to the degree of polymerization requires that the two polymers compared show
the same proportion of the modes of termination. Thus for vinyl acetate (subscript V) relative to
acrylonitrile (subscript A) at 60°C, with the same provisos as above, Dy/Ps =6 while
N, v/N, A =3 because of the differences in the mode of termination for the two.
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The proviso “all other things being equal” in discussing the last point clearly applies to
temperature as well, since the kinetic constants can be highly sensitive to temperature. To evaluate
the effect of temperature variation on the molecular weight of an addition polymer, we follow the
same sort of logic as was used in Example 3.3:

1. Take logarithms of Equation 3.5.14:
_ - M]
In 7 = Inkp(kika) "2 + In (W) (3.5.15)

2. Differentiate with respect to T, assuming the temperature dependence of the concentrations is
negligible compared to that of the rate constants:

%_j: =dlInk, — 1/2dIn (kkq) (3.5.16)
3. By the Arrhenius equation d In k= —d(E*/RT) = (E*/ RT?) dT; therefore

5 * _ R/ _ X
dv _ Ef - Ef [2-Ei)2 o
7 RT?

(3.5.17)

It is interesting to compare the application of this result to thermally initiated and photoinitiated
polymerizations as we did in Example 3.3. Again using the average values of the constants from
Table 3.2 through Table 3.4 and taking T= 50°C, we calculate that ¥ decreases by about 6.5% per
°C for thermal initiation and increases by about 2% per °C for photoinitiation. It is clearly the large
activation energy for initiator dissociation that makes the difference. This term is omitied in the
case of photoinitiation, where the temperature increase produces a bigger effect on propagation
than on termination. On the other hand, for thermal initiation an increase in temperature produces a
large increase in the number of growth centers, with the attendant reduction of the average kinetic
chain length.

Photoinitiation is not as important as thermal initiation in the overall picture of free-radical
chain-growth polymerization. The foregoing discussion reveals, however, that the contrast
between the two modes of initiation does provide insight into, and confirmation of, various aspects
of addition polymerization. The most important application of photoinitiated polymerization is in
providing a third experimental relationship among the kinetic parameters of the chain mechanism.
We shall consider this in the next section.

3.6 Radical Lifetime

In the preceding section we observed that both the rate of polymerization and the degree of
polymerization under stationary-state conditions can be interpreted to yield some cluster of the
constants k;, k,, and ky. The situation is summarized diagrammatically in Figure 3.4. The circles at
the two bottom corners of the triangle indicate the particular grouping of constants obtainable from
the measurement of Ry, or N, as shown. By combining these two sources of data in the manner
suggested in the boxes situated along the lines connecting these circles k4 can be evaluated, as well
as the ratio kglkt. Using this stationary-state data, however, it is not possible to further resolve the
propagation and termination constants. Another relationship is needed to do this. A quantity called
the radical lifetime T supplies the additional relationship and enables us to move off the base of
Figure 3.4.

To arrive at an expression for the radical lifetime, we return to Equation 3.5.1, which may be
interpreted as follows:

1. —d[M)/dt gives the rate at which monomers enter polymer molecules. This, in turn, is given by
the product of number of growth sites, [P-], and the rate at which monomers add to each



Radical Lifetime 97

?
Y
1
(kikg) 2
%Q/ N =
\
(54 W
ky il
ks p
kt‘/é kt’/z
Fo_ g,
/] Nn kp
Ry—| & <— - -—N
P P\ ki 0 (kdkt)/z 4
RyN, = k21K,

Figure 3.4 Schematic relationship among the various experimental quantities (R,, Ny, and 7) and the rate
constants kg, kp, and k; derived therefrom.

growth site. On the basis of Equation 3.5.1, the rate at which monomers add to a radical is
given by kp[M].

2. If k[M] gives the number of monomers added per unit time, then 1/k[M] equals the time
elapsed per monomer addition.

3. If we multiply the time elapsed per monomer added to a radical by the number of monomers in
the average chain, then we obtain the time during which the radical exists. This is the
definition of the radical lifetime. The number of monomers in a polymer chain is, of course,
the degree of polymerization. Therefore we write

Na
koM

(3.6.1)

T =

4. The degree of polymerization in Equation 3.6.1 can be replaced with the kinetic chain length,
and the resulting expression simplified. To proceed, however, we must choose between the
possibilities described in Equation 3.5.11 and Equation 3.5.12. Assuming termination by
disproportionation, we replace N, by 7, using Equation 3.5.14:

ko[M] 1 1
2 fikallD)/? koIM] — 2(fika[ID)'/?

(3.6.2)

7=

5. The radical lifetime is an average quantity, as indicated by the overbar.
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We shall see presently that the lifetime of a radical can be measured. When such an experiment is
conducted with a known concentration of initiator, then the cluster of constants (kkq)~ % can be
evaluated. This is indicated at the apex of the triangle in Figure 3.4.

There are several things about Figure 3.4 that should be pointed out:

1. In going from the experimental quantities Ry, N, and 7 to the associated clusters of kinetic
constants, it has been assumed that the monomer and initiator concentrations are known and
essentially constant. In addition, the efficiency factor f has been left out, the assumption being
that still another type of experiment has established its value.

2. By following the lines connecting two sources of circled information, the boxed result in the
perimeter of the triangle may be established. Thus &, is evaluated from 7 and N,

3. Here &, can be combined with one of the various k,/k; ratios to permit the evaluation of k..

We can use the constants tabulated elsewhere in the chapter to get an idea of a typical
radical lifetime. Choosing 10~ mol L™! AIBN as the initiator (k4=0.85 x 107> s™! at 60°C)
and vinyl acetate as the monomer (terminates entirely by disproportionation, k&, =2.9 x 10" L
mol™' s7' at 60°C), and taking f=1 for the purpose of calculation, we find
7 = 0.5[(1.0)(2.9 x 107)(0.85 x 1073)(1073)]1/2 = 1.01 5. This figure contrasts sharply with the
time required to obtain high-molecular-weight molecules in step-growth polymerizations.

Since the radical lifetime provides the final piece of information needed to independently
evaluate the three primary kinetic constants—remember, we are still neglecting chain transfer—
the next order of business is a consideration of the measurement of 7. A widely used technique for
measuring radical lifetime is based on photoinitiated polymerization using a light source,
which blinks on and off at regular intervals. In practice, a rotating opaque disk with a wedge
sliced out of it is interposed between the light and the reaction vessel. Thus the system is in
darkness when the solid part of the disk is in the light path and is illuminated when the notch
passes. With this device, called a rotating sector or chopper, the relative lengths of light and dark
periods can be controlled by the area of the notch, and the frequency of the flickering by the
velocity of rotation of the disk. We will not describe the rotating sector experiments in detail. It is
sufficient to note that, with this method, the rate of photoinitiated polymerization is studied as a
function of the time of illumination with the rapidly blinking light. The resuits show the rate of
polymerization dropping from one plateau value at slow blink rates (“long” bursts of illumination)
to a lower plateau at fast blink rates (“short” periods of illumination). A plot of the rate of
polymerization versus the duration of an illuminated interval resembles an acid-base titration
curve with a step between the two plateau regions. Just as the “step” marks the end point of a
titration, the “step” in rotating sector data identifies the transition between relatively long and
short periods of illumination. Here is the payoff: “long” and “short” times are defined relative to
the average radical lifetime. Thus 7 may be read from the time axis at the midpoint of the transition
between the two plateaus.

This qualitative description enables us to see that the radical lifetime described by Equation
3.6.2 is an experimentally accessible quantity. More precise values of T may be obtained by curve
fitting since the nonstationary-state kinetics of the transition between plateaus have been analyzed
in detail. To gain some additional familiarity with the concept of radical lifetime and to see how
this quantity can be used to determine the absolute value of a kinetic constant, consider the
following example:

Example 3.4

The polymerization of ethylene at 130°C and 1500 atm was studied using different concentrations
of the initiator, 1-z-butylazo-1-phenoxycyclohexane. The rate of initiation was measured directly
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and radical lifetimes were determined using the rotating sector method. The following results were
: ¥
obtained.

Run #(s) Ry x 10°molL~!s™Y

5 0.73 2.35
6 0.93 1.59
8 0.32 12.75
12 0.50 5.00
13 0.29 14.95

Demonstrate that the variations in the rate of initiation and 7 are consistent with free-radical
kinetics, and evaluate k..

Solution

Since the rate of initiation is measured, we can substitute R; for the terms (2fk4[I})
3.6.2 to give

2 in Equation

T= ! or k = L
T kR T 27R,

If the data follow the kinetic scheme presented here, the values of k, calculated for the different
runs should be constant:

Run k. x 1078 (L mol™'s™H
5 3.99
6 3.64
8 3.83

12 4.00

13 3.98

Average 3.89

Even though the rates of initiation span almost a 10-fold range, the values of &, show a standard
deviation of only 4%, which is excellent in view of the inevitable experimental errors. Note that the
rotating sector method can be used in high-pressure experiments and other unusual situations, a
highly desirable characteristic it shares with many optical methods in chemistry.

3.7 Distribution of Molecular Weights

Until this point in the chapter we have intentionally avoided making any differentiation among
radicals on the basis of the degree of polymerization of the radical. Now we seek a description of
the molecular weight distribution of addition polymer molecules. Toward this end it becomes
necessary to consider radicals with different i values.

3.7.1 Distribution of i-mers; Termination by Disproportionation

We begin by writing a kinetic expression for the concentration of radicals of the degree of
polymerization i, which we designate [Py ]. This rate law will be the sum of three contributions:

Data from T. Takahashi and P. Ehrlich, Polym. Prepr. Am. Chem. Soc. Polym. Chem. Div., 22, 203 (1981).
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1. An increase that occurs by addition of monomer to the radical P;_*
2. A decrease that occurs by addition of a monomer to the radical P;»
3. A decrease that occurs by the termination of P» with any other radical P

The change in [P;] under stationary-state conditions equals zero for all values of i; hence we
can write
d[P;]

@ = eMIPi—p] = kp[MI[P;] — 2k [P ](P] = 0 (3.7.1)

which can be rearranged to

Pr] kM)
[Pioir] &pIM] + 2k [P-] (3.7.2)

Dividing the numerator and denominator of Equation 3.7.2 by 2k, [P+] and recalling the definition
of ¥ provided by Equation 3.5.13 enables us to express this result more succinctly as

(Pr] 7

= 3.7.3
[Piire] 14w ( )
Next let us consider the following sequence of multiplications:
Pe] [Piye] [Piepe Pi e -
[Pl [Picye] [Pi2e]  [Picgyr] _ [Prr] (3.7.4)

[Pii] [Pize] [Pics*]  [Picg_1y']  [Pye]

This shows that the number of i-mer radicals relative to the number of the smallest radicals is given
by multiplying the ratio [P;]/ [P;_,*] by i — 2 analogous ratios. Since each of the individual ratios
is given by v/(1 + P), we can rewrite Equation 3.7.4 as

- i—2
&&ﬂ&ﬁ@i) (3.7.5)
or
v (i—1)-1
Pire]=[Pr) (E) (3.7.6)

Since it is more convenient to focus attention on i-mers than (i—1)-mers, the corresponding
expression for the i-mer is written by analogy:

— i—1
[Pr] = [Py-] (ﬁy) (3.7.7)

Dividing both sides of Equation 3.7.7 by [P+], the total radical concentration, gives the number
(or mole) fraction of i-mer radicals in the total radical population. This ratio is the same as the
number of i-mers n; in the sample containing a total of » (no subscript) polymer molecules:

o [Pl [Pl B YT
M TP P (1 T ,—,) (3.7.8)

The ratio [Py-]/[P-] in Equation 3.7.8 can be eliminated by applying Equation 3.7.1 explicitly to the
P, radical:

1. Write Equation 3.7.1 for P;+, remembering in this case that the leading term describes initiation:

d[P;-
—[d—;—] =Ri — kp[M][Py*] = 2k[P*][P-] = 0 (3.7.9)
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9. Rearrange under stationary-state conditions:
Ri

Pre) = oM = 26

(3.7.10)

The total radical concentration under stationary-state conditions can be similarly obtained.
3. Write Equation 3.4.9 using the same notation for initiation as in Equation 3.7.9:

9[(%'—]=Ri - 2[PTF =0 (3.7.11)

4. Rearrange under stationary-state conditions:

R;
(P-]= 2P (3.7.12)
5. Take the ratio of Equation 3.7.10 to Equation 3.7.12:
Py 2k [P 1
Pl _ dlad (3.7.13)

] KMl +2k[P-] 1+

Combining Equation 3.7.13 with Equation 3.7.8 gives

n 1 v\ 1 Y
_ni_ !
M=y 1+17<1+17> 17(1+17> (3.7.14)

This expression gives the number fraction or mole fraction, x;, of i-mers in the polymer and is thus
equivalent to Equation 2.4.2 for step-growth polymerization.

The kinetic chain length ¥ may also be viewed as merely a cluster of kinetic constants and
concentrations, which was introduced into Equation 3.7.13 to simplify the notation. As an
alternative, suppose we define for the purposes of this chapter a fraction p such that

P kM)
L+7 kp[M] + 2k[P-]

p= (3.7.15)

It follows from this definition that 1/(1 + ) = 1 — p, so Equation 3.7.14 can be rewritten as
;i i-1
X; =;=(1 —p)p 3.7.16)

This change of notation now expresses Equation 3.7.14 in exactly the same form as its equivalent
in Section 2.4. In other words, the distribution of chain lengths is the most probable distribution,
just as was the case for step-growth polymerization! Several similarities and differences should be
noted in order to take full advantage of the parallel between this result and the corresponding
material for condensation polymers in Chapter 2:

I. In Chapter 2, p was defined as the fraction (or probability) of functional groups that had
reacted at a certain point in the polymerization. According to the current definition provided
by Equation 3.7.15, p is the fraction (or probability) of propagation steps among the com-
bined total of propagation and termination steps. The quantity 1 — p is therefore the fraction
(or probability) of termination steps. An addition polymer with the degree of polymerization
i has undergone i — 1 propagation steps and one termination step. Therefore it makes sense to
describe its probability in the form of Equation 3.7.16.

2. It is apparent from Equation 3.7.15 that p — 1 as ¥ — oo; hence those same conditions
that favor the formation of a high-molecular-weight polymer also indicate p values close
to unity.
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3. In Chapter 2 all molecules—whether monomer or i{-mers of any i—carry functional groups;
hence the fraction described by Equation 2.4.1 applies to the entire reaction mixture. Equation
3.7.16, by contrast, applies only to the radical population. Since the radicals eventually end up
as polymers, the equation also describes the polymer produced. Unreacted monomers are
specifically excluded, however.

4. Only one additional stipulation needs to be made before adapting the results that follow from
Equation 2.4.1 to addition polymers. The mode of termination must be specified to occur by
disproportionation to use the results of Section 2.4 in this chapter, since termination by
combination obviously changes the molecular weight distribution. We shall return to the
case of termination by combination presently.

5. Fortermination by disproportionation (subscript d), we note that p = k,[M]/(k,[M] + 2k, 4[ P+ ]),
and therefore by analogy with Equation 2.4.5, Equation 2.4.9, and Equation 2.4.10,

1
(Nn)g = i———p 3.7.17)
1
Moy = L (3.7.18)
—-p
Ny
(—)=1+p—>2 as p—1 (3.7.19)
Nn J4

By virtue of Equation 3.7.15, (N,)4 can also be written as 1 4+ ¥ = p for large #, which is
the result already obtained in Equation 3.5.11. Figure 2.5 and Figure 2.6 also describe the
distribution by number and weight of addition polymers, if the provisos enumerated above
are applied.

3.7.2 Distribution of i-mers: Termination by Combination

To deal with the case of termination by combination, it is convenient to write some reactions by
which an i-mer might be formed. Table 3.5 lists several specific chemical reactions and the
corresponding rate expressions as well as the general form for the combination of an (i — j)-mer
and a j-mer. On the assumption that all £, values are the same, we can write the total rate of
change of {P;]:

dIP; i1
(ET]> = ke S P TIP] (3.7.20)
tot =1

The fraction of i-mers formed by combination may be evaluated by dividing
d[P;]/dt by }_,d[P;]/ds. Assuming that termination occurs exclusively by combination, then

d[p;]

— .12
Z - = ki o[P+] (3.7.21)

and the number or mole fraction of i-mers formed by combination (subscript ¢) is
i-1

(n[) _d[Rid/de ke Zj:l (Picj1(Py]

<

> dIpl/de ko [P T2 (3.7.22)

n

Equation 3.7.16 can be used to relate [P;_;+] and [P;+] to the total radical concentration:

[Pijel =1 —pp ' [P] (3.7.23)
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Table 3.5 Some Free-Radical Combination Reactions
Which Yield i-mers and Their Rate Laws

Reaction Rate law
. e « — P d P,‘
Py +Pr — P A ket 1Pre)
d[P;
Py +Pr — P, T ketp P
d[P;
Pi_y +P3» =P % = k¢ [Pi_3+][P3+]
: d[P; :
P +Br — P, T ketp )
and
Prl=(1—p)pY V[P (3.7.24)
Therefore
i-1 i i
n) ke (1=p)p 7 [P)1 = p)p/'[P]
(Zc_ ki o [P+ 12

ol (3.7.25)
=Y 1-pyp?
j=1

The index j drops out of the last summation; we compensate for this by multiplying the final result
by i—1 in recognition of the fact that the summation adds up i—1 identical terms. Accordingly, the
desired result is obtained:

G§=&=a—nu—mwﬂ (3.7.26)
n/c

This expression is plotted in Figure 3.5 for several values of p near unity. Although it shows the
number distribution of polymers terminated by combination, the distribution looks quite different
from Figure 2.5, which describes the number distribution for termination by disproportionation. In
the latter x; decreases monotonically with increasing i. With combination, however, the curves go
through a maximum, which reflects the fact that the combination of two very small or two very
large radicals is a less probable event than a more random combination.

Expressions for the various averages are readily derived from Equation 3.7.26 by procedures
identical to those used in Section 2.4 (see Problem 6). We only quote the final results for the case
where termination occurs exclusively by combination:

Voo = (3.7.27)
Ny, = ?ﬂ (3.7.28)
-P
Ny\ 2+4p
<ﬁi__7_ (3.7.29)

These various expressions differ from their analogs in the case of termination by disproportiona-
tion by the appearance of occasional 2’s. These terms arise precisely because two chains are
combined in this mode of termination. Again using Equation 3.7.15, we note that
(Nn). = 2(1 + ) = 27 for large P, a result that was already given as Equation 3.5.12.
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Figure 3.5 Mole fraction of i-mers as a function of / for termination by combination, according to Equation
3.7.26, for various values of p.

One rather different result that arises from the case of termination by combination is seen by
examining the limit of Equation 3.7.29 for large values of p:

N, 241
-zt

NS s pod (3.7.30)

This contrasts with a limiting ratio of 2 for the case of termination by disproportionation. Since M|,
and M,, can be measured, the difference is potentially a method for determining the mode of
termination in a polymer system. In most instances, however, termination occurs by some
proportion of both modes. Furthermore, other factors in the polymerization such as transfer,
autoacceleration, etc., will also contribute to the experimental molecular weight distribution, so
in general it is risky to draw too many conclusions about mechanisms from the measured
distributions. Also, we have used p and ¥ to describe the distribution of molecular weights, but
it must be remembered that these quantities are defined in terms of various concentrations and
therefore change as the reactions proceed. Accordingly, the results presented here are most simply
applied at the start of the polymerization reaction when the initial concentrations of monomer and
initiator can be used to evaluate p or 7.

3.8 Chain Transfer

The three-step mechanism for free-radical polymerization represented by Reaction (3.A) through
Reaction (3.C) does not tell the whole story. Another type of free-radical reaction, called chain
transfer, may also occur. This is unfortunate in the sense that it further complicates the picture
presented so far. On the other hand, this additional reaction can be turned into an asset in
actual polymer practice. One consequence of chain transfer reactions is a lowering of the kinetic
chain length and hence the molecular weight of the polymer, without necessarily affecting the
rate of polymerization. A certain minimum average molecular weight is often needed to achieve
a desired physical property, but further increases in chain length simply make processing
more difficult.



Chain Transfer 105

3.8.1 Chain Transfer Reactions

Chain transfer arises when hydrogen or some other atom X is transferred from a molecule in the
system to the polymer radical. This terminates the growth of the original radical but replaces it with
anew one: the fragment of the species from which X was extracted. These latter molecules will be
designated by attaching the letter X to their symbol in this discussion. Thus if chain transfer
involves an initiator molecule, we represent the latter as IX. Chain transfer can occur with any
molecule in the system. The following reactions specifically describe transfer to initiator, mono-
mer, solvent, and polymer molecules, respectively:

1. Transfer to initiator, IX:

Pr +IX—>PX+I (3.K)
2. Transfer to monomer, MX:

Pr +MX — PX + M- 3.L)
3. Transfer to solvent, SX:

Pr +SX - PX+ S (3.M)
4. Transfer to polymer, P;X:

P +PX - P X+ Pjr 3.N)
5. General transfer to RX:

P# +RX — P;X +R- (3.0)

It is apparent from these reactions how chain transfer lowers the molecular weight of a chain-
growth polymer. The effect of chain transfer on the rate of polymerization depends on the rate at
which the new radicals reinitiate polymerization:

kg kp
R- +M — RM: ——— RP; 3.p)

If the rate constant kg is comparable to k,, the substitution of a polymer radical with a new radical
has little or no effect on the rate of polymerization. If kg < k,, the rate of polymerization will be
decreased, or even effectively suppressed by chain transfer.

The kinetic chain length acquires a slightly different definition in the presence of chain transfer.
Instead of being simply the ratio R,/R,, it is redefined to be the rate of propagation relative to the
rates of all other steps that compete with propagation; specifically, termination and transfer
(subscript tr):

Rp
S 3.8.1
Vir Rt ¥ Rtr ( )
The transfer reactions follow second-order kinetics, the general rate law being
Ry = k[P ][RX] (3.8.2)

where k,, is the rate constant for chain transfer to a specific compound RX. Since chain transfer can
occur with several different molecules in the reaction mixture, Equation 3.8.1 becomes

Ve = ko[P+JIM)/{ 2 [P+ T + ket [P JIX] + kugga [P JIMX] + ke s [P+ J[SX] + ke, [P- 1P, X] )
~ ey [M]
2[P] + D kirr[RX]

(3.8.3)
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where the summation is over all pertinent RX species. It is instructive to examine the reciprocal of
this quantity:

. X
_izzkl[P]Jeru,R[R ] (3.8.4)
Ve kp[M] kp[M]

Since the first term on the right-hand side is the reciprocal of the kinetic chain length in the absence
of transfer, this becomes

11 +Zku,R[RX] 355)
Dy D kp[M] o
This notation is simplified still further by defining the ratio of constants
k
SR _ Cox (3.8.6)
ky
which is called the chain transfer constant for the monomer in question to molecule RX:
1 1 [RX]
— == Crx —— 387
RIS v @57

all RX

It is apparent from this expression that the larger the sum of chain transfer terms becomes, the
smaller will be 7.

The magnitude of the individual terms in the summation depends on both the specific chain
transfer constants and the concentrations of the reactants under consideration. The former are
characteristics of the system and hence quantities over which we have little control; the latter can
often be adjusted to study a particular effect. For example, chain transfer constants are generally
obtained under conditions of low conversion to polymer where the concentration of polymer is low
enough to ignore the transfer to polymer. We shall return below to the case of high conversions
where this is not true.

3.8.2 Evaluation of Chain Transfer Constants

If an experimental system is investigated in which only one molecule is significantly involved in
transfer, then the chain transfer constant to that material is particularly straightforward to obtain. If
we assume that species SX is the only molecule to which transfer occurs, Equation 3.8.7 becomes

1 1 [SX]

e 7 + Csx [M] (3.8.8)
This suggests that polymerizations should be conducted at different ratios of [SX]/[M] and the
resulting molecular weight measured for each. Equation 3.8.8 indicates that a plot of 1/, versus
[SX]/[M] should be a straight line with slope Csx. Figure 3.6 shows this type of plot for the
polymerization of styrene at 100°C in the presence of four different solvents. The fact that all show
a common intercept as required by Equation 3.8.8 shows that the rate of initiation is unaffected by
the nature of the solvent. The following example examines chain transfer constants evaluated in
this situation.

Example 3.5

Estimate the chain transfer constants for styrene to isopropylbenzene, ethylbenzene, toluene, and
benzene from the data presented in Figure 3.6. Comment on the relative magnitude of these
constants in terms of the structure of the solvent molecules.
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Figure 3.6 Effect of chain transfer to solvent according to Equation 3.8.8 for polystyrene at 100°C.
Solvents used were ethylbenzene (@), isopropylbenzene (O), toluene (A), and benzene (). (Data from
Gregg, R.A. and Mayo, F.R., Discuss. Faraday Soc., 2, 328, 1947. With permission.).

Solution

The chain transfer constants are given by Equation 3.8.8 as the slopes of the lines in Figure 3.6.
These are estimated to be as follows (note that X =H in this case):

SX i-C3H7(CgHs) CoHs(CeHs)  CH3(CgHs)  H(CsHs)

Csx X 10* 2.08 1.38 0.55 0.16

The relative magnitudes of these constants are consistent with the general rule that benzylic
hydrogens are more readily abstracted than those attached directly to the ring. The reactivity of
the benzylic hydrogens themselves follows the order tertiary > secondary > primary, which is a
well-established order in organic chemistry. The benzylic radical resulting from hydrogen abstrac-
tion is resonance stabilized. For toluene, as an example,

H._H H._H Ho H H._H

In certain commercial processes it is essential to regulate the molecular weight of the polymer either
for ease of processing or because low molecular weight products are desirable for particular applica-
tions such as lubricants or plasticizers. In such cases the solvent or chain transfer agent is chosen and its
concentration selected to produce the desired value of ;. Certain mercaptans have particularly large
chain transfer constants for many common monomers and are especially useful for molecular weight
regulation. For example, styrene has a chain transfer constant for n-butyl mercaptan equal to 21 at 60°C.
This is about 107 times larger than the chain transfer constant to benzene at the same temperature.

Chain transfer to initiator or monomer cannot always be ignored. It may be possible, however,

to evaluate these transfer constants by conducting a similar analysis on polymerizations without
added solvent or in the presence of a solvent for which Cgx is known to be negligibly small. Fairly
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extensive tables of chain transfer constants have been assembled on the basis of investigations of
this sort. For example, the values of Cyrx for acrylamide at 60°C is 6 x 107>, and that for vinyl
chloride at 30°C is 6.3 x 10™*. Likewise, for methyl methacrylate at 60°C, Cry is 0.02 to benzoyl
peroxide and 1.27 to z-butyl hydroperoxide.

3.8.3 Chain Transfer to Polymer

As noted above, chain transfer to polymer does not interfere with the determination of other transfer
constants, since the latter are evaluated at low conversions. In polymer synthesis, however, high
conversions are desirable and extensive chain transfer can have a dramatic effect on the properties of
the product. This comes about since chain transfer to polymer introduces branching into the product:

N P N X e S 3.0)
Y

Y X YR,

A moment’s reflection reveals that the effect on ¥ of transfer to polymer is different from the
effects discussed above inasmuch as the overall degree of polymerization is not decreased by such
transfers. Investigation of chain transfer to polymer is best handled by examining the extent of
branching in the product. We shall not pursue the matter of evaluating the transfer constants, but
shall consider describing two important specific examples of transfer to polymer.

Remember from Section 1.3 that graft copolymers have polymeric side chains that differ in the
nature of the repeat unit from the backbone. These can be prepared by introducing a prepolymer-
ized sample of the backbone polymer into a reactive mixture—i.e., one containing a source of free
radicals—of the side-chain monomer. As an example, consider introducing 1,4-polybutadiene into
a reactive mixture of styrene:

. H .
. s Styrene (.R)
_n

This procedure is used commercially to produce rubber-modified or high impact polystyrene (HIPS).
The polybutadiene begins to segregate from the styrene as it polymerizes (see Chapter 7 to learn
why), but is prevented from undergoing macroscopic phase separation due to the covalent linkages to
polystyrene chains. Consequently, small (micron-sized) domains of polybutadiene rubber are
distributed throughout the glassy polystyrene matrix. These “rubber balls” are able to dissipate
energy effectively (see Chapter 10 and Chapter 12), and counteract the brittleness of polystyrene.

A second example of chain transfer to polymer is provided by the case of polyethylene. In this
case the polymer product contains mainly ethyl and butyl side chains. At high conversions such
side chains may occur as often as once every 15 backbone repeat units on the average. These short
side chains are thought to arise from transfer reactions with methylene hydrogens along the same
polymer chain. This process is called backbiting and reminds us of the stability of rings of certain
sizes and the freedom of rotation around unsubstituted bonds:

~, HH Me
[\;\/ — + H,C=CH, —>

l nH,C =CH,

n
Me

-

1 efc.

(3.9
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However, transfer to polymer can also produce long-chain branches. The commercial product
known as low density polyethylene is formed by a free-radical mechanism in a process conducted
at high pressure. The presence of long-chain branches inhibits crystallization (see Chapter 13), and
therefore results in a lower density product. These branches also have a profound effect on the flow
properties of the material (see Chapter 11).

3.8.4 Suppressing Polymerization

We conclude this section by noting an extreme case of chain transfer, a reaction that produces
radicals of such low reactivity that polymerization is effectively suppressed. Reagents that
accomplish this are added to commercial monomers to prevent their premature polymerization
during storage. These substances are called either retarders or inhibirors, depending on the degree
of protection they afford. Such chemicals must be removed from monomers before use, and failure
to achieve complete purification can considerably affect the polymerization reaction. Inhibitors
and retarders differ in the extent to which they interfere with polymerization, but not in their
essential activity. An inhibitor is defined as a substance that blocks polymerization completely
until it is either removed or consumed. Thus failure to totally eliminate an inhibitor from purified
monomer will result in an induction period in which an inhibitor is first converted to an inert
form before polymerization can begin. A retarder is less efficient and merely slows down the
polymerization process by competing for radicals.
Benzoquinone [III] is widely used as an inhibitor:

. . —_ O O+ — Inert products (3.1
ceown — O

O

]
[II1]

The resulting radical is stabilized by electron delocalization and eventually reacts with either
another inhibitor radical by combination (dimerization) or disproportionation or with an inhibitor
or other radical. Another commonly used inhibitor is 2,6-di-tert-butyl-4-methylphenol (butylated
hydroxytoluene, or BHT):

M H
Me e O MeMe
Me Me

Me

which is also known as an antioxidant. Such free-radical scavengers often act as antioxidants, in
that the first stage of oxidative attack generates a free radical.

Molecular oxygen contains two unpaired electrons and has the distinction of being capable of
both initiating and inhibiting polymerization. Molecular oxygen functions in the latter capacity by
forming the relatively unreactive peroxy radical:

O,+M: —-M-0-0- 3.U)

Inhibitors are characterized by inhibition constants, which are defined as the ratio of the rate
constant for transfer to inhibitor to the propagation constants for the monomer, by analogy
with Equation 3.8.6 for chain transfer constants. For styrene at 50°C the inhibition constant of
p-benzoquinone is 518, and that for O; is 1.5 x 10*. The Polymer Handbook [1] is an excellent
source for these and most other rate constants discussed in this chapter.
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3.9 Chapter Summary

In this chapter we have explored chain growth or addition polymerization, as exemplified by the
free-radical mechanism. This particular polymerization route is the most prevalent from a commer-
cial perspective, and is broadly applicable to a wide range of monomers, especially those containing
carbon—carbon double bonds. The main points of the discussion may be summarized as follows:

1. In comparison with step-growth polymerization, free-radical polymerization can lead to much
higher molecular weights and in much shorter times, although the resulting distributions of
molecular weight are comparably broad.

2. There are three essential reaction steps in a chain-growth polymerization: initiation, propagation,
and termination. A wide variety of free-radical initiators are available; the most common act by
thermally induced cleavage of a peroxide or azo linkage. Propagation occurs by head-to-tail
addition of a monomer to a growing polymer radical, and is typically very rapid. Termination
occurs by reaction between two radicals, either by direct combination or by disproportionation.

3. A fourth class of reactions, termed transfer reactions, is almost always important in practice.
The primary effect of transfer of a radical from a growing chain to another molecule is to
reduce the average degree of polymerization of the resulting polymer chains, but in some cases
it can also lead to interesting architectural consequences in the final polymer.

4. Kinetic analysis of the distribution of chain lengths is made tractable by three key assump-
tions. The steady-state approximation requires that the net rates of initiation and termination
be equal; thus the total concentration of radicals is constant. The same approximation extends
to the concentration of each radical species individually. The principle of equal reactivity
asserts that a single rate constant describes each propagation step and each termination step,
independent of the degree of polymerization of the radicals involved. Thirdly, transfer
reactions are assumned to be absent.

5. The aforementioned assumptions are most successful in describing the early stages of poly-
merization, before a host of competing factors become significant, such as depletion of
reactants, loss of mobility of chain radicals, etc. Under these assumptions explicit expressions
for the number and weight distribution of polymer chains can be developed. In the case that
termination occurs exclusively by disproportionation, the result is a most probable distribution
of molecular weights, just as with step-growth polymerization. Termination by recombination,
on the other hand, leads to a somewhat narrower distribution, with M,,/M,, = 1.5 rather than 2.

Problems

1. The efficiency of AIBN in initiating polymerization at 60°C was determined! by the following
strategy. They measured R, and ¥ and calculated R; = R,/#. The constant k4 was measured
directly in the system, and from this quantity and the measured ratio R,/ the fraction f could
be determined. The following results were obtained for different concentrations of initiator:

MEL™"  Ry/p x 108 (mol L' s7h)

0.0556 0.377
0.250 1.57
0.250 1.72
1.00 6.77
1.50 10.9
2.50 17.1

Using kq=10.0388 h™!, evaluate f from these data.

tic. Bevington, J.H. Bradbury, and G.M. Burnett, J. Polym. Sci., 12, 469 (1954).
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2. AIBN was synthesized using '“C-labeled reagents and the tagged compound was used to
initiate polymerization to methyl methacrylate and styrene. Samples of initiator and
polymers containing initiator fragments were burned to CO,. The radioactivity of uniform
(in sample size and treatment) CO, samples was measured in counts per minute (cpm) by a
suitable Geiger counter. A general formula for poly(methyl methacrylate) with its initiator
fragments is (CsHgO,),(C,HgN),,, where n is the degree of polymerization for the polymer
and m is either 1 or 2, depending on the mode of termination. The specific activity measured
in the CO,, resulting from combustion of the polymer relative to that produced by the
initiator is

Activity of C in polymer  4m _ 4m
Activity of C in initiator Sn+4m  5n

From the ratio of activities and measured values of n, the average number of initiator
fragments per polymer can be determined.

Carry out a similar argument for the ratio of activities for polystyrene and evaluate the
average number of initiator fragments per molecule for each polymer from the following data.f
For both sets of data, the radioactivity from the labeled initiator gives 96,500 cpm when
converted to CO,.

Methyl methacrylate Styrene
M, Counts per minute M, Counts per minute
444,000 20.6 383,000 25.5
312,000 30.1 117,000 86.5
298,000 29.0 114,000 89.5
147,000 60.5 104,000 96.4
124,000 76.5 101,000 113.5
91,300 103.4
89,400 104.6

3. In the research described in Example 3.4, the authors measured the following rates of
polymerization:

Run number R, x 10* (mol L™" 57"

5 3.40
6 224
8 6.50
12 5.48
13 7.59

They also reported a &, value of 1.2 x 10* L mol~! s, but the concentrations of monomer in
each run were not given. Use these values of R, and k; and the values of 7 and £ given in
Example 3.4 to evaluate [M] for each run. As a double check, evaluate [M] from these values
of R;, (and k) and the values of R; and ; given in the example.

tic. Bevington, H.W. Melville, and R.P. Taylor, J. Polym. Sci., 12, 449 (1954).
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4. Amett' initiated the polymerization of methyl methacrylate in benzene at 77°C with AIBN and
measured the initial rates of polymerization for the concentrations listed:

M] (mol L™ [Mo x 10* (molL™") R, x 10° (mol L™} min™")
P

9.04 2.35 11.61
8.63 2.06 10.20
7.19 2.55 9.92
6.13 228 1.75
4.96 3.13 7.31
4.75 1.92 5.62
422 2.30 5.20
4.17 5.81 7.81
3.26 2.45 4.29
207 2.11 2.49

Use these data to evaluate the cluster of constants ( fkd/kt)l/zkp at this temperature. Evaluate
kp/kt” % using Arnett’s finding that f= 1.0 and assuming the k4 value determined in Example 3.1
for AIBN at 77°C in xylene also applies in benzene.

5. The lifetime of polystyrene radicals at 50°C was measured’ as a function of the extent of
conversion to polymer. The following results were obtained:

Percent conversion T (5)

0 2.29
327 1.80
36.3 9.1
39.5 13.1
43.8 18.8

Propose an explanation for the variation observed.

6. Derive Equation 3.7.27 and Equation 3.7.28.

7. The equations derived in Section 3.7 are based on the assumption that termination occurs
exclusively by either disproportionation or combination. This is usually not the case; some
proportion of each is more common. If & equals the fraction of chains for which termination
occurs by disproportionation, it can be shown that

N, = o +(1—a)2:2——a
1-p 1-p 1—p

and

Ny 4-3a—ap+2p
N, Q2-ap?

From measurements of N, and N, /N, it is possible in principle to evaluate « and p. May
and Smith” have done this for a number of polystyrene samples. A selection of their data for
which this approach seems feasible is presented below. Since p is very close to unity, it is

tM. Amett, J. Am. Chem. Soc., 74, 2027 (1952).
#M.S. Matheson, E.E. Auer, E.B. Bevilacqua, and J.E. Hart, J. Am. Chem. Soc., 73, 1700 (1951).
*JA. May Jr. and W.B. Smith, J. Phys. Chem., 72, 216 (1968).
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10.

11.

adequate to assume this value and evaluate o from N, /N, and then use the value of « so
obtained to evaluate a better value of p from N,,.

N, Ny/Ny

1129 1.60
924 1.67
674 1.73

609 1.74

. Derive the two equations given in the previous problem. It may be helpful to recognize that

for any distribution taken as a whole, w; = ix;/N,.

. In the research described in Problem 7, the authors determined the following distribution of

molecular weights by a chromatographic procedure (w; is the weight fraction of i-mer):

i w; x 10* i w; x 10*
100 3.25 800 6.88
200 5.50 900 6.10

300 6.80 1200 420
400 7.45 1500 2.90
500 791 2000 1.20
600 7.82 2500 0.50
700 7.18 3000 0.20

They asserted that the points are described by the expression
w; = ai(l — py*p'~! +0.5(1 — )i(i — 1)(1 — p)’p'~?

with o =0.65 and p =0.99754. Calculate some representative points for this function and
plot the theoretical and experimental points on the same graph. From the expression given
extract the weight fraction i-mer resulting from termination by combination.

In fact, the expression in the previous problem is slightly incorrect. Derive the correct
expression, and see if the implied values of « and p are significantly different. The solution
to Problem 8 provides part of the answer.

Palit and Das! measured 7, at 60°C for different values of the ratio [SX]/[M] and evaluated
Csx and 7 for vinyl acetate undergoing chain transfer with various solvents. Some of their
measured and derived results are tabulated below (the same concentrations of AIBN and
monomer were used in each run). Assuming that no other transfer reactions occur, calculate
the values missing from the table. Criticize or defend the following proposition: The ¥ values
obtained from the limit [SX]/[M] — O show that the AIBN initiates polymerization identi-
cally in all solvents.

Solvent v Py [SX)/[M]  Csx x 10*
#-Butyl alcohol 6580 3709 — 0.46
Methyl isobutyl ketone 6670 510 0.492 —
Diethyl ketone 6670 — 0.583 114.4
Chloroform — 93 0.772 125.2

'SR. Palit and S.K. Das, Proc. Roy. Soc. London, 2264, 82 (1954).
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12.

13.

14.

15.

16.

Chain-Growth Polymerization

Gregg and Mayo! studied the chain transfer between styrene and carbon tetrachloride at 60°C
and 100°C. A sample of their data is given below for each of the temperatures.

At 60°C At 100°C
[CCL)/[Styrene] 7! x 10°  [CClLy)/[Styrene] 5! x 10°

tr

0.00614 16.1 0.00582 36.3
0.0267 359 0.0222 68.4
0.0393 49.8 0.0416 109
0.0704 74.8 0.0496 124
0.1000 106 0.0892 217
0.1643 156

0.2595 242

0.3045 289

Evaluate the chain transfer constant (assuming that no other transfer reactions occur) at each
temperature. By means of an Arrhenius analysis, estimate E — E} for this reaction. Are the
values of 7 in the limit of no transfer in the order expected for thermal polymerization?
Explain.

Many olefins can be readily polymerized by a free-radical route. On the other hand,
isobutylene is usually polymerized by a cationic mechanism. Explain.

Draw the mechanisms for the following processes in the radical polymerization of styrene in
toluene: (a) initiation by cumyl peroxide; (b) propagation; (c) termination by disproportiona-
tion; and (d) transfer to solvent.

Show the mechanisms of addition of a butadiene monomer to a poly(butadienyl) radical, to
give each of the three possible geometric isomers.

Consider the polymerization of styrene in toluene at 60°C initiated by di-s-butylperoxide for
a solution containing 0.04 mol of initiator and 2 mol of monomer per liter. The initial rates of
initiation, R;, and propagation, R, are found to be 1.6 x 1071°Ms ' and 6.4 x 107 Ms™!,
respectively, at 60°C.

(a) Calculate fkq and kp/ki’>.

(b) Assuming no chain transfer, calculate the initial kinetic chain length.

(c) Assuming only disproportionation and under the conditions stated, the transfer constant
of styrene, Cyy, 1s 0.85 % 10~*. How much does this transfer affect the molecular weight
of the polymer?

(d) The molecular weight of this polymer is too high. The desired molecular weight of this
polymer is 40,000 g mol . How much CCl, (ing L_l) should be added to the reaction
medium to attain the desired molecular weight? Cr of CCl, is 9 x 107,

(e) Under the conditions stated, the polymerization is too slow. What is the initial rate of
polymerization if the temperature is raised to 100°C?

(f) Calculate the conversion attained after the reaction has gone for 5 h at 100°C. Assume
volume expansion does not change concentration significantly and that the initiator
concentration is constant throughout the entire reaction.
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Controlled Polymerization

4.1 Introduction

In the preceding chapters we have examined the two main classes of polymerization, namely step-
growth and chain-growth polymerizations, with the latter exemplified by the free-radical mech-
anism. These are the workhorses of the polymer industry, permitting rapid and facile production of
large quantities of useful materials. One common feature that emerged from the discussion of these
mechanisms is the statistical nature of the polymerization process, which led directly to rather broad
distributions of molecular weight. In particular, even in the simplest case (assuming the principle of
equal reactivity, no transfer steps or side reactions, etc.), the product polymers of either a poly-
condensation or of a free-radical polymerization with termination by disproportionation would
follow the most probable distribution, which has a polydispersity index (M/M,) approaching 2.
In commercial practice, the inevitable violation of most of the simplifying assumptions leads to even
broader distributions, with polydispersity indices often falling between 2 and 10. In many cases the
polymers have further degrees of heterogeneity, such as distributions of composition (e.g., copoly-
mers), branching, tacticity, or microstructure (e.g., cis 1,4-, trans 1,4-, and 1,2-configurations in
polybutadiene).

This state of affairs is rather unsatisfying, especially from the chemist’s point of view. Chemists
are used to the idea that every molecule of, say, ascorbic acid (vitamin C) is the same as every
other one. Now we are confronted with the fact that a tank car full of the material called
polybutadiene is unlikely to contain any two molecules with exactly the same chemical structure
(recall Exampie 1.4). As polymers have found such widespread applications, we have obviously
learned to live with this situation. However, if we could exert more control over the distribution of
products, perhaps many more applications would be realized. In this chapter we describe several
approaches designed to exert more control over the products of a polymerization. The major one is
termed living polymerization, and can lead to much narrower molecular weight distributions.
Furthermore, in addition to molecular weight control, living polymerization also enables the
large-scale production of block copolymers, branched polymers of controlled architecture, and
end-functionalized polymers.

A comparison between synthetic and biological macromolecules may be helpful at this stage. If
condensation and free-radical polymerization represent the nadir of structural control, proteins and
DNA represent the zenith. Proteins are “copolymers” that draw on 20 different amino acid
monomers, yet each particular protein is synthesized within a cell with the identical degree of
polymerization, composition, sequence, and stereochemistry. Similarly, DNAs with degrees
of polymerization far in excess of those realized in commercial polymers can be faithfully
replicated, with precise sequences of the four monomer units. One long-standing goal of polymer
chemistry is to imitate nature’s ability to exert complete control over polymerization. There are
two ways to approach this. One is to begin with nature, and try to adapt its machinery to our
purpose. This is exemplified by “training” cells into growing polymers that we want, for example,
via recombinant DNA technology. The other approach, and the one described in this chapter, is to
start with the polymerizations we already have, and try to improve them. Both approaches have
merit, and we select the latter because it is currently much more established, and plays a central
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118 Controlled Polymerization

role in much of polymer research. It is worth noting that nature also makes use of many other
macromolecular materials that are not so well-controlled as proteins and DNA; examples include
polysaccharides such as cellulose, chitin, and starch. So in nature, as with commercial polymers,
useful properties can still result from materials that are very heterogeneous at the molecular level.

The lack of control over molecular weight in polymerization arises directly from the random
character of each step in the reaction. In a polycondensation, any molecule can react with any other
at any time; the number of molecules is steadily decreasing, but the mole fraction of monomer is
always larger than the mole fraction of any other species. In a free-radical polymerization, chains
may be initiated at any time. Growing chains may also add monomer, or undergo a transfer or
termination reaction at any time. The first requirement in controlling molecular weight is to fix the
total number of polymers. This cannot be done in an unconstrained step-growth process, but it can
be done in a chain-growth mechanism, through the concentration of initiators. The number of
initiators will be equal to the number of polymers, assuming 100% initiation efficiency and
assuming no transfer reactions that lead to new polymers. The second requirement is to distribute
the total number of monomers as uniformly as possible among the fixed number of growing chains.
If the polymerization then proceeds to completion, we could predict N, precisely: it would simply
be the ratio of the number of monomers to the number of initiators. To allow the reaction to
proceed to completion, we would need to prevent termination steps, or at least defer them until we
were ready. Now, suppose further that the reaction proceeds statistically, meaning that any
monomer is equally likely to add to any growing chain at any time. If N, was reasonably large,
we could expect a rather narrow distribution of the number of monomers in each chain, just by
probability. (This argument also assumes no transfer reactions, so that growing polymers are not
terminated prematurely.) As an illustration, imagine placing an array of empty cups out in a steady
rain; an empty cup is an “initiator” and a raindrop is a “monomer.” As time goes on, the raindrops
are distributed statistically among the cups, but after a lot of drops have fallen, the water level will
be pretty much equal among the various cups. If a cup fell over, or a leaf fell and covered its top,
that “polymer” would be “terminated,” and its volume of water would not keep up with the others.
Similarly, if you placed a cup outside a few minutes afier the others, the delayed initiation would mean
that it would never catch up with its neighbors. What we have just described is, in fact, the essence of a
controlled polymerization: start with a fixed number of initiators, choose chemistry and conditions to
eliminate transfer and termination reactions, and let the reaction start at a certain time and then go to
completion. In order to control the local structural details, such as microstructure and stereochemistry,
we have to influence the relative rates of various propagation steps. This can be achieved to some
extent by manipulating the conditions at the active site at the growing end of the chain.

The remainder of this chapter is organized as follows. First we demonstrate how the kinetics of
an ideal living polymerization leads to a narrow, Poisson distribution of chain lengths. Then, we
consider chain-growth polymerization via an anionic propagating center; this has historically
been the most commonly used controlled polymerization mechanism, and it can be conducted in
such a way as to approach the ideal case very closely. In Section 4.4 we explore how the anionic
mechanism can be extended to the preparation of block copolymers, end-functional polymers, and
regular branched polymers of various architectures. We then turn our attention to other mechan-
isms that are capable of controlled polymerization, including cationic (Section 4.5), ring-opening
(Section 4.8), and, especially, controlled radical polymerizations (Section 4.6). The concluding
sections also address the concept of equilibrium polymerization, and a special class of controlled
polymers called dendrimers.

4.2 Poisson Distribution for an Ideal Living Polymerization

In this section we lay out the kinetic scheme that describes a living polymerization, and thereby
derive the resulting distribution of chain lengths. This scenario is most closely approached in the
anionic case, but because it is not limited to anionic polymerizations, we will designate an active
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polymer of degree of polymerization i by P}, and its concentration by [P¥], where * represents the
reactive end. A living polymerization is defined as a chain-growth process for which there are no
irreversible termination or transfer reactions. There has been some controversy in the literature
about the precise criteria for “livingness” [1], and whether they can ever be met in practice, but we
will not dwell on this.

4.2.1 Kinetic Scheme

The concentration of unreacted monomer at time ¢ will be denoted [M]. The initial concentrations
of monomer and initiator are [M]o and [I}o, respectively. The reaction steps can be represented as
follows:

Initiation: 1+M —& P} @.2.1)
k
Propagation: Pf+M — P
k
PF+ M 5 PE, 4.2.2)

Note that in using a single propagation rate constant, kp, we are once again invoking the principle
of equal reactivity.

We will now assume that initiation is effectively instantaneous relative to propagation (k; > k),
so that at time t =0, [P’f] = [I]o, and we will not worry about Equation 4.2.1 any further. Note that
this criterion is not necessary to have a living polymerization, but it is necessary to achieve a
narrow distribution of molecular weights. The concentration of unreacted monomer, [M], will
decrease in time as propagation takes over. The overall rate of polymerization, Rp, is the sum of the
rates of consumption of monomer by all growing chains P}. However, we know that, in the absence
of termination or transfer reactions, the total concentration of P¥ is always [I]p: we have fixed the
number of polymers. Therefore we can write

dM
Ry = S0 = kM) Y [P = K [MIL L1y 423)

This is a linear, first-order differential equation for [M], which has the solution
[M] = [M]ge to! 4.2.4)

Therefore the concentration of monomer decreases exponentially to zero as time progresses. (Note
that we are also assuming that propagation is irreversible, that is, there is no “back arrow” in
Equation 4.2.2. The possibility of depolymerization reaction steps will be taken up in Section 4.7.)
At this stage it is very helpful to introduce a kinetic chain length, 7, analogous to the one we
defined in Equation 3.5.10, as the ratio of the number of monomers incorporated into polymers to
the number of polymers. The former is given by [M]o — [M], and the latter by [I]y, so we write
(M]o — (M]

V=" 425
g [To “2:3)

When the reaction has gone to completion, [M] will be 0, and the kinetic chain length will be
the number average degree of polymerization of the resulting polymer. It will also be helpful in the
following development to differentiate Equation 4.2.5 with respect to time, and then incorporate
Equation 4.2.3:

v 1 dM]

e _ET = kp[M] 4.2.6)
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In order to obtain the distribution of chain lengths, we need to do a bit more work. We begin by
writing an explicit equation for the rate of consumption of [P{]:
d[Pt]

——3 = kp [P{]IM] 427

We could insert Equation 4.2.4 into Equation 4.2.7 to replace [M], and thereby obtain an equation
that can be solved. However, a simpler approach turns out to be to invoke the chain rule, as
follows:

d[Pf] _ d[Pf] dv _ d[Pf]

dr d? dr  dv

kp[M] (4.2.8)

If we now compare Equation 4.2.7 and Equation 4.2.8 we can see that

dpf] .,
_ _Ewl_] — [Pf] (4.2.9)

and this equation is readily solved:
[Pf] = [P{]pe™ = lloe™ (42.10)

Now we repeat this process for [P3], beginning with the rate law. This is slightly more compli-
cated, because [P5] grows by the reaction of P{ with monomer, but decreases by the reaction of P¥
with monomer:

%k
W etion - g oo

dv
= kpMI([PY] — [P2]) = = ([P¥] - [P]) @.2.11)
By invoking the chain rule once more

d[p¥] d[Py] av

& & 4.2.12)
and comparing with Equation 4.2.11 we obtain
d[p3 5
LI_}] + [P¥] = [PY] = [Tloe (4.2.13)
This equation has the solution
[PF] = #llloe™ 4.2.14)

We can go through this sequence of steps once more, considering the concentration of trimer [P3]:

*
W5 ity - s e
.
= kp[MI([PF] - [P]) = < ([P%] - [P¥]) 4.2.15)
leading to
d[P¥ _
£3_]+ [P3] = [P3] = Plllpe™ (4.2.16)

dv
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which has the solution (check it yourself)

1 -
[P3] = 57 Woe™ (4.2.17)
This pattern continues, and the result for the population of i-mer is
1 . -
*] __ —=i—1 -V
[Pf] = o [I]ee (4.2.18)

From this result we can obtain the desired distribution, namely the mole fraction of i-mer among all
polymers, x;, by dividing Equation 4.2.18 by the total number of polymers, [I]o:
Fi—le=¥

X = =YY 4.2.19)
This particular function, Equation 4.2.19, is called the Poisson distribution. Although we have
obtained it from considering a specific kinetic scheme, in fact it will describe the situation
whenever a larger number of objects (raindrops, or monomers) are distributed randomly among
a small number of boxes (cups, or polymers). Once the polymerization reaction has gone to
completion, and the polymers terminated by introduction of some appropriate reagent, the resulting
molecular weight distribution should obey Equation 4.2.19, with 7 equal to [M]e/[1]o.

The following example illustrates some aspects of the kinetics of a living polymerization.

Example 4.1

The following data were reported for the living anionic polymerization of styrene.’ The initial
monomer concentration was 0.29 mol L™}, and the initiator concentration was 0.00048 mol L™*.
The reactor was sampled at the indicated times, and the resulting polymer was terminated and
analyzed for molecular weight and polydispersity. Use these data and Equation 4.2.4 and Equation
4.2.5 to answer the following questions: Does conversion of monomer to polymer follow the
expected time dependence? What is the propagation rate constant under these conditions?

t(s) M. (gmol) N. PDI  1-p
238 3,770 363 106  0.940
888 20,600 198  1.02 0672

1,626 33,700 324 1.02 0.463
2,296 43,000 413 1.01 0.316
3,098 49,800 479 1.008  0.207
4,220 54,900 528 1.006  0.127
14,345 61,700 593 1.005  0.018

Solution
We can equate the conversion of monomer to polymer with the familiar extent of reaction, p, as in
Chapter 2 and Chapter 3:
_ Mo —[M] _ M]
T Ml M
Using Equation 4.2.4 we see how p should evolve in time:
1ot

p=1 — ekl

Therefore a plot of In(1—p) versus ¢ should give a straight line with slope equal to —k,[I]o. The data
provided do not include [M] explicitly, but we can infer [M] and p from M,,. From Equation 4.2.5,

tw. Lee, H. Lee, J. Cha, T. Chang, K.J. Hanley, and T.P. Lodge, Macromolecules, 33, 5111 (2000).
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the kinetic chain length is equal to p[1]o/[M]y, and it is also equal to N, (= M,/My); thus (1—p) in
the table was obtained as

Mo (0.00048 mol L)

l—p=1—"0pN =1-
P Ml " (029 mol L)

n

The suggested plot is shown below and the resulting slope from linear regression implies that
kp = 1 mol L' s™!. (This is actually a rather low value, and in fact only an apparent value, due to
a phenomenon to be described in Section 4.3 [also see Problem 3]. Also note that the last data point
has been omitted from the fit, as it corresponds to essentially complete conversion, and thus is
independent of ¢ once the reaction is finished.)

0 g e

-0.5+ Slope =—0.00051 57} -
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4.2.2 Breadth of the Poisson Distribution

Figure 4.1 illustrates the Poisson distribution for values of 7 equal to 100, 500, and 1000. For
polystyrene with My =104, these would correspond to polymers with number average molecular
weights of about 104, 5% 104, and 10° , respectively, which are moderate. The width of the distribu-
tions, although narrow, increases with 7, but as we shall see in a moment, the relative width (i.e., the
width divided by 7) decreases steadily. It should be clear that these distributions are very narrow
compared to the step-growth or free-radical polymerizations shown in Figure 2.5 and Figure 3.5,
respectively. To underscore this, Figure 4.2 compares the theoretical distributions for free-radical
polymerization with termination by combination (Equation 3.7.26) and for living polymerization, both
with 7 = 100. The difference is dramatic, and is made even more so when we recall that termination by
combination leads to a relatively narrow distribution with M, /M, approaching 1.5 rather than 2.

For the Poisson distribution, the polydispersity index, M,,/M,, in fact approaches unity as 7
increases indefinitely. The explicit relation for the Poisson distribution is

M, Ny v 1

M, "N, 1 + o2~ 1 + = (4.2.20)
where the approximation applies for large 7. For 7= 1000 Equation 4.2.20 indicates that the
polydispersity index will be 1.001, which is a far cry from 2.
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Figure 4.1 Mole fraction of i-mer for the Poisson distribution with the indicated kinetic chain lengths.
The derivation of Equation 4.2.20 is not too complicated, but it involves a couple of useful

tricks, as we will show now. From Equation 1.7.2, we recall the definition of N,, and insert
Equation 4.2.19 to obtain

00 o] —l l
N, = Zix, Z T (4.2.21)
c 1—
i=1
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Figure 4.2 Comparison of Poisson distribution and distribution for free-radical polymerization with
termination by combination.
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To progress further with this, it is helpful to recall the infinite series expansion of e* (see the
Appendix if this is unfamiliar):

o) xi-1

= Ziu Z: G—1) 4.2.22)

i=0

We will use this expansion to get rid of the factorials. Returning to Equation 4.2.21, we perform a
series of manipulations, recognizing that e~ does not depend on i and can be factored out of the
sum, and that ;%! can be written as d(7) /dw:

=i—1

2 jpi-le=? SN T
N, = ———e?
=2 G-l ° ;(1—1)!

i=1
Sed ¥ sdE& P
- ;dl‘/(i—l)!_e & & (i — 1)
Sd & vl S d ) & vt 54 _3

This differentiation is straightforward, recalling the rule for differentiating the product of two
functions, and that d(e*)/dx =¢":

-3 _
d]_/ {ve }=e{+v" =1 + ¥ (4.2.24)
This relationship establishes that N, = 1 + 7. (You may be wondering where the “1” came from.
A glance at Equation 4.2.5 reveals the answer: before the reaction begins, when [M] = {M]y, then
7 = 0 when the degree of polymerization is actually 1. Of course, for any reasonable value of N,,,
the difference between N, and N, + 1 is inconsequential.)

The development to obtain an expression for N, follows a similar approach, beginning with the
definition from Equation 1.7.4:

e o
0 Z I%C,‘
Ny => iw =2 : (4.2.25)
i=1 > ix;
=1

We already know that the denominator on the right-hand side of Equation 4.2.25 is equal to 1 + 7,
so we just need to sort out the numerator

= v -d_d -
&' @ {Z G- 1)!} =T H ) (4.2.26)
which leaves us with some more derivatives to take:
e ddv (V—d— {ve ”}) = e"_’d% (7{e” + 7))
=e 7 {ve” +e” +2ve” + v e’}
1+ 35 +7% 4.2.27)
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Finally, we can insert Equation 4.2.27 into Equation 4.2.25 to obtain N,,:

_1+3v+v2

No=—-= (4.2.28)

It is now straightforward to obtain the result for the polydispersity index given in Equation 4.2.20,
using Equation 4.2.24 and Equation 4.2.28:

No 143547 (14947 L7
N R (R

(4.2.29)

The polydispersity data provided in Example 4.1 are compared with the Poisson distribution result
(Equation 4.2.29) in Figure 4.3a. The experimental results are consistently larger than the predic-
tion, but actually not by much. And, as the molecular weight increases, the experimental results
seem to be approaching the Poisson result; the implications of this observation are considered in
Problem 2. It is an interesting fact that this experimental test of Equation 4.2.29 was made possible
only recently by advances in analytical techniques. To measure a polydispersity index below 1.01
would require an accuracy much better than 1% in the determination of M., and M, and this is not
yet possible using the standard techniques discussed in Chapter 1, Chapter 7, Chapter 8, and
Chapter 9. In Figure 4.3b, the distribution for one particular sample obtained by matrix-assisted
laser desorption/ionization (MALDI) mass spectrometry (and shown in Figure 1.7b) is compared
with the Poisson distribution with the same mean; the agreement is excellent, with the experimen-
tal distribution being only slightly broader than the theoretical one.

We conclude this section with a summary of the requirements to achieve a narrow molecular
weight distribution, and thereby draw an important distinction between “livingness” and the
Poisson distribution. To recall the basic definition, a living polymerization is one that proceeds
in the absence of transfer and termination reactions. Satisfying these two criteria is not sufficient to
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M., g/mol M
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Figure 4.3 (a) Experimental polydispersities versus molecular weight for anionically polymerized polysty-
renes, from the data in Example 4.1. (b) The distribution obtained by MALDI mass spectrometry for one
particular sample. The smooth curves represent the results for the Poisson distribution, Equation 4.2.29 in (a)
and Equation 4.2.19 in (b).
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guarantee a narrow distribution, however. The additional requirements for approaching the Poisson
distribution are:

1. All active chain ends must be equally likely to react with a monomer throughout the
polymerization. This requires both the principle of equal reactivity, and good mixing of
reagents at all times.

2. All active chain ends must be introduced at the same time. In practice, this means that the rate
of initiation needs to be much more rapid than the rate of propagation, if all the monomer is
added to the reaction mixture at the outset.

3. Propagation must be essentially irreversible, that is, the reverse “depolymerization” reaction
does not occur to a significant extent. There are, in fact, cases where the propagation step is
reversible, leading to the concept of an equilibrium polymerization, which we will take up in
Section 4.8.

4.3 Anionic Polymerization

Anionic polymerization has been the most important mechanism for living polymerization, since
its first realization in the 1950s [2]. Both modes of ionic polymerization (i.e., anionic and cationic)
are described by the same vocabulary as the corresponding steps in the free-radical mechanism for
chain-growth polymerization. However, initiation, propagation, transfer, and termination are quite
different in ionic polymerization than in the free-radical case and, in fact, different in many ways
between anionic and cationic mechanisms. In particular, termination by recombination is clearly
not an option in ionic polymerization, a simple fact that underpins the development of living
polymerization. In this section we will discuss some of the factors that contribute to a successful
living anionic polymerization, and in the following section we will illustrate the extension of these
techniques to block copolymers and controlled architecture branched polymers.

Monomers that are amenable to anionic polymerization include those with double bonds (vinyl,
diene, and carbonyl functionality), and heterocyclic rings (see also Table 4.3). In the case of vinyl
monomers CH, = CHX, the X group needs to have some electron withdrawing character, in order
to stabilize the resulting carbanion. Examples include styrenes and substituted styrenes, vinyl
aromatics, vinyl pyridines, alkyl methacrylates and acrylates, and conjugated dienes. The relative
stabilities of these carbanions can be assessed by considering the pK, of the corresponding
conjugate acid. For example, the polystyryl carbanion is roughly equivalent to the conjugate
base of toluene. The smaller the pK, of the corresponding acid, the more stable the resulting
carbanion. The more stable the carbanion, the more reactive the monomer in anionic polymeriza-
tion. In the case of anionic ring-opening polymerization (ROP), the ring must be amenable to
nucleophilic attack, as well as present a stable anion. Examples include epoxides, cyclic siloxanes,
lactones, and carbonates. At the same time, there are many functionalities that will interfere with
an anionic mechanism, especially those with an acidic proton (e.g., -OH, -NH;, -COOH) or an
electrophilic functional group (e.g., O,, —=C(O)—, CO;). Anionic polymerization of monomers that
include such functionalities can generally only be achieved if the functional group can be
protected. As a corollary, the polymerization medium must be rigorously free of protic impurities
such as water, as well as oxygen and carbon dioxide.

A wide variety of initiating systems have been developed for anionic polymerization. The first
consideration is to choose an initiator that has a comparable or slightly higher reactivity than the
intended carbanion. If the initiator is less reactive, the reaction will not proceed. If, on the other
hand, it is too reactive, unwanted side reactions may result. As the pK,s of the conjugate acids for
the many possible monomers span a wide range, so too must the pK,s of the conjugate acids of the
initiators. Second, the initiator must be soluble in the same solvent as the monomer and resulting
polymer. Common classes of initiators include radical anions, alkali metals, and especially
alkyllithium compounds. We will illustrate two particular initiator systems: sodium naphthalenide,
as an example of a radical anion, for the polymerization of styrene, and sec-butyllithium, as an
alkyllithium, in the polymerization of isoprene.
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The first living polymer studied in detail was polystyrene initiated with sodium naphthalenide in

tetrahydrofuran (THF) at low temperatures:

1.

3.

4.

The precursor to the initiator is prepared by the reaction of sodium metal with naphthalene and
results in the formation of a radical ion:

Na+—>Na*+[]_ @.A)

Of course the structure of the radical anion shown is just one of the several possible resonance
forms.
These green radical ions react with styrene to produce the red styryl radical ion:

H._.CH, HeoCH, 77
O 5 — @»

The latter undergoes radical combination to form the dianion, which subsequently initiates the
polymerization:

H. . CH,
4.0)

In this case, the degree of polymerization is 27 because the initiator is difunctional; further-
more, there will be a single tail-to-tail linkage somewhere near the middle of each chain.
The propagation step at either end of the chain can be written as follows:

s~ H  H_CH, - H

The carbanion attacks the more electropositive and less sterically hindered carbon to regen-
erate the more stable benzylic carbanion. Thus, the addition is essentially all head-to-tail in
this case. Note also that the sodium counterions have not been written explicitly in Reactions
(4.B)—(4.D), although of course they are present. As we will see below, the counterion can
actually play a crucial role in the polymerization itself.

Now we consider the polymerization of isoprene by sec-butyllithium, in benzene at room

temperature, In the first step, one monomer is added, but immediately there are many possibilities,
as indicated:

Me 1,4 Me = Me .C
j H2C4J‘\/CH2 CH2 _‘> j/\/ \CH;

+
Me 1234 Me Me i

H
12 Me P 34 Me
TI TI

Me~ Me CH2 (4E)
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Which happens, and why? What happens when the next monomer adds? Is it the same configuration,
or not? What does it all depend on? There is no simple answer to these questions, but we can gain a
little insight into how to control the microstructure of a polydiene by looking at some data.

Table 4.1 gives the results of chemical analysis of the microstructure of polyisoprene after
polymerization under the stated conditions. In the first two cases, there is a strong preference for
3,4 addition, with significant amounts of 1,2; relatively little 1,4 addition is found. The key feature
here turns out to be the solvent polarity, as will be discussed below. When switching to heptane, a
nonpolar solvent, the situation is reversed; now 1,4 cis is heavily favored. Interestingly, decreasing
the initiator concentration by a factor of a thousand exerts a significant influence on the 1,4 cis/
trans ratio. At first glance this seems strange; the details of an addition step should not depend on
the number of initiators. However, the answer lies in kinetics, as the propagation step is not as
simple as one might naively expect. Finally, the last three entries show isoprene polymerized in
bulk, which also corresponds to a nonpolar medium. In this case, we see that changing the
counterion has a huge effect. Simply replacing lithium with sodium switches the product from
almost all cis 1,4 to a mixture of rrans 1,4 and 3,4.

The key factor that comes into play in nonpolar solvents is ion pairing or clustering of the living
ends. Ionic species tend to be sparingly soluble in hydrocarbons, as the dielectric constant of the
medium is too low. Consequently, the counterion is rather tightly associated with the carbanion,
forming a dipole; these dipoles have a strong tendency to associate into a small cluster, with
perhaps n=2, 4, or 6 chains effectively connected as a star molecule. This equilibrium is
illustrated in the cartoon below for the case n =4:

S
\S—L e, (4.F)
D

Addition steps occur primarily when the living chain end is not associated. This leads to an
interesting dependence of the rate of polymerization, R, on the living chain concentration, as can
readily be understood as follows (recall Equation 4.2.3):

Table 4.1 Polymerization of Polyisoprene under Various Conditions,
and the Resulting Microstructure in %

Solvent Counterion T, °C 1.4 cis 1,4 trans 1,2 34
THF Li 30 12 combined 29 59
Dioxane Li 15 3 11 18 68
Heptane® Li -10 74 18 — 8
Heptane® Li -10 97 — — —
None Li 25 94 — — 6
None Na 25 — 45 7 48
None Cs 25 4 51 8 37

*Initiator concentration 6 x 107> M.
®Initiator concentration 8 x 1076 M.

Source: From Hsieh, HL. and Quirk, R.P., Anionic Polymerization, Principles and Practical Applications, Marcel Dekker,
Inc., New York, NY, 1996.
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d[M]
i P kp IMI[P*Jree (4.3.1)
where [P*]ge.e is the concentration of unassociated living chains. This concentration is set by the

equilibrium between associated and free chains (see Reaction 4.F):

([P*]free)4
Koo = ~—iee/ 432
dis [(P*)4] ( )
Inserting Equation 4.3.2 into Equation 4.3.1 gives
Ry = kp(Kais) / IMI[(P*)4 1 = kapp[M][P*]1/* (4.3.3)

where we recognize that [(P*),] = (1/4)[P*], as most of the chains are in aggregates, and that the
apparent rate constant kupp = kp(Kgis/4) 4 The rate of polymerization is therefore first order in
monomer concentration, as one should expect, but has a (1/») fractional dependence on initiator
concentration, where n is the average aggregate size. Accurate experimental determination of » is
tricky, but a large body of data exists. It should also be noted that there is in all likelihood a
distribution of states of association or ion clustering, so that the actual situation is considerably
more complicated than implied by Reaction (4.F).

Increasing the size of the counterion increases the separation between charges at the end of the
growing chain, thereby facilitating the insertion of the next monomer. The concentration of
initiator can also influence #, presumably by the law of mass action. The dependence of the cis
isomer concentration in heptane indicated in Table 4.1 is actually thought to be the result of a more
subtle effect than this, however. It is generally accepted that the cis configuration is preferred
immediately after addition of a monomer, but that isomerization to frans is possible, within an
aggregate, given time. The rate of isomerization is proportional to the concentration of chains in
aggregates and therefore proportional to [P*], whereas the rate of addition is proportional to a
fractional power of [P*]. Increasing the initiator concentration increases both rates, but favors
isomerization relative to propagation.

Termination of an anionic polymerization is a relatively straightforward process; introduction of
a suitable acidic proton source, such as methanol, will cap the growing chain and produce the
corresponding salt, for example, Li ¥ OCHj3 . Care must be taken that the termination is conducted
under the same conditions of purity as the reaction itself, however. For example, introduction of
oxygen along with the terminating agent can induce coupling of two living chains. However, in
many cases it is desirable to introduce a particular chemical functionality at the end of the growing
chain. One prime example is to switch to a second monomer, which is capable of continued
polymerization to form a block copolymer. The second example is to use particular multifunctional
terminating agents to prepare star-branched polymers. These cases, and other uses of end-functional
chains, are the next subject we take up.

4.4 Block Copolymers, End-Functional Polymers, and Branched
Polymers by Anionic Polymerization

The central importance of living anionic polymerization to current understanding of polymer
behavior cannot be overstated. For example, throughout Chapter 6 through Chapter 13 we will
derive a host of relationships between observable physical properties of polymers and their
molecular weight. These relationships have been largely confirmed or established experimentally
by measurements on narrow molecular weight distribution polymers, which were prepared by
living anionic methods. However, it can be argued that even more important and interesting
applications of living polymerization arise in the production of elaborate, controlled architectures;
this section touches on some of these possibilities.

4.4.1 Block Copolymers

Before addressing the preparation of block copolymers by anionic polymerization, it is appropriate to
consider some of the reasons why block copolymers are such an interesting class of macromolecules.
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The importance of block copolymers begins with the fact that a single molecule contains two (or more)
different polymers, and therefore may in some sense exhibit the characteristics of both compon-
ents. This offers the possibility of tuning properties, or combinations of properties, between the
extremes of the pure components. However, a random or statistical copolymer could also do that,
without the effort required to prepare the block architecture. The important difference is that, for
reasons that will be explored in Chapter 7, two different polymers will not usually mix; they tend
to phase separate into almost pure components. The architecture of a block copolymer defeats
this macroscopic phase separation, because of the covalent linkages between the different blocks.
The consequence is that block copolymers undergo what is often called microphase separation; the
blocks of one type segregate into domains that have dimensions on the lengthscale of the blocks
themselves, i.e., 5-50 nm. In the current jargon, these polymers undergo self-assembly to produce
particular nanostructures.

There are at least four broad arenas in which the self-assembly of block copolymers is useful, as
illustrated in Figure 4.4:

1. Micelles. In a solvent that dissolves one block but not the other, copolymers will aggregate
into micelles. A typical micelle is roughly spherical, about 20 nm in size, and contains 50-200
molecules. However, under appropriate conditions the micelles can be long, worm-like
structures, or even flat bilayers that can curve around to form closed “bags” called vesicles.
This behavior is analogous to that of small molecule surfactants or biological lipids. Micelles
can be used to sequester, extract, or transport insoluble molecules through a solvent.

2. Macromolecular surfactants. Extending the analogy to small molecule surfactants, where the
amphiphilic character of the molecule can stabilize dispersions of oil droplets in water
(emulsions) or water in oil, an AB block copolymer could stabilize a dispersion of polymer A
in a matrix of polymer B. This strategy is used to control the tendency of different polymers to
phase separate on a macroscopic scale, and allows preparation of compatibilized polymer
blends, with dispersed droplets on the micron scale.

Figure 4.4 Examples of block copolymer self-assembly: (a) as spherical, cylindrical, and bilayer micelles in a
selective solvent for one block; (b) as surfactants in a dispersion of one polymer in an immiscible matrix polymer;
(c) on surfaces, following adsorption of one block; (d) as bulk, nanostructured materials. Body-centered spherical
micelles (S), hexagonally packed cylindrical micelles (C), bicontinuous double gyroid (G), lamellae (L).
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3. Tailored surfaces and thin films. In a selective solvent, block copolymers can adsorb on a
surface with the insoluble block forming a dense film, and the soluble block extending out into
the solvent, forming a brush. Such brushes can impart colloidal stability to dispersed particles,
or prevent protein adsorpiion in biomedical devices. Or, a thin film of copolymer can be
allowed to self-assemble on a surface, forming nanoscale patterns such as stripes and spheres
that are under consideration for lithographic applications.

4. Nanostructured materials. In the bulk state, or in concentrated solution, the self-assembly
process can lead to structures with well-defined long-range order or symmetry. As illustrated
in Figure 4.4, an AB diblock tends to adopt one of seven particular ordered phases, depending
primarily on the relative lengths of the two blocks. For example, when the A fraction of the
chain is small, perhaps 10%-20%, the A blocks collect in spherical domains, just like micelles
in solution, and the micelles pack onto a body-centered cubic lattice. As the fraction of A is
increased, the chains form cylindrical micelles on a hexagonal lattice, and then when the
amounts of A and B are roughly equal, flat sheets or lamellae are formed. As A becomes
the majority component, the same structures are seen, but now with the B blocks inside the
cylinders and spheres. This sequence of interfacial curvature mirrors exactly that seen in
solution micelles. However, one new feature is the presence of a bicontinuous cubic structure,
the double gyroid, which intervenes between cylinders and lamellae.

In current commercial practice the most important block copolymer is the ABA triblock, where
the A block is usually polystyrene and the B block is an elastomer such as isoprene, butadiene, or
their saturated (i.e., hydrogenated) equivalents. Such polymers are known as thermoplastic elasto-
mers, because at ambient temperatures they self-assemble in such a way that the small styrene
domains, which are glassy, act as cross-links to form an extended, elastomeric network of the
bridging B blocks. (We will discuss network elasticity in detail in Chapter 10 and the nature of
the glass transition in Chapter 12.) At elevated temperatures (i.e., above 100°C), the polystyrene
blocks can flow, and the network can be reformed into a new shape. These anionically prepared
materials find use in such diverse applications as pressure-sensitive adhesives, hot melt adhesives,
asphalt modifiers, sports footwear, and drug-releasing stents.

Block copolymers are usually prepared by sequential living anionic polymerization. This means
that one block is polymerized to completion, but not terminated; the second monomer is then
added to the reaction mixture. The living chains act as macroinitiators for the polymerization of
the second block. After the second block is complete, a terminating agent can be introduced, or the
monomer for a third block, and so on. The key requirements for this strategy to be successful
include the following:

1. The most important criterion is that the carbanion of the first block be capable of initiating
polymerization of the second block. Returning to the discussion in the previous section, this
implies that the stability of the second block carbanion is greater than or equal to that of the
first block, or equivalently that the pK, of the conjugate acid is smaller. As an example, if it is
desired to prepare polystyrene-block-poly(methyl methacylate), the polystyrene block must be
prepared first. On the other hand, polystyryl, polybutadienyl, and polyisoprenyl anions can
initiate one another, so in principle arbitrary sequences of these blocks are accessible.

2. The solvent system chosen must be suitable for all blocks, or it must be modified for the
polymerization of the second block. For example, it is possible to prepare block copolymers of
1,4-polyisoprene and 1,2-polybutadiene, by adding a “polar modifier” in midstream. The first
block microstructure calls for a nonpolar solvent, whereas the second requires a polar environ-
ment. Rather than switching solvents entirely, a polar modifier associates with the carbanion active
site and directs the regiochemistry of addition in a similar fashion to a polar solvent. Examples of
modifiers include Lewis bases such as triethylamine, N, N, N', N'-tetramethylethylenediamine
(TMEDA), and 2,2'-bis(4,4,6-trimethyl-1,3-dioxane).

3. The counterion must also be suitable for polymerization of both the blocks.
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These requirements, and especially the first, might appear to be rather limiting. For example,
how could either poly(methyl methacrylate)-block-polystyrene-block-poly(methyl methacrylate)
or polystyrene-block-poly(methyl methacrylate)-block-polystyrene triblocks be prepared? The
answer in both cases is actually rather straightforward. In the first case, a difunctional initiating
system such as sodium naphthalenide could be used; then the triblock would be grown from the
middle out. In the second case, a coupling agent can be used, which would link two equivalent
living polystyrene-block-poly(methyl methacrylate) diblocks together. The coupling agent is
usually a difunctional molecule, in which each functional group is equally capable of termin-
ating an anionic polymerization. This is illustrated by a,&’-dibromo-p-xylene in the following
reaction:

2 n m s Br /\©\/Br —> (styrene) ,—(methyl methacrylate), —(styrene),,
o~ 007 O
| |
e Me

+2LiBr
M

4.G)

Note that the resulting methyl methacrylate midblock will have one phenyl linkage in the middle. This
coupling strategy has several potential advantages over sequential monomer addition. In addition to
achieving otherwise inaccessible block sequences, the total polymerization time is roughly cut in half.
Furthermore, the second “crossover” step is avoided, which is desirable in that each addition of
monomer brings with it the possibility of contamination or less than complete initiation of the
subsequent blocks. The primary limitation of coupling is the inevitability of incomplete conversion
of diblock to triblock. If Reaction (4.G) is run with either excess living chain or coupling agent, there
will be some remaining diblock. If run under stoichiometric conditions, incomplete coupling is still
probable. Any excess diblock can be removed by fractionation, if necessary.

There are still many block copolymers, even diblocks, that simply cannot be prepared by sequential
monomer addition: the conditions required for the polymerization of one block are not compatible with
the other. In this case, one general strategy is to prepare batches of the two homopolymers, each
functionalized at one end with a reactive group that can couple to the other. This potentially enables
preparation of any conceivable diblock, and each block could be prepared by any suitable living
polymerization scheme, not just the anionic one. However, this approach is usually the last resort,
because polymer—polymer coupling reactions are notoriously inefficient, even assuming a common
solvent can be found. Coupling reactions are practical in the anionic triblock case because the two
reacting chains are already present in the reactor, and the carbanions are highly reactive; this might not
be the case with, say, a hydroxyl-terminated polymer A and a carboxylic acid-terminated polymer B.
A more efficient strategy is to terminate the polymerization of the first block in such a way as to leave a
functional group that can subsequently be used to initiate living polymerization of the second
monomer; this is the macroinitiator approach, but where the reaction conditions are completely
changed in midstream. As an example, polystyrene and poly(ethylene oxide) are both amenable to
living anionic polymerization, but often not under the same conditions. If ethylene oxide monomer is
introduced to the polystyryl anion with a lithium counterion, it turns out that one monomer adds but no
propagation occurs. Termination with a proton therefore generates a polystyrene molecule with a
terminal hydroxyl group. This can then act as a macroinitiator; titration of the endgroup with the strong
base potassium naphthanelide produces the terminal alkoxide with a potassium counterion, which can
initiate ethylene oxide polymerization.

= K+
H * OH K O -

n - 4 Oj » » n+1

n+1

(4.H)
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4.4.2 End-Functional Polymers

The previous illustration of the macroinitiator approach is an excellent example of the utility of an
end-functional polymer, by which we mean a polymer with a well-defined, reactive chemical
functionality at one end, or at both ends. Such polymers are also referred to as relechelic. It should
be apparent that most condensation polymers have reactive groups at each end, and thus fall in
this class. However, we are concerned here with polymers that have narrow molecular weight
distributions as a result of a living polymerization. In essence, an end-functional polymer is a
macromolecular reagent. It can be carefully characterized and then stored on the shelf until needed
for a particular application. The following is a list of a few of the many examples of possible uses
for end-functional polymers:

1. Macroinitiators. As illustrated in the previous section, a macroinitiator is an end-functional
polymer in which the functional group can be used to initiate polymerization of a second
monomer. In this way, block copolymers can be prepared that are not readily accessible by
sequential monomer addition. Indeed, the second block could be polymerized by an entirely
different mechanism than the first; other living polymerization schemes will be discussed in
subsequent sections.

2. Labeled polymers. It is sometimes desired to attach a “label” to a particular polymer, such as a
fluorescent dye or radioactive group, which will permit subsequent tracking of the location of
the polymer in some process. By attaching the label to the end of the chain, the number of
labels is well-defined, and labeled chains can be dispersed in otherwise equivalent unlabeled
chains in any desired proportion.

3. Chain coupling. Both block copolymers and regular branched architectures can be accessed by
coupling reactions between complementary functionalities on different chains.

4. Macromonomers. If the terminal functional group is actually polymerizable, such as a carbon—
carbon double bond, polymerization through the double bond can produce densely branched
comb or “bottlebrush” copolymers.

5. Grafting to surfaces. As mentioned in the context of copolymer adsorption to a surface, a densely
packed layer of polymer chains emanating from a surface forms a brush. Such brushes can also
be prepared by the grafting of end-functional chains, where the functionality is tailored to react with
the surface. High grafting densities are hard to achieve by this strategy, however, due to steric
crowding; the first chains anchored to the surface make it progressively harder for further chain
ends to react.

6. Controlled-branched and cyclic architectures. Examples of branched structures will be given
in the following section. Cyclic polymers can be prepared by intramolecular reaction of an
“a,w-heterotelechelic” linear precursor, where the two distinct end groups can react. Such
ring-closing reactions have to be run at extreme dilution, to suppress interchain end linking.

7. Network precursors. Telechelic polymers can serve as precursors to network formation, when
combined with suitable multifunctional linkers or catalysts. For example, some silicone
adhesives contain poly(dimethylsiloxane) chains with vinyl groups at each end. In the
unreacted form, these polymers form a low-viscosity fluid that can easily be mixed with
catalyst and spread on the surfaces to be joined; the subsequent reaction produces an adhesive,
three-dimensional network in situ.

8. Reactive compatibilization. As noted previously, block copolymers can act as macromolecular
surfactants to stabilize dispersions of immiscible homopolymers. However, direct mixing of
block copolymers during polymer processing is not always successful, as the copolymers have
a tendency to aggregate into micelles and never reach the interface between the two polymers.
One effective way to overcome this is to form the block copolymer at the targeted interface, by
in situ reaction of suitable functional chains. Note that in this case it is not absolutely
necessary that the reactive groups be at the chain ends.



134 Controlled Polymerization

There are two general routes to end-functional chains: use a functional initiator or use a
functional terminating group. The use of a functional terminating agent proves to be the more
flexible strategy for a rather straightforward reason. Any functional group present in the initiator
must be inert to the polymerization, which can be problematic in the case of anionic polymeriza-
tion. Thus, the functional group in the initiator must be protected in some way. In contrast, for the
terminating agent all that is required are two functionalities: the desired one and another electro-
philic one to terminate the polymerization. However, the functionality that is designed to terminate
polymerization must be substantially more reactive to carbanions than the other functionality, or
more than one chain end structure will result. Consequently, in most cases a protection strategy is
also employed for the terminating agent. Nevertheless, in the termination case the demands on the
protecting group are much reduced relative to initiation; in the former, the protecting group only
needs to be significantly less reactive than the electrophile, whereas in the latter the protecting
group must be substantially less reactive than the monomer.

For the living anionic polymerization of styrene, butadiene, and isoprene, an effective termin-
ating strategy is to use alkanes that have bromo functionality at one end and the protecting group at
the other. The halide is very reactive to the carbanion, readily eliminating the LiBr salt as the chain
is terminated. Of course, the protecting group must then be removed in a separate step. Examples
of protecting groups and the desired functionalities are given in Table 4.2. Some of the same
protecting groups illustrated in Table 4.2 can also be used in functional initiators. For example, the
tert-butyl dimethylsilyl moiety used to protect the thiol group can also be used to protect a
hydroxyl group in the initiator, as in (3-(ters-butyl dimethylsilyloxy-1-propyllithium)).

Another powerful strategy for preparing end-functional polymers by anionic polymerization
was implicitly suggested in the previous section, where addition of a nominally polymerizable
monomer (ethylene oxide in that instance) to a growing polystyryl anion resulted in the addition of
only one new monomer. It turns out that 1,1-diphenylethylene and derivatives thereof will only
react with organolithium salts to form the associated relatively stable carbanion; no further
propagation occurs:

Table 4.2 Examples of Protection Strategies for Preparing End-Functional
Polymers by Living Anionic Polymerization of Styrenes and Dienes

Functional Group Protected functionality
- O
oH 7 siCH)s
Si(CHy)g
~NH, N
7 Si(CHg)s
Si((CHg),t-Bu)
-COOH ~C(OCHg)5
~C=CH —C=C~Si(CH,);

Termination by short alkanes with a halide at one end and the protected functionality at the other.
Source: From Hirao, A. and Hoyashi, M., Acta Polymerica, 50, 219, 1999,
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In this structure R’ and R” could be any of a variety of protected or even unprotected functional-
ities. Even more interesting is the fact that this carbanion can be used to initiate anionic polymer-
ization of a new monomer (such as methyl methacrylate, dienes, etc.) or even to reinitiate the
polymerization of styrene. In this way, diphenylethylene derivatives can be used to place particular
functional groups at desired locations along a homopolymer or copolymer, not just at the terminus.

4.4.3 Regular Branched Architectures

The kinds of synthetic methodology suggested in the previous section have been adapted to the
preparation of a wide range of polymer structures with controlled branching [4]. The first
architecture to consider is that of the regular star, in which a predetermined number of equal
length arms are connected to a central core. There are two general strategies to prepare such a
polymer by living anionic polymerization: use a multifunctional initiator, and grow the arms
outwards simultaneously, or use a multifunctional terminating agent to link together premade
arms. The first route is an example of an approach known as grafting from, whereas the second is
termed grafting to. Or, in anticipation of the discussion of dendrimers in Section 4.9, grafting from
and grafting to are analogous to divergent and convergent synthetic strategies. Although both have
been used extensively, grafting to is more generally applicable to anionic polymerization due to the
difficulty in preparing and dissolving small molecules with multiple alkyllithium functionalities.
Furthermore, in order to achieve uniform arm lengths, it is essential that each initiation site be
equally reactive and equally accessible to monomers in the reaction medium. If it is desired to
terminate each star arm with a functional group, however, then grafting from may be preferred.
Should the anionic polymerization be initiated by a potassium alkoxide group, as for example with
the polymerization of ethylene oxide suggested in the context of Reaction (4.H), then preparation of
initiators with multiple hydroxyl groups is quite feasible (see Reaction 4.EE for a specific example).
Similarly, if other living polymerization routes are employed, such as controlled radical polymer-
ization to be discussed in Section 4.6, then grafting from is more convenient than in the anionic case.

The preparation of an eight-arm polystyrene star by grafting to is illustrated in the following
scheme. The most popular terminating functionality in this context is a chlorosilane, which reacts
rapidly and cleanly with many polymeric carbanions, and which can be prepared with function-
alities up to at least 32 without extraordinary effort. An octafunctional chlorosilane can be prepared
starting with tetravinylsilane and dichloromethylsilane, using platinum as a catalyst:

Me CI
\ /
cl-5i
{ a8
/§ . Pt . ‘/Me
wsw + CHySiCl,H —— CI>|/\/S|/\/S'\ 3 4.
) Me L
Si—Ci
/\
ol Me

This multifunctional terminating agent is then introduced directly into the reaction vessel
containing the living polystyryl chains. The chains should be in stoichiometric excess to minimize
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the formation of a mixture of stars with different numbers of arms. This will necessitate separation
of the unattached arms from the reaction mixture, but this is feasible. Moreover, an additional
advantage of the grafting to approach is thus exposed: the unattached arms can be characterized
(for molecular weight, polydispersity, etc.) independently of the stars themselves, a desirable step
that is not possible when grafting from.

The scheme just outlined is not quite as straightforward as it might appear. The key issue is to make
all eight terminating sites accessible to the polystyryl chains. As the number of attached arms grows, it
becomes harder and harder for new chain ends to find their way into the reactive core. In order to
reduce these steric effects, more methylene groups can be inserted into the terminating agent to spread
out the chlorosilanes. In some cases, polystyryl chains have been capped with a few butadienyl units to
reduce the steric bulk of the chain end. Clearly, all of these issues grow in importance as the number of
arms increases. Note, however, that it is not necessary that all the chlorosilanes be equally reactive in
order to preserve a narrow molecular weight distribution; it is only necessary that the attachment of the
narrowly distributed arms be driven to completion (which may take some time).

As the desired number of arms increases, it is practical to surrender some control over the exact
number of arms in favor of a simpler method for termination. A scheme that has been refined to a
considerable extent is to introduce a difunctional monomer, such as divinylbenzene, as a poly-
merizable linking agent. The idea is illustrated in the following reaction:

H H
X X
, Y% i CH, ) 4.K)
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One divinylbenzene molecule can thus couple two polystyryl chains and leave two anions for
further reaction. Each anion might add one more divinylbenzene, each of which could then add one
more polystyryl chain. At that point, the growing star molecule would have four arms, emanating
from a core containing three divinylbenzene moieties and four anions. This process can continue
until the divinylbenzene is consumed and the anions terminated. Clearly, there is potential for
a great deal of variation in the resulting structures, both in the size of the core and in the number
of arms. However, by carefully controlling the reaction conditions, and especially the ratio of
divinylbenzene to living chains, reasonably narrow distributions of functionality can be obtained,
with average numbers of arms even exceeding 100.

The preceding strategy can actually be classified as grafting through, a third approach that is
particularly useful for the preparation of comb polymers. A comb polymer consists of a backbone to
which a number of polymeric arms are attached; combs can be prepared by grafting from, grafting to,
and grafting through. In the first case, the backbone must contain reactive sites that can used to initiate
polymerization. The backbone can be characterized independently of the arms, but the arms them-
selves cannot. In grafting to, the backbone must contain reactive sites such as chiorosilanes that can
act to terminate the polymerization of the arms. Clearly in this case, as with stars, the arms and the
backbone can be characterized independently. The grafting through strategy takes advantage of what
we previously termed macromonomers: the arms are polymers terminated with a polymerizable group.
These groups can be copolymerized with the analogous monomers to generate the backbone. By
varying the ratio of macromonomer to comonomer, the spacing of the “teeth” of the comb can be
tuned. Note that this process is not necessarily straightforward. In Chapter 5 we will consider
copolymerization in great detail, but a key concept is that of reactivity ratio. This refers to the relative
probability of adding one monomer to a growing chain, depending on the identity of the previous
monomer that attached. It is generally the case that there are significant preferences (i.e., the
reactivity ratios of the two monomers are not unity), which means that the two monomers will not
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add completely randomly. These factors need to be understood before regular comb molecules with
variable branching density can be prepared by grafting through.

The grafting through approach can be illustrated through the following sequence [5]. Polystyryl
chains can be capped with one ethylene oxide unit (Reaction 4.H) followed by termination with
methacryloyl chloride:

CH,

O
H - O +Me Ci_>H - O\n)LMe*”CI “L)
CH, 0 '

This macromonomer can then be copolymerized with methyl methacrylate, to produce a comb or
graft copolymer, with a poly(methyl methacrylate) backbone and polystyrene arms:

CH,

0
CH g
Wt om)LMe + Me\“/u\o/ s —= PMMA—g—PS rn
o) CH, :

This last example reminds us that the variety of possible controlled branched architectures is
greatly enhanced when different chemistries are used for different parts of the molecule. If we
confine ourselves to the case of stars, a molecule in which any two arms differ in a deliberate and
significant way has been termed a miktoarm star, from the Greek word for mixed [4]. A whole host of
different structures have been prepared in this manner. For example, an A;B miktoarm star contains
two equal length arms of polymer A and one arm of polymer B. Among the structures that have been
reported are A;B, A3B, A;B,, A4B4, and a variety of ABC miktoarm terpolymers. It is even possible
to produce asymmetric stars, in which the arms consist of the same polymer but differ in length.

4.5 Cationic Polymerization

Just as anionic polymerization is a chain-growth mechanism that shares important parallels with the
free-radical route, so too cationic polymerizations can be discussed within the same framework:
initiation, propagation, termination, and transfer. However, there are important differences between
anionic and cationic polymerizations that have direct impact on the suitability of the latter for living
polymerization. The principal differences between the two ionic routes are the following:

1. A single initiator species is often not sufficient in cationic polymerizations; frequently a
second ingredient (or cocatalyst) is required.

2. Total dissociation of the cationic initiator is rather rare, which has implications for the ability
to start all the chains growing at the same time.

3. Although both ionic mechanisms clearly eliminate termination by direct recombination of
growing chains, cationic species are much more prone to transfer reactions than their anionic
counterparts. Consequently, living cationic polymerization is much less prevalent than living
anionic polymerization.

4. Most monomers that can be readily polymerized by anionic mechanisms are also amenable to
free-radical polymerization. Thus, in commercial practice the rather more demanding anionic
route is only employed when a higher degree of control is required, for example, in the
preparation of styrene—diene block copolymers.

5. In contrast, although most monomers that can be polymerized by cationic mechanisms are also
amenable to free-radical polymerization, there are important exceptions. The most significant
from a total production point of view is polyisobutylene (butyl rubber), which is produced
commercially by (both living and nonliving) cationic polymerization.
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Table 4.3 General Summary of Polymerizability of Various Monomer Types by
the Indicated Chain-Growth Modes

Monomer Radical Anionic Cationic
Ethylene Vv «) x
a-Olefins X Vv &)
1,1-Dialkyl alkenes x X Vv
Halogenated alkenes Vv X X
1,3-Dienes Vv Vv Vv
Styrenes Vv Vv Vv
Acrylates, methacrylates V4 Vv X
Acrylonitrile Vv Vv X
Acrylamide, methacrylamide Vv Vv X
Vinyl esters Vv X Vv
Vinyl ethers X X Vv
Aldehydes, ketones X Vv Vv

Note: Parentheses indicate not readily polymerized by this route.

Source: Adapted from Odian, G., Principles of Polymerization, 4th ed, Wiley-Interscience,
Hoboken, NJ, 2004.

A brief summary of the applicability of the three chain-growth mechanisms—radical, anionic,
cationic—to various monomer classes is presented in Table 4.3. In the remainder of this section we
describe general aspects of cationic polymerization and introduce some of the transfer reactions
that inhibit living polymerization. Then, we conclude by discussing the strategies that have been
used to approach a living cationic polymerization.

4.5.1 Aspects of Cationic Polymerization

In cationic polymerization, the active species is the ion formed by the addition of a proton
from the initiator system to a monomer (partly for this reason the initiator species is often called a
catalyst, because it is not incorporated into the chain). For vinyl monomers the substituents which
promote this type of polymerization are electron donating, to stabilize the propagating carboca-
tion; examples include alkyl, 1,1-dialkyl, aryl, and alkoxy. Isobutylene, a-methylstyrene, and vinyl
alkyl ethers are examples of monomers commonly polymerized via cationic intermediates.

The initiator systems are generally Lewis acids, such as BF;, AlCl;, and TiCly, or protonic
acids, such as H,SO4, HCIO,, and HI. In the case of the Lewis acids, a proton-donating coinitiator
(often called a cocatalyst) such as water or methanol is typically used:

HO+BFy === H*+F480H
HO+AICl; === H*+ Cl,AIOH" “4.N)
CHOH + TiCl; === H*+CI,TiIOCH;

With insufficient cocatalyst these equilibria lie too far to the left, while excess cocatalyst can terminate
the chain or destroy the catalyst. Thus, the optimum proportion of catalyst and cocatalyst varies with
the specific monomer and polymerization solvent. In the case of protonic acids, the concentration of
protons depends on the position of the standard acid-base equilibria, but in the chosen organic solvent:

H,SO, ==== H* + HSO;
HCIO, ==== H*+ CIOJ 4.0)

HI @ =—= HY+ |~
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If we write the general formula for the initiator system as H*B~, then the initiation and
propagation steps for a vinyl monomer CH, =CHR can be written as follows. The proton adds
to the more electronegative carbon atom in the olefin to initiate chain growth:
R, _ R
He=( +H B —— Me—<* g (4.P)
H H

The electron-donating character of the R group helps to stabilize this cation. As with anionic
polymerization, the separation of the ions and the possibility of ion pairing play important roles in
the ease of subsequent monomer insertion. The propagation proceeds in a head-to-tail manner:

R R R R
Me_<+B— +H2C:< —_ Mew"’ _ 4.Q)
H H H H B

Aldehydes can also be polymerized in this fashion, with the corresponding reactions for formal-
dehyde being

H
o=

. H H H H (4.R)
_ L ’ _
e o~ 5 —> fo/\t,o/j\H B

One of the side reactions that can complicate cationic polymerization is the possibility of the ionic
repeat unit undergoing rearrangement during the polymerization. The following example illus-
trates this situation.

Example 4.2

It has been observed that poly(l,1-dimethyl propane) is the product when 3-methylbutene-1
(CH, = CH—-CH(CH3),) is polymerized with AICl; in ethyl chloride at —130°C." Draw structural
formulas for the expected and observed repeat units, and propose an explanation.

Solution

The structures expected and found are sketched here:
n
Me”™ Me

Expected

n
Me Me
Found

The conversion of the cationic intermediate of the monomer to the cation of the product occurs by
a hydride shift between adjacent carbons:

+

Me

1P, Kennedy and R.M. Thomas, Makromol. Chem., 53, 28 (1962).
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This is a well-known reaction that is favored by the greater stability of the tertiary compared to the
secondary carbocation.

The preceding example illustrates one of the potential complications encountered in cationic
polymerization, but it is not in itself an impediment to living polymerization. There are several
other potential transfer reactions, however, that collectively do impede a living cationic polymeri-
zation. Four of these are the following:

1. B-Proron transfer. This is exemplified by the case of polyisobutylene. Protons on carbons
adjacent (3) to the carbocation are electropositive, due to a phenomenon known as hypercon-
jugation; we can view this as partial electron delocalization through ¢ bonds, in contrast
to resonance, which is delocalization through 7 bonds. Consequently there is a tendency for
B-protons to react with any base present, such as a vinyl monomer:

o Me Me Me r,ﬂ\ﬂ/Me M\/Me
+ = + H,C — H, <+ - * + 4.5)
\Mre B z =<Me ® _<Me B CH2 Me

The activated monomer can now participate in propagation reactions, whereas the previous
chain is terminated. Note that in isobutylene there are two distinct B-protons, and thus two
possible structures for the terminal unsaturation of the chain. There is also a possibility that
these double bonds can react subsequently.

2. Hydride transfer from monomer. In this case, the transfer proceeds in the opposite direc-
tion, but has the same detrimental net effect from the point of view of achieving a living

polymerization:
\ Me
w~_Me Me wo~_Me
Yr g+ HeX = Mo Y 4.T)
Me Me - CH Me

B + 72

In the particular case of isobutylene the resulting primary carbocation is less stable than the
tertiary one on the chain, so Reaction (4.T) is less of an issue than Reaction (4.S).

3. Intermolecular hydride transfer. This is an example of transfer to polymer, and can be written
generally as

R R
Ty NN @.U)
H H R H R

4. Spontaneous termination. This process, also known as chain transfer to counterion, is essen-
tially a reversal of the initiation step, as a 3-proton is transferred back to the anion (e.g., as in
Reaction 4.P, but with a growing chain rather than the first monomer).

4.,5.2 Living Cationic Polymerization

The preceding discussion provides some insight into the obstacles to achieve a living cationic
polymerization. Nevertheless, living cationic polymerization is by now a relatively common tool,
and many of the controlled architectures (block copolymers, end-functional chains, regular branched
molecules) that we discussed in the context of anionic polymerization have been accessed [7]. In this
section, we briefly describe the general strategy behind living cationic polymerization; recall that the
essential elements are the absence of termination or transfer reactions:

1. Clearly, the reaction must be conducted in the absence of nucleophilic species that are capable
of irreversible termination of the growing chain.

2. Similarly, the reaction should be conducted in the absence of bases that can participate in
B-proton transfer. As discussed above, the monomer itself is such as base, and therefore
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cationic polymerization always has a “built-in” transfer reaction. The key step, therefore, is to
choose reaction conditions to maximize the rate of propagation relative to transfer, given that
transfer probably cannot be completely eliminated.

3. Generally, both propagation and transfer are very rapid reactions, with transfer having the
higher activation energy. Lower temperatures therefore favor propagation relative to transfer,
as well as have the advantage of bringing both reactions under better control.

4. Cationic polymerization, like most chain-growth polymerization, is often highly exothermic.
With the additional feature of very rapid reaction, it becomes important to reduce the rate of
polymerization in order to remove the excess heat. Low temperature is the first option in this
respect, followed by lower concentrations of growing chains.

5. Another way to view control in this context is to aim to extend the lifetime of the growing chain. As
a point of reference, aliving polystyryl carbanion can persist for years in a sealed reaction vessel; a
polyisobutyl carbocation will probably not last for an hour under equivalently pristine conditions.
While lJow temperature certainly aids in increasing the lifetime, another useful strategy is to make
the growing center inactive or dormant for a significant fraction of the elapsed reaction time. This is
done via the process of reversible termination, as illustrated by the sequence in Reaction (4.V):

HCI +TiCl, == TiCls + H*
H*+M — P
Pt+M — P4t

P*+TiCl;” == PCl+TiCl,

@.V)

In this sequence, the first reaction generates the initiating proton, and the second and third reactions
correspond to standard irreversible initiation and propagation steps involving monomer M. The fourth
reaction is the key. The growing cationic i-mer P;* is converted to a dormant, covalent species P,Cl by a
reversible reaction. While the growing chain is in this form, it does not undergo transfer or propagation
reactions, thereby extending its lifetime. The reversible activation/deactivation reaction must be
sufficiently rapid to allow each chain to have many opportunities to add monomer during the
polymerization, and the relative length of time spent in the active and dormant states can be controlled
by the position of the associated equilibrium. This, in turn, offers many opportunities to tune a particular
chemical system. For example, decreasing the polarity of the solvent or adding an inert salt that contains
a common ion (chloride in this case) both push the equilibrium toward the dormant state.

We will revisit this idea of a dormant reactive species in the next section on controlled radical
polymerization, where it plays the central role. We conclude this section with a specific example of
a successful living cationic polymerization scheme. Isobutyl vinyl ether (and other vinyl ethers)
can be polymerized by a combination of HI and Znl; [8]. The hydrogen iodide “initiator” adds
across the double bond, but forms an essentially unreactive species:

OR oR,
+ HI 4W
H2o=<H — Me/1<H (4.W)

The carbon—iodide bond is then activated by the relatively weak Lewis acid Znl, to allow insertion
of the next monomer. The transition state for propagation may be represented schematically as

Ro‘j\ RO
AN--2nly —— |--Znly

OR OR

@.X)

Experimentally, the system exhibits many of the characteristics associated with a living polymeri-
zation: polydispersities consistently below 1.1; M, increasing linearly with conversion; the ability
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Figure 4.5 Living cationic polymerization of isobutyl vinyl ether in methylene chloride at —40°C. The
calculated curve indicates the expected molecular weight assuming 100% initiator (HI) efficiency. After 100%
conversion a new charge of monomer was added, demonstrating the ability of the chain ends to resume
propagation. (Reproduced from Sawamoto, M., Okamoto, C., and Higashimura, T., Macromolecules, 20,
2693, 1987. With permission.)

to resume polymerization after addition of a new charge of monomer. These aspects are illustrated
in Figure 4.5. The mechanism implied by Reaction (4.W) and Reaction (4.X) is consistent with the
experimental observation that M, is inversely proportional to the concentration of HI, but inde-
pendent of the concentration of Znl,. On the other hand, the polymerization rate increases with
added Znl,. Znl, is apparently a sufficiently mild activator that the polymerization is still living at
room temperature when conducted in toluene, whereas in the more polar solvent methylene
chloride lower temperatures are required.

4.6 Controlled Radical Polymerization

In this section we take up the topic of controlled radical polymerization, which represents one of
the most active fields in polymer synthesis in recent years. The combination of the general
advantages of radical polymerization (a wide range of suitable monomers, tolerance to many
functional groups, characteristically rapid reactions, relatively relaxed polymerization conditions)
with the unique features of a living polymerization (narrow molecular weight distributions,
controlled molecular weights, end functionality, block copolymers, and other complex architec-
tures) has tremendous appeal in many different areas of polymer science. In this section we outline
first in general terms how this combination is achieved, and then give some specific examples of
the mechanistic details. We choose the term “controlled” rather than “living” in this section,
because irreversible termination reactions cannot be rigorously excluded.

4.6.1 General Principles of Controlled Radical Polymerization

The first task is to resolve the apparent paradox: given that radicals can always combine to undergo
termination reactions, how do we approximate a living polymerization? To develop the answer, it
is helpful to start by summarizing once again the essence of a chain-growth polymerization in
terms of initiation, propagation, and termination rates:
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R; = ki[1][M] (4.6.1)
R, = kp[P][M] (4.6.2)
Ri = k[P-][P-] (4.6.3)

where as before [I] is the concentration of initiating species, [M] is the concentration of unreacted
monomer, and [P+] is the total concentration of radicals of any length. The key to a living
polymerization is that R, — 0, or equivalently in practice, that R, > R,. From Table 3.3 and
Table 3.4, we can see that typical values of %, are about four orders of magnitude larger than k.
Therefore, if we want R, to be, say, 10* times larger than R, we will need [M] to be 108 times larger
than [P+]. Given that [M] could be on the order of 1-10 mol L™! (i.e., in bulk or concentrated
solution), which means the concentration of radicals, and therefore growing chains, will have to be
1071078 mol L™". This is quite small, but from the calculations in Section 3.4.3 we know that it
is quite feasible.

We can do even better than this, however, by a nifty trick already suggested in the context of
living cationic polymerization. Suppose that the absolute concentration of radical forming species
is not that small, but that each molecule spends the vast majority of its time in an unreactive,
dormant form. This is illustrated schematically below:

PX = P +X @.Y)

where PX is the dormant species and X is a group (atom or molecular fragment) that can leave and
reattach to the radical rapidly. (Note that radical species are apparently not conserved in the way
Reaction (4.Y) is expressed, but as we will see subsequently this is not actually the case. Usually X
is also a radical species, but one that is not capable of propagating.) If the equilibrium constant for
the activation process, K., is small, then the instantaneous [P-] will be small even if [PX] is
reasonably large:

[PX]

[P] = Kaet X] (4.6.4)

The process of controlled radical polymerization can now be seen to take place as follows. The
dormant species PX spontaneously dissociates into the active radical and the inert partner X.
The exposed radical may then undergo propagation steps, or simply recombine with X so that no net
reaction takes place. If each radical spends most of its time in the dormant state, the instantaneous
concentration of radicals is small, and termination is very unlikely (but never impossible). During
an average active period a given radical may add many new monomers, about one new monormer,
or essentially no new monomers. It is actually the last situation that is most desirable, because it
means that over time all radicals are equally likely to propagate, one monomer at a time. We can
understand this concept in the following way. After the polymerization has proceeded for a
reasonable time, so that each chain on average has experienced many active periods, the number
of active periods per chain will follow the Poisson distribution (Equation 4.2.19). That is because
we are randomly distributing a large number of items (active periods) into a smaller number of
boxes (growing chains). In the limit where the likelihood of adding a monomer per active period is
small, the average number of monomers added per chain will be directly proportional to the
number of active periods, and thus follow the Poisson distribution as well. Of course, we are
neglecting any termination and transfer reactions.

In contrast, if radicals tend to add monomers in a burst during each active period, the molecular
weight distribution will not be as narrow unless the total degree of polymerization involves many
such bursts. In fact, the length distribution of the “bursts” will be the most probable distribution,
which (recall Equation 2.4.10 and Equation 3.7.19) has a polydispersity approaching 2. We can
actually rationalize an approximate expression for the polydispersity of the resulting polymers,
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based on what we already know. Suppose the mean number of monomers added per active period
1s ¢ > 1. The distribution of active periods from chain to chain still follows the Poisson distribution,
so it is almost as though we were adding one g-length block per active period. Thus, the
polydispersity index becomes that for the Poisson distribution (recall Equation 4.2.20) with a
new “effective monomer” of molecular weight gM:

M, CIMO

— =~ 1 +
My M,

(4.6.5)

Equation 4.6.5 suggests that even if g is 10, a polydispersity of 1.1 is achievable if the total degree
of polymerization exceeds 100. A more detailed analysis yields equations similar to Equation
4.6.5, when the average degree of polymerization is sufficiently large [9]. It is worth noting that
there are several complications to this analysis, such as the fact that the value of g will actually
change during the polymerization, as [M] decreases.

It should be evident from the preceding discussion that termination processes are not rigor-
ously excluded in controlled radical polymerization, only significantly suppressed. Nevertheless,
polydispersities M,/M, < 1.1-1.2 are routinely obtained by this methodology. It should also be
evident that the higher the average chain length, the more likely termination steps become. This
can be seen directly from Equation 4.6.2 and Equation 4.6.3; as time progresses, R, remains
essentially constant, whereas R,, decreases because [M] decreases with time. Consequently, the
relative likelihood of a termination event increases steadily as the reaction progresses. In fact,
there is really a three-way competition in designing a controlled radical polymerization scheme,
among average molecular weight, polydispersity, and “efficiency,” where we use efficiency to
denote a combination of practical issues. For example, the higher the desired molecular weight,
the broader the distribution will become, due to termination reactions. This could be mitigated
to some extent by running at even higher dilution, but this costs time and generates large volumes
of solvent waste. Or, the reaction vessel could be replenished with monomer, to keep [M]
high even as the reaction progresses, but this wastes monomer, or at least necessitates a
TecOVery process.

4.6.2 Particular Realizations of Controlled Radical Polymerization

A rich variety of systems that fall under the umbrella of Reaction (4.Y) have been reported. Three
general schemes have so far emerged as the most prevalent, although there is no a priori reason
why others may not become more popular in the years ahead. Each has particular advantages and
disadvantages relative to the others, but for the purposes of this discussion we are really only
interested in their evident success. All three have been the subject of extensive review articles; see
for example Refs. [10,11,12].

4.6.2.1 Atom Transfer Radical Polymerization (ATRP)

In this approach the leaving group X in Reaction (4.Y) is a halide, such as a chloride or bromide,
and it is extracted by a suitable metal, such as copper, nickel, iron, or ruthenium. The metal is
chelated by ligands such as bipyridines, amines, and trialklyphosphines that can stabilize the metal
in different oxidation states. A particular example of the activation/deactivation equilibrium using
copper bromide/2,2’-bipyridine (bipy) can thus be written:

P;Br + CuBr(bipy), == P + CuBr;(bipy), 4.2)

where the copper atom is oxidized from Cu(I)Br to Cu(I)Br,. Reaction (4.Z) suggests that the
polymerization could be initiated by the appropriate halide of the monomer in question, such as
1-phenylethyl bromide when styrene is the monomer. Alternatively, a standard free-radical
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initiator such as AIBN could be employed (recall Section 3.3). A particularly appealing aspect of
ATRP is the wide variety of monomers that are amenable to this approach: styrene and substituted
styrenes, acrylates and methacrylates, and other vinyl monomers. Dienes and amine or carboxylic
acid—containing monomers are more challenging.

The following example illustrates some of the quantitative aspects of ATRP of styrene.

Example 4.3

From a linear plot of In ([M]o/[M]) versus time, it has been reported that apparent propagation rate
constant for the ATRP of styrene in bulk is on the order of 10 s~!, where the apparent
rate constant kPP is defined by R, = k?,pp[M].T What is the order of magnitude of the concentration
of active radicals at any time?

Solution

From Equation 4.6.2, we can see that kPP thus defined is actually equal to k, [P+]. From Table 3.4 in
Chapter 3 we know that a typical value for k;, for free-radical polymerization is 10°-10* Lmol ™' s7},
and on this basis direct substitution tells us that [P+ ] is about 10~ s™/10°> L mol ™' s ™' = 107°-107"
mol L™". This is in line with the estimate given in the previous section, of the target concentration of

active radicals needed to make the rate of termination small with respect to the rate of propagation.

4.6.2.2 Stable Free-Radical Polymerization (SFRP)

In this variant, the leaving group X in Reaction (4.Y) is a free-radical, but a sufficiently stable one
that it does not initiate polymerization. The prime example of this class is the nitroxide radical,
usually embedded in the (2,2,6,6-tetramethylpiperidinyloxy) “TEMPO” group [13]. When
attached to a monomer analog or a growing polymer chain terminus through the alkoxyamine
C-ON bond, homolytic cleavage of the C—O bond produces the stable TEMPO radical and an
active radical species. This reaction is illustrated below for the case of styrene:

Me Me Me Me
Me O Me .O\
N * N
E + (4.AA)
Me Me
Me Me

The adduct of styrene and TEMPO on the left-hand side of Reaction (4.AA) can be prepared rather
readily, purified, and stored indefinitely. In contrast to other controlled radical polymerization
schemes, this approach is based on a single initiating species; no cocatalyst or transfer agent is needed.
Even in the presence of a large excess of styrene monomer, it is not until the system is brought to an
elevated temperature such as 125°C that polymerization proceeds directly. The reaction can be run
under nitrogen, and the rigorous purification necessary for living ionic polymerizations is not required.
Molecular weights well in excess of 10°, with polydispersities in the range of 1.1-1.2, have been
achieved. The range of accessible monomers is so far more restricted than with ATRP or reversible
addition-fragmentation transfer (RAFT), with styrene, acrylate, and methacrylate derivatives being the
monomers of choice. However, the polymerization is relatively tolerant of functional groups, and
many functionalized initiators with TEMPO adducts have been designed. This makes SFRP an
appealing alternative to living ionic polymerization for the production of end-functional polymers
(recall Section 4.4), and by extension block copolymers and branched architectures, once the initiator
is available.

K. Matyjaszewski, T.E. Patten, and J. Xia, J. Am. Chem. Soc., 119, 674 (1997).
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Example 4.4

An interesting question arises upon examination of Reaction (4.AA): does each TEMPO radical
remain associated with the same chain during the polymerization, or does it migrate freely through
the reaction medium? In the case of anionic polymerization in a nonpolar solvent, the counterion is
certainly closely associated with the chain end, due to the requirement of electrical neutrality. In
the case, of conventional free-radical polymerization, we considered the “caging effect” that can
severely limit the efficiency of an initiator (see Section 3.3). In this case, the relatively high
temperature should enhance both the mobility of the individual species and the ability to escape
from whatever attractive interaction would hold the two radical species in proximity. How could
one test this intuition experimentally?

Solution

The unimolecular nature of the TEMPO-based initiator, plus its susceptibility to functionalization,
offers a convenient solution, as has been demonstrated.! These authors prepared the styrene—
TEMPO adduct shown in Reaction (4.AA), plus a dihydroxy-functionalized variant:

Me Me
HO O\N

Me
Me OH

A 1:1 mixture of the two initiators was added to styrene monomer and heated to the polymer-
ization temperature. At various times, the reaction mixture could be cooled, and analyzed. If the
exchange of TEMPO groups was rapid, then one would expect four distinct chain populations,
with roughly equal proportions: one with no hydroxyls, one with a hydroxyl at each end, one
with a hydroxyl at the terminus, and one with a hydroxyl at the initial monomer. On the other
hand, if there was little exchange, there should be just two populations: one with no hydroxyls
and one with two. Liquid chromatographic analysis gave results that were fully consistent with
the former scenario.

4.6.2.3 Reversible Addition-Fragmentation Transfer (RAFT) Polymerization

The principal distinction between RAFT polymerization on the one hand and ATRP or SFRP on
the other is that RAFT polymerization involves a reversible chain transfer, whereas the other two
involve reversible chain termination. The key player in the RAFT process is the chain transfer
agent itself; the radicals are generally provided by conventional free-radical initiators such as
AIBN. Dithioesters (RCSSR’) such as cumyl dithiobenzoate are often used; in this instance R is a
phenyl ring and R’ is a cumyl group. The growing radical chain P, reacts with the transfer agent,
and the cumyl group departs with the radical:

S SP; SP;

Pi. + /U\ , —_— )'\ '—¥ R'. + /& (4BB)

R™ "SR R” "SR R” °S

A different growing radical P;+ can also react in the analogous manner:

. U 4.0C
Pf*n/&s‘_ )\sp P"+R/U\ @O

tcl. Hawker, G.G. Barclay, and J. Dao, J. Am. Chem. Soc., 118, 11467 (1996).
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In this way, the dithioester end group is transferred from chain to chain. An important feature of
this reaction scheme, which is important for achieving narrow molecular weight distributions, is
that the ease of transfer of the dithioester is essentially independent of the length of the associated
chain, or between chains and the R’ group.

There is an important feature of this scheme that is different from the other two controlled
radical approaches. Namely, the number of chains is not determined by the number of
initiators, but by the combination of conventional initiators (e.g., AIBN) and those from the
RAFT agent, e.g., cumyl radicals (R’+ in Reaction 4.BB). In fact, given that the decomposi-
tion of AIBN cannot be controlled, it is advantageous to use an excess of the RAFT agent,
thereby dictating the number of chains initiated via R’s, which in turn is proportional to the
concentration of RCSSR'. This process is facilitated by the fact that such dithioesters have
very large chain transfer constants (recall Section 3.8), and thus a chain initiated by AIBN
or by R’ is rapidly transformed into a dormant form, before achieving a significant degree
of polymerization. The RAFT approach has been successful with a very wide variety of
different monomers.

4.7 Polymerization Equilibrium

Up to this point we have tended to write chain-growth propagation steps as one-way reactions, with
a single arrow pointing to the product:

k
PF + M — Py,

In fact, as a chemical reaction, there must be a reverse depropagation or depolymerization step, and
the possibility of chemical equilibrium:

Kpoly *

P} + M = P},

This equilibrium constant for polymerization, K1y, can be written as the ratio of the forward and
reverse rate constants, and as the appropriate ratio of species concentrations at equilibrium:

kp [P,t 1] - 1

Kooty = —— 2
poly kdep [PI*] [M] [M]eq

@.7.1)

The last term indicates that the equilibrium constant is the inverse of the equilibrium monomer
concentration, because the concentrations of i-mer and (i + 1)-mer must be nearly equal (recall
Equation 3.7.3). The reason we have not emphasized the possibility of equilibrium so far is that
almost all polymerization reactions are run under conditions where the equilibrium lies far to the
right, in favor of products; the residual monomer concentration is very small. This is not always the
case, however, as we shall now discuss.

The state of equilibrium is directly related to the Gibbs free energy of polymerization:

AGpoly = AGY,, + RTInQpay (4.72)
where the reaction quotient, Qpqy, is the same ratio of product and reactant concentrations as K,
but not necessarily at equilibrium. The free energy of polymerization is the difference between the
free energies of the products and the reactants, in kJ/mol, where for polymeric species we consider
moles of repeat units. The superscript O indicates the standard quantity, where all species are at
some specified standard state (e.g., pure monomer and repeat unit, or perhaps at 1 mol L}
in solution). For the polymerization reaction to proceed spontaneously, AGpay <0. When the
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reaction is allowed to come to equilibrium, Qpo1y = Kpoly and AGpepy = 0. Thus, we have the well-
known relation

AGY,, = —RTIn Ky (4.1.3)
The free energy change per repeat unit upon polymerization may be further resolved into enthalpic
(H) and entropic (S) contributions:

AGY,, = AH), —TAS) (4.7.4)
From Equation 4.7.3, we can see that the statement that K, is large, favoring products, is
equivalent to saying that AGgoly is large and negative. From Equation 4.7.4, we can see that facile
polymerization requires that either AHgoly is large and negative, that is, the reaction is exothermic,
or that ASgoly is large and positive. In fact, ASgO,y is usually negative; the monomers lose
translational entropy when bonded together in a polymer. However, AHgoly is exothermic, because
the extra energy of a carbon—carbon double bond relative to a single bond is released. In fact, we
should have anticipated this conclusion from the outset: polymers could not be made inexpensively
in large quantities if we had to put in energy for each propagation step.

Table 4.4 provides examples of the standard enthalpy and entropy of polymerization for a few
common vinyl monomers. In all cases both the enthalpy and the entropy changes are negative, as
expected; furthermore, AGgO,y is negative at room temperature (300 K). Starting with ethylene as
the reference, the relative enthalpies of polymerization can be understood in terms of two general
effects. The first is the possibility of resonance stabilization of the double bond in the monomer
that is lost upon polymerization. This results in lower exothermicity for butadiene, isoprene,
styrene, and a-methylstyrene, for example. The second is steric hindrance in the resulting polymer.
For example, disubstituted carbons in the polymer can lead to significant interactions between
substituents on every other carbon, which therefore destabilize the polymer, as in the case of
isobutylene, a-methylstyrene, and methyl methacrylate. Tetrafluoroethylene, with its unusually
large exothermicity, is included in this short table in part to remind us that there are examples
where we may not have a simple explanation. Further discussion of these issues is provided in
Section 5.4.

Equation 4.7.4 indicates that as the polymerization temperature increases, the relative import-
ance of entropy increases as well. As AS favors depolymerization, it is possible to reach a

Table 4.4 Values of the Standard Enthalpy and Entropy of Polymerization, as Reported in
Qdian [6]

Monomer AHS, (KT mol™)  ASS, G K™ mol™")  AGD,, at 300 K (kJ mol™")
Ethylene -93 —155 —47
Propylene -84 -116 —49
Isobutylene —48 —121 -12
1,3-Butadiene =73 -89 —46
Isoprene =75 —101 —45
Styrene -73 —104 —42
a-Methylstyrene -35 —110 -2
Tetrafluoroethylene -163 —112 -130
Vinyl acetate —88 -110 =55
Methyl methacrylate —56 -117 21

Note: The enthalpy corresponds to the conversion of liquid monomer (gas in the case of ethylene) to amorphous
(or slightly crystalline) polymer. The entropy corresponds to conversion of a 1 mol L™ solution of monomer to
polymer.
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temperature above which polymerization will not be spontaneous under standard conditions. This
special temperature is referred to as the ceiling temperature, T,. From Equation 4.7.4, we have

AGS, = 0= AH®

Doty bty — TcAS) (4.1.5)

poly

and combining this relation with Equation 4.7.1 through Equation 4.7.3 we find

AH?
T, = poly (4.7.6)
¢ ASY,, +RIn[M],

Using this relation, the data in Table 4.4, and assuming [M] =1 mol L™, the ceiling temperature is
45°C for poly(oi-methylstyrene) and 206°C for poly(methyl methacrylate). Note the important fact
that according to Equation 4.7.6, T, will depend on the monomer concentration and will therefore
be different for a polymerization in dilute solution compared to one in bulk monomer.

Figure 4.6 illustrates the application of Equation 4.7.6 to poly(a-methylstyrene). The equilib-
rium monomer concentration is plotted against temperature according to Equation 4.7.6 and
the indicated values of AH® and AS®. The smooth curve corresponds to the ceiling temperature
and the horizontal line indicates a 1 mol L™ solution. Any solution of monomer that falls to the
right of, or below, the curve (i.e., any combination of [M] and T') will simply not polymerize. Any
solution to the left of, or above, the curve can polymerize, but only until the equilibrium monomer
concentration is reached. For example, a 1 mol L™! solution at 0°C could polymerize, but as
the equilibrium monomer concentration is about 0.1 mol L~!, the maximum conversion would
only be 90%.

Interestingly, there are a few instances in which polymerization is driven by an increase in
entropy, and where the enthalpy gain is almost negligible. Examples include the polymerization of
cyclic oligomers of dimethylsiloxane, such as the cyclic trimer and tetramer, which we will discuss
in the next section. In this case, the bonds that are broken and reformed are essentially the same,

M]

0.1¢ .
i —— a-methylstyrene
AH%=-35,000 J mol™'
0.01f AS%=-110Jmol ' K | 4
0001 Lt
-50 0 50 100 150
T,°C

Figure 4.6 Illustration of the relation between equilibrium monomer concentration and ceiling temperature
for poly(c-methylstyrene).
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hence AHgoly 22 0. On the other hand, possibly because of the greater conformational freedom in
the linear polymer versus the small cycles, ASgoly is positive. In such a case when AHgoly is slightly
positive, it is possible in principle to have a floor temperature, below which polymerization cannot
occur at equilibrium. Furthermore, for. the living polymerization of “D;,” the cyclic trimer of
dimethylsiloxane, for example using an anionic initiator, AGpely is never particularly favorable
compared to the typical vinyl monomer case. Consequently, one has to be aware of the law of mass
action, just as in a polycondensation. In other words, the reaction cannot be allowed to go to
completion, because rather than achieving essentially 100% conversion to polymer, the reaction
mixture stabilizes at the equilibrium monomer concentration. Then, random propagation and
depropagation steps will degrade the narrow molecular weight distribution that was initially
sought. This problem can be circumvented by adding more monomer than is necessary to achieve
the target molecular weight, and using trial and error to determine the time (and fractional
conversion) at which the desired average molecular weight has been achieved.

4.8 Ring-Opening Polymerization (ROP)
4.8.1 General Aspects

Cyclic molecules, in which the ring contains a modest number of atoms, say 3-8, can often be
polymerized by a ring-opening reaction, in which a particular bond in the cycle is ruptured, and
then reformed between two different monomers in a linear sequence. This process is illustrated in
the following schematic reaction:

MB*+A|:é——> ~B-A B* (4.DD)

In this instance the ring contains four atoms, and the A-B bond is the one that is preferentially
cleaved. The propagating chain is shown with B containing the active center; it is often the case
that ROP proceeds by an ionic mechanism. Comparison of monomer and repeat unit structures in
Reaction (4.DD) reveals that the bonding sequence is the same in both cases, in marked contrast to
either a chain-growth polymerization through, for example, a carbon—carbon double bond or a
step-growth polymerization through, for example, condensation of acid and alcohol groups. In
light of the previous section, where we considered the thermodynamics of polymerization, a basic
question immediately arises: if the bonding is the same in monomer and polymer, what is the
primary driving force for polymerization? The answer is ring strain. The linkage of the atoms into
a ring generally enforces distortion of the preferred bond angles and even bond lengths, effects that
are grouped together under the title ring strain. The amount of ring strain is a strong function of the
number of atoms in the ring, r. For example, ethylene oxide, with r = 3, is quite a explosive gas at
room temperature. On the other hand, cyclohexane, with r=6, is almost inert. In fact, r=6
represents a special case, at least for all carbon rings, as the natural sp> bond angles and lengths
can be almost perfectly matched. The following example illustrates the effect of r on the
thermodynamics of polymerization, for cyclic alkanes.

Example 4.5

The following values of AHY. and ASY. per methylene unit have been estimated at room tempera-
ture (as reported in Ref. [10]) for the process

—(CHy), — (liquid ring) <  —(CHy), — (crystalline linear polymer)

The subscript “lc” denotes the liquid-to-crystal aspect of the process; as we will see in Chapter 13,
high molecular weight linear polyethylene, the product of the hypothetical polymerization
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reaction, is crystalline at equilibrium at room temperature. Evaluate AGY. and K for this process
and interpret the results:

r AHY kITmol™)  ASY Jmol 'K

3 —~113 —69.1
4 ~105 —55.3
5 -21.2 —427
6 +29 -~105
7 —21.8 —-15.9
8 —~34.8 -33
Solution

We use the relationships AG® = AH°—TAS® (Equation 4.7.4) and AG°=—RT In K (Equation
4.7.3), with T=298 K and R=8.314] mol ! K=, to obtain the following table:

r o AGY (kJ mol™) K

3 —92 2x 10
4 —89 3 x 10"
5 —8.5 30

6 +6.0 0.09

7 -17 10°

8 —34 8 x 10°

The results indicate that for all but r =6, polymerization is favored, consistent with the known
stability of six-membered carbon rings. From the point of view of polymerization, the driving
force should be ranked according to r=3, 4>r=8>r=35, 7. These are general trends, and
different substituents or heteroatoms within the ring can change the numerical values signifi-
cantly. Finally, while AH® shows a distinct maximum at r =6, AS® decreases monotonically with
r, while remaining consistently negative. However, we need to recognize that these values
incorporate the relief of the ring strain, the incorporation of monomer into polymer, and the
changes associated with crystallization of the liquid polymer. The opening of the ring affords
more degrees of freedom to the molecule, increasing the entropy, but both subsequent polymer-
ization and crystallization reduce it. Consequently, it is dangerous to overinterpret particular
values of AS°.

The preceding example nicely illustrates the importance of ring strain, but the fact is that the
primary utility of ROP is not to produce polyethylene from cyclic alkanes. Rather, it is to produce
interesting polymer structures from readily accessible cyclic monomers, structures that cannot be
prepared more conveniently by classical step-growth or chain-growth polymerization. Examples of
seven different classes of cyclic monomers and the resulting polymer structures are given in Table
4.5. In all cases the ring contains one or more heteroatoms, such as O, N, and Si. These participate
in the bond-breaking process that is essential to ROP; in contrast, it is actually rather difficult in
practice to polymerize cyclic alkanes, even when free energy considerations favor it. In Chapter 1
we suggested that the presence of a heteroatom in the backbone was often characteristic of a step-
growth polymerization. One of the beauties of ROP is that it is a chain-growth mechanism,
enabling the ready preparation of high molecular weight materials. For example, Entry 5 (a
polyamide, poly(e-caprolactam)) and Entry 6 (a polyester, polylactide) are polymers that could
be prepared by condensation of the appropriate AB monomer. However, by using the cyclic
monomer, the condensation step has already taken place, and the small molecule byproduct is
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Table 4.5 Examples of Monomers Amenable
to Ring-Opening Polymerization

Monomer class Example Repeat unit

1. Epoxides 8 (/\/0\)

2. Cyclic ethers CO (\H“O\)

AN
i o, ,0 O\/O
3. Cyclic acetals Ms (/ pg)
4. Imines (cyclic amines) VN7 (/\/H\)
H
0 H
5. Lactams (cyclic amides) CT'H (\HSN‘([)()
Q o o
6. Lactones (cyclic esters) ?_ ‘g (/Oj)k)
o Y Me
[
~ ./O—S'\ M% /Me
7. Siloxanes /SI\O—SI? {Sior

removed. Thus, the law of mass action that typically limits the molecular weight of a step-growth
polymerization is overcome. (This is not to say that polymerization equilibrium will not be an
issue. In fact, Entry 6 and Entry 7 both indicate six-membered rings, and the correspondingly lower
ring-strain does bring equilibration into play.)

From the perspective of this chapter the main point of ROP is not just its chain-growth
character, but the fact that in many cases living ROP systems have been designed. As indicated
above, most ROPs proceed via an ionic mechanism, which certainly invites attempts to achieve a
living polymerization. We will briefly present specific examples of such systems, for three
disparate but rather interesting and important polymers in Table 4.5: poly(ethylene oxide) (Entry
1), polylactide (Entry 6), and poly(dimethylsiloxane) (Entry 7). We will also consider a class of
ROP that can produce all carbon backbones, via olefin metathesis.

4.8.2 Specific Examples of Living Ring-Opening Polymerizations
4.8.2.1 Poly(ethylene oxide)

Poly(ethylene oxide) represents one of the most versatile polymer structures for both fundamental
studies and in commercial applications. It is readily prepared by living anionic polymerization,
with molecular weights ranging all the way up to several millions. It is water soluble, a highly
desirable yet relatively unusual characteristic of nonionic, controlled molecular weight polymers.
Furthermore, it appears to be more or less benign in humans, thereby allowing its use in many
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consumer products, biomedical formulations, etc. In fact, a grafted layer of short chain poly(ethyl-
ene oxide)s (see Section 4.4) can confer long-term stability against protein adsorption or deposition
of other biomacromolecules. In the biochemical arena short chain poly(ethylene oxide)s (with
hydroxyl groups at both ends) are more commonly referred to as poly(ethylene glycol)s or PEGs.
The grafting of PEG molecules onto a biomacromolecule or other substrate has become such a
useful procedure that it has earned a special name: PEGylation. Poly(ethylene oxide) crystallizes
rather readily, with a typical melting temperature near 65°C, which has led to its use in many
fundamental studies of polymer crystallization (see Chapter 13). The first block copolymers
to become commercially available were the so-called polyoxamers, diblocks and triblocks of
poly(ethylene oxide) and poly(propylene oxide). Historically, it was the polymerization of ethyl-
ene oxide that Flory used as an example in proposing the Poisson distribution for chain-growth
polymers prepared from a fixed number of initiators with rapid propagation [14].

In practice, the living anionic polymerization of ethylene oxide has been achieved by a variety
of initiator systems, following the general principles laid out in Section 4.3. Examples include
metal hydroxides, alkoxides, alkyls, and aryls. In contrast to styrenes and dienes, however, lithium
is not an effective counter ion in this case. (As noted in the context of Reaction 4.H, this feature is
actually convenient when it is desired to use ethylene oxide to end-functionalize such polymers.)
The following scheme represents an example of a three-arm star prepared by grafting from; the
initiator is trimethylol propane, which has three equivalent primary alcohols that can be activated
by diphenylmethyl potassium. The addition of ethylene oxide monomer is straightforward, and the
resulting polymer is terminated with acidic methanol to yield a terminal hydroxyl-functionality on
each arm.

K+

o k* 90 wmeom

HO k* B -
Me/q(\OH + 3 — e oo —— — R((CH,CH 0)pH)3
OH

o-
K+

(4.EE)

An interesting feature of this reaction is that it can be carried out in THF, which like ethylene oxide
is a cyclic ether. This again illustrates the importance of ring-strain in facilitating, or, in this case
suppressing, polymerization. In fact, cyclic ethers including THF are usually polymerized only by
a cationic ring-opening mechanism; the high ring-strain of ethylene oxide makes it the exception to
this rule.

4.8.2.2 Polylactide

Polylactide is biodegradable and can be derived from biorenewable feedstocks such as corn. The
former feature enables a long-standing application as resorbable sutures; after a period of days to
weeks, the suture degrades and is metabolized by the body. The latter property underscores recent
interest in the large-scale commercial production of polylactide for a wide variety of thermoplastic
applications.

The structure of lactic acid is

Me

o o

O

Clearly, as it contains both a hydroxyl and a carboxylic acid, it could be polymerized directly to the
corresponding polyester via condensation. However, if the starting material is lactide, the cyclic
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dimer of the corresponding ester, then ROP produces the same polymer structure but by a chain-
growth process:

Me.__O._O Q  Me
I T — o%o (4.FF)
0~ 0" Me Me O /n

Note that the central carbon in lactic acid is chiral, and therefore the corresponding two carbons in
both lactide and the polylactide repeat unit are stereocenters. Consequently, there are three possi-
bilities for the lactide monomer, according to the absolute configuration of these carbons: R, R; S, S;
and R,S. Polymerization of either of the first two leads to the corresponding stereochemically pure
PDLA and PLLA, which are crystallizable; the meso dyad leads to an atactic polymer. In this case,
therefore, the responsibility of producing a particular tacticity is largely transferred from the catalyst
(see Chapter 5) to the purification of the starting material. Of course, the catalyst has to guide the
polymerization in such a way that the stereochemistry is not scrambled or epimerized.

From the point of view of designing a living polymerization of polylactide, there are two general
issues to confront. First, as polylactide is a polyester, it is susceptible to transesterification reactions.
This constraint favors lower reaction temperatures, conditions that are neither too basic nor acidic,
and acts against the normal desire to make the catalyst more “active.” Ironically, the advantageous
degradability of polylactide through the hydrolysis of the ester linkage is thus a disadvantage from
the point of view of molecular weight control. The second problem is equilibration. Recall from
Example 4.5 that for cyclic alkanes, the six-membered ring has no ring-strain to speak of, and is
therefore not polymerizable. Although lactide is a six-membered ring, it does possess sufficient ring-
strain, but not a lot. Consequently, narrow molecular weight distributions are usually obtained only
by terminating well before the reaction has approached completion.

A typical catalyst is based on a metal alkoxide, such as LMOR’, where L is a “spectator” ligand
and R’ is a small alkyl group. The initiation step can be written as

I‘_M
Me O (@] Me OM
I :/[ + LMOR' =——= I e o (4.GG)
0707 "Me 0 o)\f
OR'

where the lactide ring is cleaved at the bond between the oxygen and the carbonyl carbon. The
subsequent propagation steps involve the same bond cleavage, with addition of the new monomer
into the oxygen—metal bond at the growing chain end. In fact, this kind of polymerization has been
classified as “anionic coordination,” in distinction to anionic polymerization, as the crucial step is
coordination of the metal with the carbonyl oxygen, followed by insertion of the alkoxide into the
polarized C-O bond. The most commonly employed catalyst for polylactide is tin ethylhexanoate,
but more success in terms of achieving living conditions has been realized with aluminum
alkoxides. Interestingly, these aluminum species have a tendency to aggregate in solution, with
the result that the reaction kinetics can become rather complicated; different aggregation states can
exhibit very different propagation rates. This situation is reminiscent of the aggregation of
carbanions in anionic polymerization in nonpolar solvents discussed in Section 4.3.

4.8.2.3 Poly(dimethylsiloxane)

Poly(dimethylsiloxane) has one of the lowest glass transition temperatures (T}, see Chapter 12) of
all common polymers. This is due in part to the great flexibility of the backbone structure (see
Chapter 6), which reflects the longer Si—O bond compared to the C—C bond, the larger bond angle, and
the absence of substituents on every other backbone atom. It is also chemically quite robust. It is used ir
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any number of lubrication and adhesive applications (“silicones™), as well as a variety of rubber
materials. Living anionic polymerization of the cyclic trimer hexamethylcyclotrisiloxane, D5, has been
achieved by a number of routes. Given that this monomer is a six-membered ring, we can anticipate that
the polymerization is not strongly favored by thermodynamics. Consequently, narrow molecular weight
distributions are achieved by terminating the reaction well before the consumption of all the monomer.

An example of a successful protocol is the following. A modest amount of cyclic trimer is
initiated with potassium alkoxide, in cyclohexane solution. Under these conditions initiation is rather
slow, but propagation is almost nonexistent, thereby allowing for complete initiation. Presumably,
the lack of propagation is due to ion clustering as discussed in Section 4.3, The addition of THF, as a
polar modifier, plus more monomer allows propagation to proceed for an empirically determined
time interval. Termination is achieved with trimethylchlorosilane (TMSCI):

/

o—si” 0O O 0 o0-
CHX +
>s{ o+Rok =g S s s K
\O—Si/ /N /\ /\
l ~
THF Ds  TMSCI o
N

4.8.2.4 Ring-Opening Metathesis Polymerization (ROMP})

Reactions in this class of ROP are distinct from those previously considered, both in the fact that
the mechanism does not involve ionic intermediates and in the creation of all carbon backbones
(albeit ones that contain double bonds). An olefin metathesis reaction is one in which two carbon~
carbon double bonds are removed and two new ones are created. Generically, this can be
represented by the following scheme, whereby R;HC =CHR, reacts with R;HC =CHR, to
produce, for example, RjHC = CHR; and R,HC = CHR,.

H H H H
R, N—/ R2 Ry Rg
| ] (4.1
R R
3 H H 4

Ry —7=x"F
H H

Although Reaction (4.II) illustrates the net outcome, it says nothing about the mechanism.
Metathesis reactions are catalyzed by transition metal centers, with the associated ligand package
providing tunability of reaction characteristics such as rate, selectivity, and stereochemistry of
addition. In the case of ROMP, the metal forms a double bond with a carbon at one end of the
chain; thus in Reaction (4.II) the R;CH group would be replaced by the metal and its ligands
(ML,). For a propagation step, R, would denote a previously polymerized chain, P, In the
monomer to be inserted into the chain, between the metal and the end of the previously polymer-
ized chain, R3 and R, are covalently linked to form a ring. Thus, the ring plays two key roles:
the ring-strain provides the driving force for polymerization, and the ring structure provides the
permanent connectivity between the two carbon atoms whose double bond is broken. The ROMP
analog to Reaction (4.11) can thus be described schematically as

@.Jn
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In this case, the monomer is cyclooctene. After the monomer insertion or propagation step, an
active metal carbene remains at the chain terminus, and one carbon—carbon double bond remains in
the backbone for each repeat unit.

There is a large literature on metathesis catalysts and associated mechanisms, many of
which incorporate multiple components beyond the active metal. However, for the purposes of
controlled ROMP, there are currently two families of single species catalysts that are highly
successful. One, based on tungsten or molybdenum, is known as a Schrock catalyst [I], and the
other, based on ruthenium, is a Grubbs catalyst [II]. These investigators were corecipients of the
2005 Nobel Prize in chemistry (with Y. Chauvin) for their work on the metathesis reaction.
The structures of representative examples are given below, where the symbol Cy denotes a
cyclohexyl ring:

N, O
Sh

Schrock catalyst

PCY3

ol -
o=
fon ()

Grubbs catalyst

(1]

Note that the substituent on the metal-carbon double bond will become attached to the nonpropa-
gating terminus of the chain. Collectively, catalysts in these two families have proven capable of
achieving controlled polymerization of a wide variety of cyclic olefins, including those containing
functional groups. In particular, while the Schrock catalysts tend to be more active, the Grubbs
catalysts are more tolerant of functional groups, oxygen, and protic solvents. Reaction conditions
are often mild, that is, near room temperature, and in some cases the polymerization can be
conducted in water. Overall control is often quite good, and many block copolymers have
been prepared by ROMP. Some ROMP systerns have even been commercialized, including the
polymerization of norbornene:

Ayt

4.9 Dendrimers

Dendrimers are an interesting, unique class of polymers with controlled structures. For example,
they can have precisely defined molecular weights, even though the elementary addition steps are
usually of the condensation variety. From an application point of view it is the structure of the
dendrimer, rather than its molecular weight per se that is the source of its appeal. A cartoon
example of a dendrimer is provided in Figure 1.2. The term comes from the Greek word dendron,
or tree, and indeed a dendrimer is a highly branched polymer molecule. In particular, a dendrimer
is usually an approximately spherical molecule with a radius of a few nanometers. Thus, a
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dendrimer is both a covalently assembled molecule and also a well-defined nanoparticle. The outer
surface of the dendrimer is covered with a high density of functional groups that govern the
interactions between the dendrimer and its environment. These exterior groups have the advan-
tages of being numerous, and readily accessible for chemical transformation. The interior of the
dendrimer can incorporate a distinct functionality that can endow the molecule with desirable
properties. For example, the dendrimer might incorporate a highly absorbing group, for “light
harvesting,” or a fluorophore, for efficient emission. Other possibilities include catalytic centers or
electrochemically active groups. By being housed within the dendrimer, this functional unit can be
protected from unwanted interactions with the environment. The functional unit may be covalently
bound within the dendrimer, or it may simply be encapsulated. The possibility of controlling
uptake and release of specific agents by the dendrimer core also makes them appealing as possible
delivery vehicles for pharmaceuticals or other therapeutic agents. As nanoparticles, dendrimers
share certain attributes with other objects of similar size, such as globular proteins, surfactant and
block copolymer micelles, hyperbranched polymers, and colloidal nanoparticles. Although beyond
the scope of this chapter, it is interesting to speculate on the possible advantages and disadvantages
of these various structures (see Problem 16).

There are two distinct, primary synthetic routes to prepare a dendrimer, termed divergent and
convergent. In a divergent approach, the dendrimer is built-up by successive additions of mono-
mers to a central, branched core unit, whereas in the convergent approach branched structures
called dendrons are built-up separately, and then ultimately linked together to form the dendrimer
in a final step. The divergent approach was conceived first, and is the more easily visualized. The
process is illustrated schematically in Figure 4.7. The core molecule in this case has three
functional groups denoted by the open circles. These are reacted with three equivalents of another
three-functional monomer, but in this case two of the functional groups are protected (filled
circles). After this reaction is complete, the growing molecule has six functional groups that are

B
Deprotect X

l Deprotect

G2
+ 12 \k—’%

Figure 4.7 Schematic illustration of the divergent synthesis of a third-generation dendrimer from a
trifunctional core. The open circles denote reactive groups and the filled circles protected groups.



158 Controlled Polymerization

then deprotected. At this stage the molecule is termed a first generation (G1) dendrimer. Another
addition reaction is then performed, but now six equivalents of the protected monomer are required
to complete the next generation. After deprotection the resulting G2 dendrimer has 12 functional
groups. It is straightforward to see that the number of functional groups on the surface grows
geometrically with the number of generations, g:

Number of functional groups = 3 x 28 (4.9.1)

Thus, a perfect G5, G6, and G7 dendrimer would have 96, 192, and 384 functional groups,
respectively. Note that Equation 4.9.1 would need to be modified in the case of, for example, a
tetrafunctional core. We have introduced the term “perfect” here to emphasize that it is certainly
possible for a dendrimer molecule to have defects, or missing functional groups, which will
propagate through all subsequent generations. For the first few generations it is usually not too
difficult to approach perfection, but for G5 and above, the functional groups become rather
congested, which makes complete addition of the next generation difficult. It also becomes harder
to separate out defective structures. It is typically not practical to go beyond GS8.

Further consideration of the divergent approach in Figure 4.7 reveals that, compared with most
polymerization reactions, it is rather labor intensive. For example, the addition of each generation
requires both an addition step and a deprotection step. The addition will typically be conducted
in the presence of a substantial excess of protected monomer, to drive the completion of the
new layer. The resulting products will need to be separated, in order to isolate the perfect
dendrimer structure from all other reaction products and reagents. Similarly, the deprotection
step needs to be driven to completion, and the pure product isolated. Thus, in the end there are two
reaction steps and two purification steps required for each generation. This requires a significant
amount of time, and it is challenging to prepare commercial-scale quantities of perfect, high
generation products.

As a specific example of a divergent synthesis, we will consider the formation of the poly-
amidoamine (PAMAM) system. In this case, there are two monomers to be added sequentially in
each generation, rather than one addition and one deprotection step. The core molecule and one of
the monomers is typically ethylene diamine and the other monomer is methyl acrylate. The first
step is addition of four methyl acrylate molecules to ethylene diamine in a solvent such
as methanol. The Michael addition-type mechanism involves nucleophilic attack of the electron
pair on the nitrogen to the double bond of the acrylate, which is activated by the
electron withdrawing character of the ester group:

0.0
o “Me
Me\o

~~_NHz 4 g O — ~UN
H:N /\{Or ~ ﬁ \I\’//o (4.LL)

The next second step involves amidation of each ester group by nucleophilic attack of the nitrogen
on the electropositive carbonyl carbon, with release of methanol:

H
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o o



Dendrimers 159

The structure of the resulting G1 PAMAM dendrimer is therefore the following:

7 NH,
NHZL o HN.__O
NN
/E j\fo N,
HN"0 KN
L NH,

An alternative general strategy for preparing dendrimers and dendritic fragments, or dendrons,
is the so-called convergent approach. This is illustrated schematically in Figure 4.8. As the name
implies, these molecules are made “from the outside in,” that is, the eventual surface group,
denoted by “x” in Figure 4.8, is present in the initial reactants. The first reaction produces a
molecule with two surface groups and one protected reactive group. The second step, after
deprotection, doubles the number of surface groups, and so on. At any stage, a suitable multifunc-
tional core molecule can be used, to stitch the appropriate number of dendrons (usually 3 or 4)
together. Each growing wedge-shaped dendron possesses only one reactive group, which pre-
sents a significant advantage in terms of purification. At each growth step, a dendron either
reacts or it does not, but the product and reactant are significantly different in molecular weight.
By contrast, in the divergent approach, the surface of the dendrimer has many reactive groups,
and it may not be easy to separate a G3 dendrimer with 24 newly added monomers from one with
only 23 monomers. Furthermore, because there are so many more reactive groups on the
dendrimer than on the added monomers, the monomers must be present in huge molar excess
to drive each reaction to completion. In the convergent approach shown, there are only twice as
many dendrons as new coupling molecules at stoichiometric equivalence, so a large excess of
dendrons is not necessary.

X—0
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Figure 4.8 Illustration of the convergent approach to dendrimer synthesis. Each dendron is built-up by
successive 2:1 reactions, before the final coupling step.
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The initial demonstration of this approach was based on the following scheme [15]. The
building blocks were 3,5-dihydroxybenzyl alcohol and a benzylic bromide. The first reaction,
conducted in acetone, coupled two of the bromides with one alcohol. The surviving benzylic
alcohol was then transformed back to a bromide functionality with carbon tetrabromide in the
presence of triphenyl phosphine. Introduction of more 3,5-dihydroxybenzyl alcohol began the
formation of the next generation dendron, and the process continued.

) o -

4.10 Chapter Summary

(4.NN)

In this chapter, we have considered a wide variety of synthetic strategies to exert greater control
over the products of a polymerization, compared to the standard step-growth and chain-growth
approaches. Although access to much narrower molecular weight distributions has been the
primary focus, production of block copolymers, end-functional polymers, and controlled-branched
architectures has also been explored. The central concept of the chapter is that of a living
polymerization, defined as a chain-growth process that proceeds in the absence of irreversible
chain termination or chain transfer:

1. When a living polymerization is conducted such that the rate of initiation is effectively
instantaneous compared to propagation, it is possible to approach a Poisson distribution of
molecular weights, where the polydispersity is 1+ (1/N,).

2. Anionic polymerization is the most established method for approaching the ideal living
polymerization, and effective protocols for a variety of monomers have been established.

3. Cationic polymerization can also be living, although it is generally harder to do so than for the
anionic case, in large part due to the prevalence of transfer reactions, including transfer to
monomer.

4. Using the concept of a reversibly dormant or inactive species, free-radical polymerizations
have also been brought under much greater control. Three general flavors of controlled
radical polymerization, known as ATRP, SFRP, and RAFT, are currently undergoing rapid
development.

5. Living polymerization in general, and anionic polymerization in particular, can be used to
produce block copolymers, end-functional polymers, and well-defined star and graft polymers,
for a variety of possible uses.

6. Through basic thermodynamic considerations the concepts of equilibrium polymerization,
ceiling temperature, and floor temperature have been explored.

7. The utility of ROPs has been established, where the thermodynamic driving force for chain
growth relies on ring-strain. Specific systems of nearly living ring-opening polymerizations
have been introduced, including important metal-catalyzed routes such as ROMP.
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8.

A particular class of highly branched, precisely controlled polymers called dendrimers can be
prepared by either of two step-growth routes, referred to as convergent and divergent,
respectively.

Problems

L.

Experimental data cited in Example 4.1 for the anionic polymerization of styrene do not really
test the relationship between conversion, p and time; why not? What additional experimental
information should have been obtained if that were the object?

Although the polydispersities described in Example 4.1 are very low, they consistently exceed
the theoretical Poisson limit. List four assumptions that are necessary for the Poisson distri-
bution to apply, and then identify which one is most likely not satisfied. Justify your answer,
based on the data provided.

For the living anionic polymerization of styrene discussed in Example 4.1, the solvent used
was cyclohexane, and the kinetics are known to be 0.5 order with respect to initiator. What is
the predominant species in terms of ion pairing, and what is the approximate dissociation
constant for this cluster if k; is actually 1000 mol L7's™1?

One often-cited criterion for judging whether a polymerization is living is that M, should
increase linearly with conversion. Why is this not, in fact, a robust criterion?

A living polymerization of 2-vinyl pyridine was conducted using benzyl picolyl magnesium as
the initiator.” Values of M, were determined for polymers prepared with different initiator
concentrations and different initial concentrations of monomer, as shown below. Calculate the
expected M, assuming complete conversion and 100% initiator efficiency; how well do the
theoretical and experimental values agree?

(1] (mmol L™"  [Mlo (mmol L") M, (kg mol )

0.48 82 20
0.37 85 25
0.17 71 46
0.48 71 17
0.58 73 14
0.15 150 115

The following table shows values of AH® at 298 K for the gas phase reactions X(g) +H ™ (g)
— HX " (g), where X is an olefin.! Use these data to comment quantitatively on each of the
following points:

1. The cation is stabilized by electron-donating alkyl substituents.

2. The carbonium ion rearrangement of n-propyl ions to i-propyl ions is energetically
favored.

3. With the supplementary information that AH? of 1-butene and cis-2-butene are +1.6 and
—5.8 kJ mol !, respectively, evaluate the AH for the rearrangement n-butyl to sec-butyl
ions and compare with the corresponding isomerization for the propyl cation.

4. Of the monomers shown, only isobutene undergoes cationic polymerization to any
significant extent. Criticize or defend the following proposition: the data explain this
fact by showing that this is the only monomer listed that combines a sufficiently negative
AH for protonation, with the freedom from interfering isomerization reactions.

" A. Soum and M. Fontanille, in Anionic Polymerization, J.E. McGrath, Ed., ACS Symposium Series, Vol 166, 1981.
‘pH. Plesch, Ed., Cationic Polymerization, Macmillan, New York, 1963.
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10.

11.

12.

13.

14.

Controlled Polymerization

X HX* AH® at 298 K (kJ mol ™)
CH, =CH, CH,CH, —640
CH3CH = CH2 CH3CH2CH2+ —690
CH,CH=CH, CH;C*HCH, —757
CH;CH,CH=CH, CH;CH,CH,CH; —682
CH,CH = CHCH, CH;CH,C " HCH; -782
(CH;),C=CH, (CH3),CHCH; —695

In the study discussed in Example 4.3, a solution ATRP of styrene gave an apparent
propagation rate constant of 3.9 x 107> s™". Given that the initial monomer concentration
was 4.3 mol L_l, and that the initial concentrations of initiator and CuBr were 0.045 mol L“l,
estimate the equilibrium constant X for activation of the chain end radical.

For the solution polymerization of lactide with [M]=1 mol L™', Duda and Penczek
determined AH®=—22.9 ki mol™" and AS°=—41.1 J mol~" K™''. What is the associated
ceiling temperature for an equilibrium monomer concentration of 1 mol L™'? Does the
value you obtain suggest that equilibration is an issue in controlled polymerization of
lactide? Compare these thermodynamic quantities with those for the cyclic alkanes
in Table 4.4; how do you account for the differences between the six-membered alkane
and lactide?

For the polymerization system in Problem 8, calculate the equilibrium monomer con-
centration that would actually be obtained, and the conversion to polymer, at 80°C
and 120°C.

A typical propagation rate constant, &, for the anionic ROP of hexamethylcyclotrisiloxane
(D3) is 0.1 L mol™" s™'. Design a polymerization system (initial monomer and initiator
concentrations) to obtain a narrow distribution poly(dimethylsiloxane) with A, = 50,000,
assuming that the reaction will be terminated at 50% conversion. At what time should the
polymerization be terminated?

Given that ROP is often conducted under conditions in which reverse reactions are
possible, do we need to worry about cyclization of the entire growing polymer? Why or
why not?

Suggest a scheme to test the hypothesis that in lactide polymerization it is the acyl carbon—
oxygen bond that is cleaved, rather than the alkyl carbon-oxygen bond.

Both ethyleneimine and ethylene sulfide are amenable to ROP. The former proceeds in the
presence of acid, whereas the latter can follow either anionic or cationic routes. Propose
structures for the three propagating chain ends and the resulting polymers.

H
N S
VA JAA

Draw repeat unit structures for polymers made by ROMP of the following three monomers:

Me
MOH
OH
Me

T A. Duda and S. Penczek Macromolecules, 23, 1636 (1990).
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15.

16.

17.

18.

Suggest monomer structures that will lead to the following repeat unit structures following
ROMP:

=
N ’(/\/\/\) 0P 0

|
Me

Compare and contrast dendrimers with block copolymer micelles, globular proteins, inor-

ganic nanoparticles in terms of attributes and likely utility in the following applications: (a)

drug delivery; (b) homogenous catalysis; and (c) solubilization.

In an ideal living polymerization, how should M, and M,/M, vary with conversion

of monomer to polymer? How should M, of the formed polymer vary with time?

Compare these to a radical polymerization with termination by disproportionation, and no

transfer.

The following criteria have all been suggested and/or utilized as diagnostics for whether a

polymerization is living or not. For each one, explain why it might be useful, and then decide

whether or not it is a robust criterion, that is, can you think of a situation in which the

criterion is satisfied but the polymerization is not living? (See also Problem 4.)

1. Polymerization proceeds until all monomer is consumed. Polymerization continues if
more monomer is then added.

2. The number of polymer molecules is constant, and independent of conversion.

3. Narrow molecular weight distributions are produced.

4. The concentration of monomer decreases to zero, exponentially with time.
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Copolymers, Microstructure,
and Stereoregularity

5.1 Introduction

All polymer molecules have unique features of one sort or another at the level of the individual
repeat units. Occasional head-to-head or tail-to-tail orientations, random branching, and the
distinctiveness of chain ends are all examples of such details. In this chapter, we shall focus
attention on two other situations that introduce structural variation at the level of the repeat unit:
the presence of two different monomers, and the regulation of configuration of successive repeat
units. In the former case copolymers are produced, and in the latter case polymers with differences
in tacticity. In the discussion of these combined topics, we use statistics extensively because the
description of microstructure requires this kind of approach. This is the basis for merging a
discussion of copolymers and stereoregular polymers into a single chapter. In other respects
these two classes of materials and the processes that produce them are very different, and their
description leads us into some rather diverse areas. Copolymerization offers a facile means to tune
material properties, as the average composition of the resulting polymers can often be varied across
the complete composition range. Similarly, control of stereoregularity plays an essential role in
dictating the crystallinity of the resulting material, which in turn can exert a profound influence on
the resulting physical properties.

The formation of copolymers involves the reaction of (at least) two kinds of monomers. This
means that each must be capable of undergoing the same propagation reaction, but it is apparent
that quite a range of reactivities are compatible with this broad requirement. We shall examine
such things as the polarity of monomers, the degree of resonance stabilization they possess, and the
steric hindrance they experience in an attempt to understand these differences in reactivity. There
are few types of reactions for which chemists are successful in explaining all examples with
general concepts such as these, and polymerization reactions are no exception. Even for the
specific case of free-radical copolymerization, we shall see that reactivity involves the interplay
of all these considerations.

To achieve any sort of pattern in configuration among successive repeat units in a polymer
chain, the tendency toward random addition must be overcome. Although temperature effects are
pertinent here—remember that high temperature is the great randomizer—real success in regulat-
ing the pattern of successive addition involves the use of catalysts that “pin down” both the
monomer and the growing chain so that their reaction is biased in favor of one mode of addition or
another. We shall discuss the Ziegler—Natta catalysts that accomplish this, and shall discover these
to be complicated systems for which no single mechanism is entirely satisfactory. We shall also
compare these to the more recently developed “single-site” catalysts, which offer great potential
for controlling multiple aspects of polymer structure.

For both copolymers and stereoregular polymers, experimental methods for characterizing the
products often involve spectroscopy. We shall see that nuclear magnetic resonance (NMR)
spectroscopy is particularly well suited for the study of tacticity. This method is also used for
the analysis of copolymers.

165
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In spite of the assortment of things discussed in this chapter, there are also related topics that
could be included but which are not owing to space limitations. We do not discuss copolymers
formed by the step-growth mechanism, for example, or the use of Ziegler—Natta catalysts to
regulate geometrical isomerism in, say, butadiene polymerization. Some other important omissions
are noted in passing in the body of the chapter.

5.2 Copolymer Composition

We begin our discussion of copolymers by considering the free-radical polymerization of a mixture
of two monomers, M, and M,. This is already a narrow view of the entire field of copolymers, since
more than two repeat units can be present in copolymers and, in addition, mechanisms other than free-
radical chain growth can be responsible for copolymer formation. The essential features of the problem
are introduced by this simpler special case, and so we shall restrict our attention to this system.

5.2.1 Rate Laws

The polymerization mechanism continues to include initiation, termination, and propagation steps,
and we ignore transfer reactions for simplicity. This time, however, there are four distinctly
different propagation reactions:

“Mpe +M; — MM (5.4)
~Mj + M; —2 5 M, My (5.B)
—Mp+ + My —2— ~M; M- (5.0
My + My —2 5 M, My (5.D)

Each of these reactions is characterized by a propagation constant, which is labeled by a two-digit
subscript: the first number identifies the terminal repeat unit in the growing radical and the second
identifies the added monomer. The rate laws governing these four reactions are:

Rp11 = ki [My][My] (5.2.1)
Rp12 = k12[Mi+][My) (5.2.2)
Rp21 = ko1 [My+ | [My] (5.2.3)
Rp22 = k2o[Mae ] [My] (5.2.4)

In writing Equation 5.2.1 through Equation 5.2.4 we make the customary assumption that the
kinetic constants are independent of the size of the radical, and we indicate the concentration of all
radicals ending with the M, repeat unit, whatever their chain length, by the notation {M,-]. This
formalism therefore assumes that only the nature of the radical chain end influences the rate
constant for propagation. We refer to this as the terminal control mechanism. If we wished to
consider the effect of the next-to-last repeat unit in the radical, each of these reactions and the
associated rate laws would be replaced by two alternatives. Thus Reaction (5.A) becomes

ki

-MM;» + Mj —— MMM, (5.E)
“MMpe +M; —2, MMM, (5.F)

and Equation 5.2.1 becomes

Rpi11 = kin[MiM;+][M;] (5.2.5)
Rp211 = ko [M2 M+ ) (M ] (5.2.6)



Copolymer Composition 167

where the effect of the next-to-last, or penultimate, unit is considered. For now we shall restrict
ourselves to the simpler case where only the terminal unit determines behavior, although systems
in which the penultimate effect is important are well known.

The magnitudes of the various & values in Equation 5.2.1 through Equation 5.2.4 describe the
intrinsic differences between the various modes of addition, and the ks plus the concentrations of
the different species determine the rates at which the four kinds of additions occur. It is the
proportion of different steps that determines the composition of the copolymer produced.

Monomer M; is converted to polymer by Reaction (5.A) and Reaction (5.C); therefore the rate
at which this occurs is the sum of R;, ;; and R, »;:

—%N:l] = k“[Ml'][Ml] + k21[M2'][M1] 627
Likewise, Reaction (5.B) and Reaction (5.D) convert M, to polymer, and the rate at which this
occurs is the sum of Rp, 12 and R, 2;:

d [Mz]
T dr

= klg[Ml'][Mz] + kgz[Mz‘][Mz] (5.2.8)
The ratio of Equation 5.2.7 and Equation 5.2.8 gives the relative rates of the two monomer
additions and, hence, the ratio of the two kinds of repeat units in the copolymer:

d[Ml]/dt _ k11[M1‘][M1] + kzl[Mz'][Ml]
d[Mz]/dt ki [Ml'][MQ] + k22[M2°][M2]

(5.2.9)

We saw in Chapter 3 that the stationary-state approximation is applicable to free-radical
homopolymerizations, and the same is true of copolymerizations. Of course, it takes a brief time
for the stationary-state radical concentration to be reached, but this period is insignificant com-
pared to the total duration of a polymerization reaction. If the total concentration of radicals is
constant, this means that the rate of crossover between the different types of terminal units is also
equal, or that R, ;2 =Rp;:

ki2[My*][Ma] = ko1 [M2+][M;] (5.2.10)

Mie] _ ka1 [My]

= 5.2.11
Mpe]  ki2[My) ( )

Combining Equation 5.2.9 and Equation 5.2.11 yields one form of the important copolymer
composition equation or copolymerization equation:
dMy]/dr _ [Mi] (kii/ki2){My] + [My]

dMa]/dr My (kaz/k21)[Ma] + [My] (5.2.12)

Although there are a total of four different rate constants for propagation, Equation 5.2.12 shows
that the relationship between the relative amounts of the two monomers incorporated into the
polymer and the composition of the monomer feedstock involves only two ratios of different pairs
of these constants. Accordingly, we simplify the notation by defining reactivity ratios:

o= /ﬂ (5.2.13)
k12
and
ry = /—(2—2 (5.2.19)
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With these substitutions, Equation 5.2.12 becomes

d[M]]/dl‘ _ [Ml] r,[Ml] + [Mz] _ 14+ n [Ml]/[Mz]
d[Mz]/dt [Mz] rz[Mz] + [M]] 1+ rz[Mz]/[Mll

(5.2.15)

The ratio (d[M,)/d5)/(d[M,])/d?) is the same as the ratio of the numbers of each kind of repeat
unit in the polymer formed from the solution containing M; and M, at concentrations [M,] and
[M,], respectively. Since the composition of the monomer solution changes as the reaction
progresses, Equation 5.2.15 applies to the feedstock as prepared only during the initial stages of
the polymerization. Subsequently, the instantaneous concentrations in the prevailing mixture apply
unless monomer is added continuously to replace that which has reacted and maintain the original
composition of the feedstock. We shall assume that it is the initial product formed that we describe
when we use Equation 5.2.15 so as to remove uncertainty as to the monomer concentrations.

5.2.2 Composition versus Feedstock

As an alternative to Equation 5.2.15, it is convenient to describe the composition of both
the polymer and the feedstock in terms of the mole fraction of each monomer. Defining F; as the
mole fraction of the ith component in the polymer and f; as the mole fraction of component i in
the monomer solution, we observe that

d[Ml]/dl‘

Fr=1-F= d[M,]/dt + dM,]/dt (5.2.16)
and
. M
fi=1 fz_—_[Ml]+[M2] (5.2.17)

Combining Equation 5.2.15 and Equation 5.2.16 into Equation 5.2.17 yields another form of the
copolymer composition equation

F, = nft +if
nft+2fife+rof}

This equation relates the composition of the copolymer formed to the instantaneous composition of
the feedstock and to the reactivity ratios r; and r, that characterize the specific system.

Figure 5.1 shows a plot of F| versus f,—-the mole fractions of monomer 1 in the copolymer and
in the mixture, respectively—for several values of the reactivity ratios. Inspection of Figure 5.1
brings out the following points:

(5.2.18)

1. If ry=r,=1, the copolymer and the feed mixture have the same composition at all times. In
this case Equation 5.2.18 becomes

L (5.2.19)

(i+H)?

2. If ry =r,, the copolymer and the feed mixture have the same composition at f; =0.5. In this
case Equation 5.2.18 becomes F, = (r+ 1)/2(r+ 1) =0.5.

3. If ry =r, with both values less than unity, the copolymer is richer in component 1 than the
feed mixture for f; < 0.5, and richer in component 2 than the feed mixture for f, > 0.5.

4. If ry =r,, with both values greater than unity, an S-shaped curve passing through the point
(0.5, 0.5) would also result, but in this case reflected across the 45° line compared to item (3).

5. If ry # ry, with both values less than unity, the copolymer starts out richer in monomer 1 than
the feed mixture and then crosses the 45° line, and is richer in component 2 beyond this
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0.8
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n=r,=015

0.4 =033, 1,=0.67

0.2

r=01,rn=10

Figure 5.1 Mole fraction of component 1 in the copolymer as a function of feedstock composition for
various reactivity ratios.

crossover point. At the crossover point the copolymer and feed mixture have the same
composition. The monomer ratio at this point is conveniently solved by Equation 5.2.15:

M;] _1-n
(m>cross_ 1—r 0220

For the case of r{ =0.33 and r,=0.67 shown in Figure 5.1, {M;]/[M;] equals 0.5 and
f1=0.33. This mathematical analysis shows that a comparable result is possible with both r;
and r, greater than unity, but is not possible for 7; > 1 and r, < 1.

6. When ry=1/ry, the copolymer composition curve will be either convex or concave when
viewed from the F; axis, depending on whether 7 is greater or less than unity. The further
removed from unity r, is, the farther the composition curve will be displaced from the 45° line.
This situation where r{#, = 1 is called an ideal copolymerization. The example below explores
the origin of this terminology.

There is a parallel between the composition of a copolymer produced from a certain feed and
the composition of a vapor in equilibrium with a two-component liquid mixture. The following
example illustrates this parallel when the liquid mixture is an ideal solution and the vapor is an
ideal gas.

Example 5.1

An ideal gas obeys Dalton’s law; that is, the total pressure is the sum of the partial pressures of the
components. An ideal solution obeys Raoult’s law; that is, the partial pressure of the ith component
above a solution is equal to the mole fraction of that component in the solution times the vapor
pressure of pure component i. Use these relationships to relate the mole fraction of component 1 in
the equilibrium vapor to its mole fraction in a two-component solution and relate the result to the
ideal case of the copolymer composition equation.
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Solution

We define F| to be the mole fraction of component 1 in the vapor phase and f; to be its mole
fraction in the liquid solution. Here p, and p, are the vapor pressures of components 1 and 2 in
equilibrium with an ideal solution, and p? and pg are the vapor pressures of the two pure liquids. By
Dalton’s law, po =p1 + p2 and F| = p;/por, since these are ideal gases and p is proportional to
the number of moles. By Raoult’s law, p; = f1p9, p2 = £2p3, and piy = f1p} + fop3. Combining the
two gives

F— flp? _ fl(P?/P(z))
TR+ APS T AW/ + 5

Now examine Equation 5.2.18 for the case of ry = 1/r,:

— F1f12 +flf2 _ rlfl(rlfl +f2) _ rlfl
nft+20h+ /)i (nA+f)  nfi+h

This is identical to the ideal liquid—vapor equilibrium if r, is identified with p?/ pg‘

The vapor pressure ratio measures the intrinsic tendency of component 1 to enter the vapor phase
relative to component 2. Likewise r, measures the tendency of M, to add to M+ relative to M,
adding to M. In this sense there is a certain parallel, but it is based on M+ as areference radical and
hence appears to be less general than the vapor pressure ratio. Note, however, that r; = 1/r, means
ky1/k12 = ka1/k>,. In this case the ratio of rate constants for monomer 1 relative to monomer 2 is the
same regardless of the reference radical examined. This shows the parallelism to be exact.

F

Because of the analogy with liquid—vapor equilibrium, copolymers for which r, = 1/r, are said
to be ideal. For those nonideal cases in which the copolymer and feedstock happen to have the
same composition, the reaction is called an azeotropic polymerization. Just as in the case of
azeotropic distillation, the composition of the reaction mixture does not change as copolymer is
formed if the composition corresponds to the azeotrope. The proportion of the two monomers at
this point is given by Equation 5.2.20.

In this section we have seen that the copolymer composition depends to a large extent on the
four propagation constants, although it is sufficient to consider these in terms of the two
reactivity ratios r, and r,. In the next section we shall examine these ratios in somewhat
greater detail.

5.3 Reactivity Ratios

The parameters r; and r, are the vehicles by which the nature of the reactants enter the copolymer
composition equation. We shall call these radical reactivity ratios simply reactivity ratios, although
similarly defined ratios also describe copolymerizations that involve ionic intermediates. There are
several important things to note about reactivity ratios:

1. The single subscript used to label r is the index of the radical.

2. rjis the ratio of two propagation constants involving radical 1: The ratio always compares the
propagation constant for the same monomer adding to the radical relative to the propagation
constant for the addition of the other monomer. Thus, if r; > 1, M, adds M, in preference to
M,; if ry <1, My adds M, in preference to M.

3. Although ry is descriptive of radical M-, it also depends on the identity of monomer 2; the
pair of parameters r, and r, are both required to characterize a particular system, and the
product ryr; is used to quantify this by a single parameter.

4. The reciprocal of a radical reactivity ratio can be used to quantify the reactivity of monomer
M, by comparing its rate of addition to radical M- relative to the rate of M, adding M,-.
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5. As the ratio of two rate constants, a radical reactivity ratio follows the Arrhenius equation with
an apparent activation energy equal to the difference in the activation energies for the
individual constants. Thus for r, Ef, = Ef)1— E} ). Since the activation energies for propa-
gation are not large to begin with, their difference is even smaller. Accordingly, the tempera-
ture dependence of r is relatively small.

5.3.1 Effects of r Values

The reactivity ratios of a copolymerization system are the fundamental parameters in terms of
which the system is described. Since the copolymer composition equation relates the compositions
of the product and the feedstock, it is clear that values of r can be evaluated from experimental data
in which the corresponding compositions are measured. We shall consider this evaluation procedure
in Section 5.6, where it will be found that this approach is not as free of ambiguity as might be
desired. For now we shall simply assume that we know the desired r values for a system; in fact,
extensive tabulations of such values exist. An especially convenient source of this information is
the Polymer Handbook [1]. Table 5.1 lists some typical r values at 60°C.

Although Table 5.1 is rather arbitrarily assembled, note that it contains no system for which r,
and r, are both greater than unity. Indeed, such systems are very rare. We can understand this by
recognizing that, at least in the extreme case of very large r’s, these monomers would tend to
simultaneously homopolymerize. Because of this preference toward homopolymerization, any
copolymer that does form in systems with r; and r, both greater than unity will be a block-type
polymer with very long sequences of a single repeat unit. Since such systems are only infrequently
encountered, we shall not consider them further.

Table 5.1 also lists the product rr; for the systems included. These products typically lie in the
range between zero and unity, and it is instructive to consider the character of the copolymer
produced toward each of these extremes.

In the extreme case where rir, =0 because both | and r, equal zero, the copolymer adds
monomers with perfect alternation. This is apparent from the definition of r, which compares the
addition of the same monomer to the other monomer for a particular radical. If both r’s are zero,
there is no tendency for a radical to add a monomer of the same kind as the growing end,

Table 5.1 Values of Reactivity Ratios r, and r, and the Product r,r, for a Few Copolymers at 60°C

M, M, r ry rir,
Acrylonitrile Methyl vinyl ketone 0.61 1.78 1.09
Methyl methacrylate 0.13 1.16 0.15
a-Methyl styrene 0.04 0.20 0.008
Vinyl acetate 4.05 0.061 0.25
Methyl methacrylate Styrene 0.46 0.52 0.24
Methacrylic acid 1.18 0.63 0.74
Vinyl acetate 20 0.015 0.30
Vinylidene chloride 2.53 0.24 0.61
Styrene Vinyl acetate 55 0.01 0.55
Vinyl chloride 17 0.02 0.34
Vinylidene chloride 1.85 0.085 0.16
2-Vinyl pyridine 0.55 1.14 0.63
Vinyl acetate 1-Butene 2.0 0.34 0.68
Isobutylene 2.15 0.31 0.67
Vinyl chloride 0.23 1.68 0.39
Vinylidene chloride 0.05 6.7 0.34

Source: Data from Young, L.J. in Polymer Handbook, 3rd ed., Brandrup, J. and Immergut, E.H. (Eds.), Wiley, New York,
1989.
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whichever species is the terminal unit. When only one of the r’s is zero, say ry, then alternation
occurs whenever the radical ends with an M;+ unit. There is thus a tendency toward alternation in
this case, although it is less pronounced than in the case where both r’s are zero. Accordingly, we
find increasing tendency toward alternation as r;, — 0 and r, — 0, or, more succinctly, as the
product ryr; — 0.

On the other end of the commonly encountered range we find the product ry7, — 1. As noted
above, this limit corresponds to ideal copolymerization and means the two monomers have the
same relative tendency to add to both radicals. Thus if ; — 10, monomer 1 is 10 times more likely
to add to M- than monomer 2. At the same time r, = 0.1, which also means that monomer 1 is 10
times more likely to add to M,+. In this case the radicals exert the same influence, so the monomers
add at random in the proportion governed by the specific values of the r’s.

Recognition of these differences in behavior points out an important limitation on the copolymer
composition equation. The equation describes the overall composition of the copolymer, but gives
no information whatsoever about the distribution of the different kinds of repeat units within the
polymer. While the overall composition is an important property of the copolymer, the detailed
microstructural arrangement is also a significant feature of the molecule. It is possible for
copolymers with the same overall composition to have very different properties because of the
differences in microstructure. Reviewing the three categories presented in Chapter 1, we see
the following:

1. Alternating structures are promoted by r; — 0 and r; — 0:

M; M, M; Mo M Mo MM, MMM Mo M Mo MM MM M M,
2. Random structures are promoted by ryr; — 1:

MMM, MMM Mo MM MM Mo M Mo MM MMM M,
3. “Blocky” structures are promoted by ryr, > 1:

M; M; M; M; M, MMM, M;M; M, MM, M; My M, M, MaMaM,

Each of these polymers has a 50:50 proportion of the two components, but the products
probably differ in properties. As examples of such differences, we note the following:

4. Alternating copolymers, while relatively rare, are characterized by combining the properties of
the two monomers along with structural regularity. We will see in Chapter 13 that a very high
degree of regulanity—extending all the way to stereoregularity in the configuration of the
repeat units—is required for crystallinity to develop in polymers.

5. Random copolymers tend to average the properties of the constituent monomers in proportion
to the relative abundance of the two comonomers.

6. Block copolymers are closer to blends of homopolymers in properties, but without the latter’s
tendency to undergo phase separation. Diblock copolymers can be used as surfactants to bind
immiscible homopolymer blends together and thus improve their mechanical properties. Block
copolymers are generally prepared by sequential addition of monomers to living polymers,
rather than by depending on the improbable r 7, > 1 criterion in monomers, as was discussed
in Chapter 4.

Returning to the data of Table 5.1, it is apparent that there is a good deal of variability among
the r values displayed by various systems. We have already seen the effect this produces on the overall
copolymer composition; we shall return to this matter of microstructures in Section 5.5. First, however,
let us consider the obvious question. What factors in the molecular structure of the two monomers
govern the kinetics of the different addition steps? This question is considered in the following
sections; for now we look for a way to systematize the data as the first step toward an answer.
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5.3.2 Relation of Reactivity Ratios to Chemical Structure

We noted above that the product rir, can be used to locate a copolymer along an axis between
alternating and random structures. It is by means of this product that some values from Table 5.1,
supplemented by other results for additional systems, have been organized in Figure 5.2. Figure 5.2
has been constructed according to the following general principles:

1. Various monomers are listed along the base of the triangle.
The triangle is subdivided into an array of diamonds by lines drawn parallel to the two sides of
the triangle.

3. The spacing of the lines is such that each monomer along the base serves as a label for a row of
diamonds.

4. EBEach diamond marks the intersection of two such rows and therefore corresponds to two
COMONOMETS.

5. The ryr, product for the various systems is the number entered in each diamond.

6. Individual monomers have been arranged in such a way as to achieve to the greatest extent
possible the values of r|r, that approach zero toward the apex of the triangle and values of rr,
that approach unity toward the base of the triangle.
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Figure 5.2 The product 7,7, for copolymers whose components define the intersection where the numbers
appear. The value marked* is determined in Example 5.4; other values are from Ref. [1].
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Before proceeding with a discussion of this display, it is important to acknowledge that the
criteria for monomer placement can be met only in part. For one thing, there are combinations for
which data are not readily available. Incidentally, not all of the ryr, values in Figure 5.2 were
measured at the same temperature, but, as noted above, temperature effects are expected to be
relatively unimportant. Also, there are outright exceptions to the pattern sought: Generalizations
about chemical reactions always seem to be plagued by these. In spite of some reversals of ranking,
the predominant trend moving upward from the base along any row of diamonds is a decrease in
rirp values.

From the geometry of this triangular display, it follows immediately—if one overlooks
the exceptions—that the more widely separated a pair of comonomers are in Figure 5.2, the
greater is their tendency toward randomness. We recognize a parallel here to the notion
that widely separated elements in the periodic table will produce more polar bonds than those
which are closer together, and vice versa. This is a purely empirical and qualitative trend. The next
order of business is to seek an explanation for its origin in terms of molecular structure. If we focus
attention on the electron-withdrawing or electron-donating attributes of the substituents on the
double bond, we find that the substituents of monomers that are located toward the right-hand
comer of the triangle in Figure 5.2 are recognized as electron donors. Likewise, the substituents
in monomers located toward the left-hand comer of the triangle are electron acceptors. The
demarcation between the two regions of behavior is indicated in Figure 5.2 by reversing the direction
of the lettering at this point. Pushing this point of view somewhat further, we conclude that the
sequence acetoxy < phenyl < vinyl is the order of increase in electron-donating tendency. Chlor-
o < carbonyl < nitrile is the order of increase in electron-withdrawing tendency. The positions of
diethyl fumarate and vinylidene chloride relative to their monosubstituted analogs indicates
that “more is better” with respect to these substituent effects. The location of methyl methacrylate
relative to methyl acrylate also indicates additivity, this time with partial compensation of
opposing effects.

The reactivity ratios are kinetic in origin, and therefore reflect the mechanism or, more
specifically, the transition state of a reaction. The transition state for the addition of a vinyl
monomer to a growing radical involves the formation of a partial bond between the two species,
with a corresponding reduction of the double-bond character of the vinyl group in the monomer:

%
W\o + Y —— T\'_'_J\ — Product (5.6
Xy

X

If substituent X is an electron donor and Y an electron acceptor, then the partial bond in the
transition state is stabilized by a resonance form (5.I), which attributes a certain polarity to the
emerging bond:

58 .t ¥
/:\\‘l /\I/’.\l
X Ty X © X

[5.1] (5.1

The contribution of this polar structure to the bonding lowers the energy of the transition state. This
may be viewed as a lower activation energy for the addition step and thus a factor that promotes
this particular reaction. The effect is clearly larger the greater the difference in the donor—acceptor
properties of X and Y. The transition state for the successive addition of the same monomer
(whether X or Y substituted) is Structure (5.II). This involves a more uniform distribution of
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charge because of the identical substituents and thus lacks the stabilizing effect of the polar
resonance form. The activation energy for this mode of addition is greater than that for alternation,
at least when X and Y are sufficiently different.

Although we use the term resonance in describing the effect of polarity in stabilizing the
transition state in alternating copolymers, the emphasis of the foregoing is definitely on polarity
rather than resonance per se. It tums out, however, that resonance plays an important role in free-
radical polymerization, even when polarity effects are ignored. In Section 5.4 we examine some
evidence for this and consider the origin of this behavior.

5.4 Resonance and Reactivity

The tendency toward alternation is not the only pattern in terms of which copolymerization can be
discussed. The reactivities of radicals and monomers may also be examined as a source of insight
into copolymer formation. The reactivity of radical 1 copolymerizing with monomer 2 is measured
by the rate constant k(». The absolute value of this constant can be determined from copolymer-
ization data (r;) and studies yielding absolute homopolymerization constants (k;):

kip =— 5.4.1)
1
Table 5.2 lists a few cross-propagation constants calculated by Equation 5.4.1. Far more extensive
tabulations than this have been prepared by correlating copolymerization and homopolymerization
data for additional systems.

Examination of Table 5.2 shows that the general order of increasing radical activity is
styrene < acrylonitrile < methyl acrylate < vinyl acetate. An additional observation is that any
one of these species shows the reverse order of reactivity for the corresponding monomers. As
monomers, the order of reactivity in Table 5.2 is styrene > acrylonitrile > methyl acrylate > vinyl
acetate. These and similar rankings based on more extensive comparisons are summarized in terms
of substituents in Table 5.3.

An important pattern to recognize among the substituents listed in Table 5.3 is this: Those that
have a double bond conjugated with the double bond in the olefin are the species that are more
stable as radicals and more reactive as monomers. The inverse relationship between the stability of
monomers and radicals arises precisely because monomers gain (or lose) stability by converting to
the radical: The greater the gain (or loss), the greater (or less) the incentive for the monomer
to react. It is important to realize that the ability to form conjugated structures is associated with
a substituent, whether it is in a monomer or a radical. Conjugation allows greater electron
delocalization, which, in turn, lowers the energy of the system that possesses this feature.

Comparison of the range of k;, along rows and columns in Table 5.2 suggests that resonance
stabilization produces a bigger effect in the radical than in the monomer. After all, the right- and
left-hand columns in Table 5.2 (various radicals) differ by factors of 100-1000, whereas the top

Table 5.2 Values of the Cross-Propagation Constants &y, (L mol~' s™') for Four Monomer—Radical
Combinations

Radical
Monomer Styrene Acrylonitrile Methyl acrylate Vinyl acetate
Styrene 145 49,000 14,000 230,000
Acrylonitrile 435 1,960 2,510 46,000
Methyl acrylate 203 1,310 2,090 23,000
Vinyl acetate 29 230 230 2,300

Source: From Brandrup, J. and Immergut, E.H. (Eds.), Polymer Handbook, 31d ed., Wiley, New York, 1989.
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Table 5.3 List of Substituents Ranked in Terms of Their Effects on
Monomer and Radical Reactivity

O e
-C=N N O/R
O o
Increasing /”\ OH )J\ O/F{ Increasing
monomer radical
activity activity
~Cl
~O__R
hig -R
o
/O\R -H
]

and

bottom rows (various monomers) differ only by the factors of 50~100. In order to examine this

effect in more detail, consider the addition reaction of monomer M to a reactant radical R+ to form
a product radical P-. What distinguishes these species is the presence or absence of resonance
stabilization (subscript rs). If the latter is operative, we must also consider which species benefit
from its presence. There are four possibilities:

1.

Unstabilized monomer converts stabilized radical to unstabilized radical:
Ry +M— P (5.H)

There is an overall loss of resonance stabilization in this reaction. Since it is a radical which
suffers the loss, the effect is larger than in the reaction in which. ...
Stabilized monomer converts stabilized radical to another stabilized radical:

Rp + M5 — Py (&P

Here too there is an overall loss of resonance stabilization, but it is monomer stabilization
which is lost, and this is energetically less costly than Reaction (5.H).
Unstabilized monomer converts unstabilized radical to another unstabilized radical:

R + M — P (5.J)

This reaction suffers none of the reduction in resonance stabilization that is present in Reaction
(5.H) and Reaction (5.1). It is energetically more favored than both of these, but not as much as
the reaction in which. ...

Stabilized monomer converts unstabilized radical to stabilized radical:

R: + M;; — P (5.K)
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Thisreaction converts the less effective resonance stabilization of amonomer to amore effective
form of radical stabilization. This is the most favorable of the four reaction possibilities.

In summary, we can rank these reactions in terms of their propagation constants as follows:
Rye + M < Ryt + Mg <R+ + M < R 4+ M4

Systems from Table 5.2 which correspond to these situations are the following:

Radical Styrene Styrene Vinyl acetate Vinyl acetate
+ < o+ < + < o+
Monomer  Vinyl acetate  Styrene  Vinyl acetate Styrene

Note that this inquiry into copolymer propagation rates also increases our understanding of the
differences in free-radical homopolymerization rates. Recall that in Chapter 3 a discussion of this
aspect of homopolymerization was deferred until copolymerization was introduced. The trends
under consideration enable us to make some sense out of the rate constants for propagation in free-
radical homopolymerization as well. For example, in Table 3.4 we see that &, values at 60°C for
vinyl acetate and styrene are 2300 and 165 L mol™' s, respectively. The relative magnitude of
these constants can be understood in terms of the sequence above.

Resonance stabilization energies are generally assessed from thermodynamic data. If we define
£, to be the resonance stabilization energy of species i, then the heat of formation of that species
will be less by an amount &; than for an otherwise equivalent molecule without resonance.
Likewise, the change in enthalpy AH for a reaction that is influenced by resonance effects is
less by an amount Ae (A is the usual difference: products minus reactants) that the AH for a
reaction which is otherwise identical except for resonance effects:

AH,s = AHyo s — Ae (54.2)
Thus if we consider the homopolymerization of ethylene (no resonance possibilities),
—CH,-CH,* + CH,=CH; — —CH,CH,CH,CH,- (5.L)

AH, s = —88.7 kJ mol ™!

as a reference reaction, and compare it with the homopolymerization of styrene (resonance effects
present),

.H * = - .H
4

AH, =-69.9 kJ mol~'

we find a value of Ae = —19 kJ mol™!, according to Equation 5.4.2. Reaction (5.M) is a specific
example of the general Reaction (5.I), and the negative value of A¢ in this example indicates the
overall loss of resonance stabilization, which is characteristic of Reaction (5.1).

Although it is not universally true that the activation energies of reactions parallel their heats of
reaction, this is approximately true for the kind of addition reaction we are discussing. Accord-
ingly, we can estimate E* = aAH, with & an appropriate proportionality constant. If we consider
the difference between two activation energies by combining this idea with Equation 5.4.2, the
contribution of the nonstabilized reference reaction drops out of Equation 5.4.2 and we obtain

Efi— Ef, = a[-Ae — (HAep)]
= —(epr — &Ry — &M,) + (epr — R — &M,) (5.4.3)
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In writing the second version of this relation, the proportionality constant has been set equal to
unity as a simplification. Note that the resonance stabilization energy of the reference radical R+
also cancels out of this expression.

The temperature dependence of the reactivity ratio rq also involves the Ef— EY, difference
through the Arrhenius equation; hence

rp exp(gp'. R_TSM') exp<_(8P2;e; 8MZ)> (5.4.4)
An analogous expression can be written for r,:
ry exp(gpz. R—T8M2> exp<_(8P';e; M, )> (5.4.5)

According to this formalism, the following applies:

1. The reactivity ratios are proportional to the product of two exponentials.

2. Each exponential involves the difference between the resonance stabilization energy of the
radical and monomer of a particular species.

3. A positive exponent is associated with the same species as identifies the r (i.e., for
r1» My — Py+), whereas the negative exponent is associated with the other species (for
r, M2 — P2' )

We might be hard-pressed to estimate the individual resonance stabilization energies in
Equation 5.4.4 and Equation 5.4.5, but the quantitative application of these ideas is not difficult.
Consider once again the styrene—vinyl acetate system:

1. Define styrene to be monomer 1 and vinyl acetate to be monomer 2.
The difference in resonance stabilization energy £ps — &nm, > 1, since styrene is resonance
stabilized and the effect is larger for the radical than the monomer.

3. The difference epy — epm, = 0, since neither the radical nor the monomer of vinyl acetate
shows appreciable stabilization.

4. Therefore, according to Equation 5.4.4 and Equation 5.4.5, r; > 1 while r, < 1.

5. Experimental values for this system are r; =55 and r, =0.01.

Although this approach does correctly rank the parameters r; and r, for the styrene—vinyl acetate
system, this conclusion was already reached qualitatively above using the same concepts and
without any mathematical manipulations. One point that the quantitative derivation makes clear is
that explanations of copolymer behavior based exclusively on resonance concepts fail to describe
the full picture. All that we need to do is examine the product r,r; as given by Equation 5.4.4 and
Equation 5.4.5, and the shortcoming becomes apparent. According to these relationships, the
product rr, always equals unity, yet we saw in the last section that experimental r,7; values
generally lie between zero and unity. We also saw that polarity effects could be invoked to
rationalize the rr, product.
The situation may be summarized as follows:

1. If resonance effects alone are considered, it is possible to make some sense of the ranking of
various propagation constants.

2. In this case only random microstructure is predicted.

3. If polarity effects alone are considered, it is possible to make some sense out of the tendency
toward alternation.

4. In this case homopolymerization is unexplained.
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The way out of this apparent dilemma is easily stated, although not easily acted upon. It is not
adequate to consider any one of these approaches for the explanation of something as complicated
as these reactions. Polarity effects and resonance are both operative, and, if these still fall short of
explaining all observations, there is another old standby to fall back on: steric effects. Resonance,
polarity, and steric considerations are all believed to play an important role in copolymerization
chemistry just as in the other areas of organic chemistry. Things are obviously simplified if only
one of these is considered, but it must be remembered that doing this necessarily reveals only one
facet of the problem. Nevertheless, there are times, particularly before launching an experimental
investigation of a new system, when some guidelines are very useful. The following example
illustrates this point.

Example 5.2

It is proposed to polymerize the vinyl group of the hemin molecule with other vinyl comonomers to
prepare model compounds to be used in hemoglobin research. Considering hemin and styrene to be
species 1 and 2, respectively, use the resonance concept to rank the reactivity ratios of r; and r».

Solution

Hemin is the complex between protoporphyrin and iron in the +3 oxidation state. Iron is in the +2
state in the heme of hemoglobin. The molecule has the following structure:

CH,

OH

It is apparent from the size of the conjugated system here that numerous resonance possibilities
exist in this species in both the radical and the molecular form. Styrene also has resonance
structures in both forms. On the principle that these effects are larger for radicals than monomers,
we conclude that the difference ep — ey > 0 for both hemin and styrene. On the principle that
greater resonance effects result from greater delocalization, we expect the difference to be larger
for hemin than for styrene. According to Equation 5.4.4, r; oc e'®&e~smaller > 1 According to
Equation 5.4.5, ry oc es™allere—larger 1 Experimentally, the values for these parameters turn out to
be r;=65and r,=0.18.

5.5 A Closer Look at Microstructure

In Section 5.3 we noted that variations in the product ryr, led to differences in the polymer
microstructure, even when the overall compositions of two systems are the same. In this section we
shall take a closer look at this variation, using the approach best suited for this kind of detail,
statistics.
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5.5.1 Sequence Distributions

Suppose we define as p;; the probability that a unit of type i is followed in the polymer by a unit of
type j, where both i and j can be either 1 or 2. Since an J unit must be followed by either an i or a j,
the fraction of ij sequences (pairs) out of all possible sequences (pairs) defines p;;:

Number of ij sequences

i = py = 5.5.1
Pi Number of ij sequences + Number of ii sequences ( )

This equation can also be written in terms of the propagation rates of the different types of addition
steps which generate the sequences:

R; kM [M]

= = (552
PO Ry +Ra K MATMG] + kMM )
For the various possible combinations in a copolymer, Equation 5.5.2 becomes
ki [Mye][M;] ri[Mi]
= = (5.53
pn ki [Mye[[My] + kia[M+]Ma] 71 [M] + [Mg] )
[Ma]
- (5.54
Prz =1 My} + [My] )
k22 [Mp+][Ms] r2[Ma]
= = (5.5.5
P2 k22[Mae [[Ma] + ka1 [Ma+][My]  r2[Ma] + [M] )
M
P2 M) (5.5.6)

" n2[Mo] + [M]

Note that p;; + p12 =Pz + p21 = 1. In writing these expressions we make the assumption that only
the terminal unit of the radical influences the addition of the next monomer. This same assumption
was made in deriving the copolymer composition equation. We shall have more to say below about
this particular assumption.

Next let us consider the probability of finding a sequence of repeat units in a copolymer, which
is exactly v units of M, in length. This may be represented as M;(M,),M,. Working from left to
right in this sequence, we note the following:

1. If the addition of monomer M, to a radical ending with M, occurs L times in a sample, then
there will be a total of L sequences, of unspecified length, of M, units in the sample.

2. If v— 1 consecutive M; monomers add to radicals capped by M, units, the total number of
such sequences is expressed in terms of py, to be Lp%;!.

3. If the sequence contains exactly v units of type My, then the next step must be the addition of
an M, unit. The probability of such an addition is given by p;,, and the number of sequences is

LpYi'ppa.

Since L equals the total number of M, sequences of any length, the fraction of sequences of length
v, ¢, 1s given by

¢, =Pl 'p1 (5.5.7)

The similarity of this derivation to those in Section 2.4 and Section 3.7 should be apparent.
Substitution of the probabilities given by Equation 5.5.3 and Equation 5.5.4 leads to

%:@ﬁﬂwj%w%EQ G->8)

A similar result can be written for ¢,,, where u denotes the length of a sequence of M, units. These
expressions give the fraction of sequences of specified length in terms of the reactivity ratios of the
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copolymer system and the composition of the feedstock. Figure 5.3 illustrates by means of a bar
graph how ¢, varies with v for two polymer systems prepared from equimolar solutions of
monomers. The shaded bars in Figure 5.3 describe the system for which r;7,=0.03 and the
unshaded bars describe #7, =0.30.

Table 5.4 shows the effect of variations in the composition of the feedstock for the system
riro=1. The following observations can be made concerning Figure 5.3 and Table 5.4:

1. In all situations, the fraction ¢, decreases with increasing v.

2. Figure 5.3 shows that for ry7, = 0.03, about 85% of the M units are sandwiched between two
M,’s. We have already concluded that low values of the rr, product indicate a tendency
toward alternation.

3. Figure 5.3 also shows that the proportion of alternating M, units decreases, and the fraction of
longer sequences increases, as 77, increases. The 50 mol% entry in Table 5.4 shows that the
distribution of sequence lengths gets flatter and broader for 7, = 1, the ideal case.

4. Table 5.4 also shows that increasing the percentage of M, in the monomer solution flattens
and broadens the distribution of sequence lengths. Similar results are observed for lower
values of r(ry, but the broadening is less pronounced when the tendency toward alternation
is high.

Next we consider the average value of a sequence length of M, 7. Combining Equation 1.7.7
and Equation 5.5.7 gives

ZZ[ ve, _ Z,o,:, VP'fflplz
Zil b, Zzll’fflplz

Simplifying this result involves the same infinite series that we examined in connection with
Equation 2.4.5; therefore we can write immediately

V=

(5.5.9)
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Figure 5.3 Fraction of sequences of the indicated length for copolymers prepared from equimolar
feedstocks with rjr, = 0.03 (shaded) and r;r, =0.30 (unshaded). (Data from Tosi, C., Adv. Polym. Sci., 5,
451, 1968.)
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Table 5.4 Percentage of Sequences of Length v for Copolymers Prepared from Different Feedstocks f;
with rir,=1

A S 0.1 02 0.3 0.4 0.5 0.6 07 0.3 0.9
1 90 80 70 60 50 40 30 20 10
2 9 16 21 24 25 24 21 16 9
3 09 3.2 6.3 9.6 12.5 14.4 147 12.8 8.1
4 0.09 0.64 1.89 3.84 6.25 8.64 10.3 10.2 7.29
5 0.13 0.57 1.54 3.13 5.18 7.20 8.19 6.56
6 0.17 0.62 1.56 3.11 5.04 6.55 5.90
7 0.05 0.25 0.78 1.87 3.53 5.24 5.31
8 0.10 0.39 1.12 2.47 4.19 4.78
9 0.04 0.20 0.67 1.73 3.36 430
10 0.10 0.40 1.21 2.68 3.87
11 0.05 0.24 0.85 2.15 3.59
12 0.14 0.59 1.72 3.23
LI (5.5.10)
1-pun  pi2

By combining Equation 5.5.4 and Equation 5.5.10, we obtain

o My

A value of i is obtained by similar operations:

a=1 +r2% (5.5.12)

The following example demonstrates the use of some of these relationships pertaining to
microstructure.

Example 5.3

The hemoglobin molecule contains four heme units. It is proposed to synthesize a hemin (molecule
1)-styrene (molecule 2) copolymer such that # = 4 in an attempt to test some theory concerning
hemoglobin. As noted in Example 5.2, ry =65 and r, =0.18 for this system. What should be the
proportion of monomers to obtain this average hemin sequence length? What is the average styrene
sequence length at this composition? Does this system seem like a suitable model if the four hemin
clusters are to be treated as isolated from one another in the theory being tested? Also evaluate ¢,
for several v bracketing ¥ to get an idea of the distribution of these values.

Solution

Use Equation 5.5.11 to evaluate [M,}/{M,] for r; =65 and ¥ = 4:
M r—1 4-1
M) _7-1_ — 0046 and ™M _ 55

[Mz] - r 65 [M]]
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Use this ratio of concentration in Equation 5.5.12 to evaluate j:

_ [1"12] -~
=14+rn—=1+0.18(21.7) =49
K Z[Ml] ( )

The number of styrene units in an average sequence is a little larger than the length of the average
hemin sequence. It is not unreasonable to describe the hemin clusters as isolated, on the average, in
this molecule. The product ryr, = 11.7 in this system, which also indicates a tendency toward block
formation. Use Equation 5.5.8 with [M;]/[M,] =0.046 and the r; and r, values to evaluate ¢,

o~ (352 (s

_ <%>M <ﬁ> = (0.0749)*"1(0.251)

Solving for several values of v, we conclude that the distribution of sequence length is quite broad:

v 1 2 3 4 5 6

¢, 0251 0.188 0.140 0.105 0.079  0.059

For the systems represented in Figure 5.3 and the equimolar case in Table 5.4, the average
lengths are ¥ = 1.173 for ryr, =0.03, v = 1.548 for r;r, =0.30, and ¥ = 2.000 for r;r, =1.0.

Equation 5.5.11 and Equation 5.5.12 suggest a second method for the experimental determination
of reactivity ratios, in addition to the copolymer composition equation. If the average sequence
length can be determined for a feedstock of known composition, then r; and r, can be evaluated. We
shall return to this possibility in the next section. In anticipation of applying this idea, let us review
the assumptions and limitation to which Equation 5.5.11 and Equation 5.5.12 are subject:

1. The instantaneous monomer concentration must be used. Except at the azeotrope, this changes
as the conversion of monomers to polymer progresses. As in Section 5.2, we assume that either
the initial conditions apply (little change has taken place) or that monomers are continuously
being added (replacement of reacted monomer).

2. The kinetic analysis described by Equation 5.5.3 and Equation 5.5.4 assumes that no repeat
unit in the radical other than the terminal unit influences the addition. The penultimate unit in
the radical as well as those still further from the growing end are assumed to have no effect.

3. Item (2) requires that each event in the addition process be independent of all others. We have
consistently assumed this throughout this chapter, beginning with the copolymer composition
equation. Until now we have said nothing about testing this assumption. Consideration of
copolymer sequence length offers this possibility.

5.5.2 Terminal and Penultimate Models

We have suggested earlier that both the copolymer composition equation and the average sequence
length offer possibilities for experimental evaluation of the reactivity ratios. Note that in so doing
we are finding parameters which fit experimental results to the predictions of a model. Nothing
about this tests the model itself. It could be argued that obtaining the same values of r; and r, from
the fitting of composition and microstructure data would validate the model. It is not likely,
however, that both types of data would be available and of sufficient quality to make this
unambiguous. We shall examine the experimental side of this in the next section.

Statistical considerations make it possible to test the assumption of independent additions. Let
us approach this topic by considering an easier problem: coin tossing. Under conditions where two
events are purely random—as in tossing a fair coin—the probability of a specific sequence of
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outcomes is given by the product of the probabilities of the individual events. The probability of
tossing a head followed by a head—indicated HH—is given by

PHH = PHPH (5.5.13)

If the events are not independent, provision must be made for this, so we define a quantity called
the conditional probability. For the probability of a head given the prior event of a head, this is
written pyy, where the first quantity in the subscript is the event under consideration and that
following the slash mark is the prior condition. Thus pryy is the probability of a tail following a
head. If the events are independent, py = py; if not, then pyy must be evaluated as a separate
quantity. If the coin being tossed were biased, that is, if successive events are not independent,
Equation 5.5.13 would become

PHH = PH/HPH (5.5.14)

We recall that the fraction of times a particular outcome occurs is used to estimate probabilities.
Therefore we could evaluate pyy by counting the number of times Ny the first toss yielded a head
and the number of times Nyy two tosses yielded a head followed by a head and write

_ pud _ Nuu
Py — = — o

T (5.5.15)

This procedure is readily extended to three tosses. For a fair coin the probability of three heads is
the cube of the probability of tossing a single head:

PHHH = PHPHPH (5.5.16)
If the coin is biased, conditional probabilities must be introduced:

PHHH = PH/HHPH/HPH (5.5.17)

Using Equation 5.5.15 to eliminate pyy from the last result gives

PHi = P/t (’f—ﬁ”)pa (5.5.18)

or

punn  Nunn
puH  Nuu

PH/HH = (5519)

If we were testing whether a coin were biased or not, we would use ideas like these as the basis
for a test. We could count, for example, HHH and HH sequences and divide them according to
Equation 5.5.19. If pymy # py, we would be suspicious.

A similar logic can be applied to copolymers. The story is a bit more complicated to tell, so we
only outline the method. If penultimate effects operate, then the probabilities p,y, py,, etc., defined
in Equation 5.5.3 through Equation 5.5.6 should be replaced by conditional probabilities. As a
matter of fact, the kind of conditional probabilities needed must be based on the two preceding
events. Thus Reaction (5.E) and Reaction (5.F) are two of the appropriate reactions, and the
corresponding probabilities are p;;; and pypn;. Rather than work out all of the probabilities in
detail, we summarize the penultimate model as follows:

1. A total of eight different reactions are involved, since each reaction like Reaction (5.A) is
replaced by a pair of reactions like Reaction (5.E) and Reaction (5.F).

2. There are eight different rate laws and rate constants associated with these reactions. Equation
5.2.1, for example, is replaced by Equation 5.2.5 and Equation 5.2.6.
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3. Eight rate constants are clustered in four ratios, which define new reactivity ratios. Thus r, as
defined in Equation 5.2.13 is replaced by r{ = kj\;/k112 and r{’ = ka1 /ka1» whereas r; is
replaced by r} = knpp /koay and rf = ki [kyay.

4. The probability p;; as given by Equation 5.5.3 is replaced by the conditional probability p, 1,
which is defined as

_ ki [MiM;+ ][] __ riMil/[Mp)]
P ki MM | [My] + k1o [MiM][Ma] 1+ #{[M;]/[Mg]

(5.5.20)

There are eight of these conditional probabilities, each associated with the reaction described
in item (1).

5. The probability p;; can be written as the ratio Ny,m,/Nm, using Equation 5.5.15. This is
replaced by py;11, which is given by the ratio Ny,m,m,/Num,m, according to Equation 5.5.19.

6. Equation 5.5.4 shows that p;; is constant for a particular copolymer if the terminal model
applies; therefore the ratio Ny m, /Ny, also equals this constant. Equation 5.5.20 shows
that p;,; is constant for a particular copolymer if the penultimate model applies; therefore
the ratio Nm,m,m,/Nwm,m, also equals this constant, but the ratio Ny, M, /Ny, does not have the
same value.

These observations suggest how the terminal mechanism can be proved to apply to a copoly-
merization reaction if experiments exist which permit the number of sequences of a particular
length to be determined. If this is possible, we should count the number of M,’s (this is given by
the copolymer composition) and the number of M;M, and M;M M, sequences. Specified se-
quences, of any definite composition, of two units are called dyads; those of three units, triads;
those of four units, tetrads; those of five units, pentads; and so on. Next we examine the ratio
Nuym, /Ny, and Nymym, /N, - If these are the same, then the mechanism is shown to have
terminal control; if not, it may be penultimate control. To prove the penultimate model it would
also be necessary to count the number of M tetrads. If the tetrad—triad ratio were the same as the
triad-dyad ratio, the penultimate model is established.

This situation can be generalized. If the ratios do not become constant until the ratio of pentads
to tetrads is considered, then the unit before the next to last—called the antepenultimate unit—
plays a role in the addition. This situation has been observed, for example, for propylene oxide—
maleic anhydride copolymers. The foregoing discussion has been conducted in terms of M,
sequences. Additional relationships of the sort we have been considering also exist for dyads,
triads, and so forth, of different types of specific composition. Thus an ability to investigate
microstructure experimentally allows some rather subtle mechanistic effects to be studied. In the
next section we shall see how such information is obtained.

5.6 Copolymer Composition and Microstructure: Experimental Aspects

As we have already seen, the reactivity ratios of a particular copolymer system determine both the
composition and microstructure of the polymer. Thus it is important to have reliable values for
these parameters. At the same time it suggests that experimental studies of composition and
microstructure can be used to evaluate the various r’s.

5.6.1 Evaluating Reactivity Ratios from Composition Data

Evaluation of reactivity ratios from the copolymer composition equation requires only composition
data—that is, relatively straightforward analytical chemistry—and has been the method most widely
used to evaluate r; and r,. As noted in the last section, this method assumes terminal control and
seeks the best fit of the data to that model. It offers no means for testing the model, and as we shall see,
is subject to enough uncertainty to make even self-consistency difficult to achieve. Microstructure
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studies, by contrast, offer both a means to evaluate the reactivity ratios and also to test the
model. The capability to investigate this level of structural detail was virtually nonexistent
until the advent of modemn instrumentation, and even now is limited to sequences of rather
modest length.

In this section we shall use the evaluation of reactivity ratios as the unifying theme;
the experimental methods constitute the new material introduced. The copolymer composition
Equation 5.2.18 relates the r’s to the mole fractions of the monomers in the feedstock and in
the copolymer. To use the equation to evaluate r, and r,, the composition of a copolymer
resulting from a feedstock of known composition must be measured. The composition of the
feedstock itself must also be known, but we assume this poses no problems. The copolymer
specimen must be obtained by proper sampling procedures and purified of extraneous materials.
Remember that monomers, initiators, and possibly solvents and soluble catalysts are involved
in these reactions also, even though we have been focusing attention on the copolymer alone.
The proportions of the two kinds of repeat unit in the copolymer are then determined by
either chemical or physical methods. Elemental analysis is a widely used chemical method, but
spectroscopic analysis (UV-visible, IR, NMR, and mass spectrometry) for functional groups is
commonly employed.

Since the copolymer equation involves both r, and r; as unknowns, at least two polymers
prepared from different feedstocks must be analyzed. It is preferable to use more than this
minimum number of observations, and it is helpful to rearrange the copolymer composition
equation into a linear form so that simple graphical methods can be employed to evaluate the
r’s. Several ways to linearize the equation exist:

1. Rearrange Equation 5.2.18 to give

HQ=2F)  [fi(Fi-1)
—F1(1 —F) =r <—F1(1 —f1)2> +r; 5.6.1)

This is the equation of a straight line, so r; and r, can be evaluated from the slope and intercept
of an appropriate plot.
2. In terms of ratios rather than fractions, Equation 5.6.1 may be written as

[MVWﬂGLJ>=m@MﬁEﬁ_Q (5.6.2)

nl/nZ na nl/n2

where n; refers to the number of repeat units in the polymer. This expression is also of
the form y=mx+b if x=([M1]/[M2])2/(n1/n2) and y=([M,}/[Mx])/(n,/n2)/(n)/n—1), so
the slope and intercept yield r, and r,, respectively. This type of analysis is known as a
Finemann—Ross plot.

3. This last expression can be rearranged in several additional ways, which yield linear plots:

1
X = _r2_+rl (563)
X X

1
x=—y+2 (5.6.4)

r1 r

1 1

A N (5.6.5)
y ny n

Each of these forms weigh the errors in various data points differently, so some may be more
suitable than others, depending on the precision of the data. Ideally all should yield the same
values of the reactivity ratios. The following example illustrates the use of Equation 5.6.1 to
evaluate r, and r,.
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Table 5.5 Values of F; as a Function for f, for the Methyl Acrylate (M,)-Vinyl
Chloride (M5) System

h £y f 1 Fy

0.075 0.441 0.421 0.864
0.154 0.699 0.521 0.900
0.237 0.753 0.744 0.968
0.326 0.828 0.867 0.983

Note: These data are also plotted in Figure 5.4.
Source: Data from Chapin, E.L., Ham, G., and Fordyce, R., J. Am. Chem. Soc., 70, 538, 1948.

Example 5.4

The data in Table 5.5 list the mole fraction of methyl acrylate in the feedstock and in the
copolymer for the methyl acrylate (M;)—vinyl chloride (M,) system. Use Equation 5.6.1 as the
basis for the graphical determination of the reactivity ratios, which describe this system.

Solution

We calculate the variables to be used as ordinate and abscissa for the data in Table 5.5 using
Equation 5.6.1:

FA—2F)F(1 —f) 00217 —0.1036 —0.2087 —0.3832 —0.6127 —0.9668 —2.8102 —6.4061
F2F) — 1)/Fy(1 —f;)* —0.0083 —0.0143 —0.0316 —0.0486 —0.0832 —0.1315 —0.2792 —0.7349

Least-square analysis of these values gives a slope r;=8.929 and an intercept r,=0.053.
Figure 5.4b shows these data plotted according to Equation 5.6.1. The line is drawn with the
least-squares slope and intercept. The last point on the left in Figure 5.4b, which this line passes
through, corresponds to F; = 0.983 and f; = 0.867. Because the functional form plotted involves the
small differences F; — | and 1 — fj, this point is also subject to the largest error. This illustrates
the value of having alternate methods for analyzing the data. The authors of this research carried
out several different analyses of the same data, the values they obtained for ry and r, averaged over
the various methods were r; =9.616 + 0.603 and r» = 0.0853 + 0.0239. The standard deviations
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Figure 5.4 (a) Mole fraction of methy] acrylate in copolymers with vinyl chloride as a function of feedstock
composition, and (b) Finemann—Ross plot to extract reactivity ratios, as described in Example 5.4.
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of about 6% and 28% in r; and r, analyzed from the same data indicate the hazards of this method
for determining » values.

5.6.2 Spectroscopic Techniques

In spite of the compounding of errors to which it is subject, the foregoing method was the
best procedure for measuring reactivity ratios until the analysis of microstructure became feasible.
Let us now consider this development. Most of the experimental information concerning
copolymer microstructure has been obtained by modern instrumental methods. Techniques such
as UV-visible, IR, NMR, and mass spectroscopy have all been used to good advantage in
this type of research. Advances in instrumentation have made these physical methods particularly
suitable to answer the question we pose: With what frequency do particular sequences of repeat
units occur in a copolymer? The choice of the best method for answering this question is governed
by the specific nature of the system under investigation. Few general principles exist beyond
the importance of analyzing a representative sample of suitable purity. Our approach is to consider
some specific examples. In view of the diversity of physical methods available and the
number of copolymer combinations which exist, a few samples barely touch the subject. They
will suffice to illustrate the concepts involved, however. The simpler question—What is the mole
fraction of each repeat unit in the polymer sample?—can usually be answered via the same
instrumental techniques.

Spectroscopic techniques based on the absorption of UV, visible, or IR radiation depend
on the excitation from one quantum state to another. References in physical or analytical chemistry
should be consulted for additional details, but a brief summary will be sufficient for our purposes:

1. The excitation energy AE reflects the separation between the final (subscript f) and initial
(subscript i) quantum states:

AE = E; — E (5.6.6)

The difference is positive for absorbed energy.
2. The energy absorbed is proportional to the frequency of the radiation via Planck’s constant
(h=6.63x107>*J s):

AE=hv=h )% (5.6.7)

In the second version of this equation ¢ is the speed of light and A the wavelength of the radiation.

3. The more widely separated two states are in energy, the shorter the wavelength of the radiation
absorbed. Transitions between electronic states have higher energies, and correspond to UV-
visible wavelengths, whereas vibrational quantum states are more closely spaced and are
induced by IR radiation.

4. Different light-absorbing groups, called chromophores, absorb characteristic wavelengths,
opening the possibility of qualitative analysis based on the location of an absorption peak.

5. If there is no band overlap in a spectrum, the absorbance at a characteristic wave-
length is proportional to the concentration of chromophores present. This is the basis of
quantitative analysis using spectra. With band overlap, things are more complicated but
still possible.

6. The proportionality between the concentration of chromophores and the measured absorbance
is given by Beer’s law (recall the discussion in Section 3.3.4):

A = ¢ebc (5.6.8)

where A is the (dimensionless) absorbance, b is the sample thickness, ¢ is the chromophore
concentration, and ¢ is the absorptivity. Usually quantitative measurements are facilitated by
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calibration with standards of known concentrations, so that &, b, and various other instrumental
parameters need not be determined individually.

For copolymers, or any other mixture of chromophores, the measured absorbance is given by
the sum of individual Beer’s law terms:

A =e1bci + &bcy + e3bcs + - -+ (5.6.9)

Recalling that & depends on the chromophore and on the wavelength, measurements at
different wavelengths can be used to extract the concentrations of each component. For a
copolymer with two monomers, at least two wavelengths would be needed, and ideally they
should be chosen to such that if £ is large at A, then &, is large at A,.

AA) = e1(Aber + &2(A)bea
AA) = e1(A2)bey + e2(Ap)bes (5.6.10)

These relations amount to a system of two equations with two unknowns, ¢, and ¢,, which can
be solved in a straightforward manner.

NMR spectroscopy is especially useful for microstructure studies, because of the sensitivity to

the chemical environment of a particular nucleus. We shall consider its application to copolymers
now, and to questions of stereoregularity in Section 5.7. NMR has become such an important
technique (actually a family of techniques) in organic chemistry that contemporary textbooks in
the subject discuss its principles quite thoroughly, as do texts in physical and analytical chemistry,
so here also we note only a few pertinent highlights:

L.

2.

Nuclei with an odd number of protons plus neutrons—especially 'H and 13C—possess magnetic
moments and show two quantum states (spin up and spin down) in a strong magnetic field.

If energy of the proper frequency is supplied, a transition between these quantum states occurs
with the absorption of an amount of energy equal to the separation of the states, just as in UV—
visible and IR absorption. For NMR the frequency of the absorbed radiation lies in the radio
frequency range and depends on the local magnetic field at the atom in question.

Electrons in a molecule also have magnetic moments and set up secondary magnetic fields,
which partly screen each atom from the applied field. Thus atoms in different chemical
environments display resonance at slightly different magnetic fields.

The displacement 6 of individual resonances from that of a standard is small, and is measured
in parts per million (ppm) relative to the applied field. These so-called chemical shifts are
characteristic of a proton or carbon in a specific environment.

The interaction between nuclei splits resonances into multiple peaks, the number and relative
intensity of which also assist in qualitative identification of the proton responsible for the
absorption. Proton splitting is most commonly caused by the interaction of protons on adjacent
carbons with the proton of interest. If there are m equivalent hydrogens on an adjacent carbon,
the proton of interest produces m + 1 peaks by this coupling.

More distant coupling is revealed in high magnetic fields. Unresolved fine structures in a field
of one strength may be resolved at higher field where more subtle long-range influences can be
probed. The use of NMR spectroscopy to characterize copolymer microstructure takes advan-
tage of this last ability to discern environmental effects that extend over the length of several
repeat units. This capability is extremely valuable in analyzing the stereoregularity of a
polymer, and we shall have more to say about it in that context in Section 5.7.

In NMR spectroscopy the “absorptivities” are, in essence, all the same, so that the integrated area
under a peak is directly proportional to the number of nuclei of that type in the sample. Thus if
different repeat units have identifiably different peaks, as is almost always the case, the
relative abundance of each type can be extracted by peak integration without any additional
calibration.
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5.6.3 Sequence Distribution: Experimental Determination

As suggested in the foregoing, the analysis for overall composition in a copolymer sample is by now a
relatively straightforward affair. The analysis for sequence distribution, however, is not. The primary
difficulty is that the energy of a particular transition, be it electronic, vibrational, or nuclear, is
determined primarily by the immediate chromophore of interest, and only weakly influenced by
chemically bonded neighbors. NMR offers the most promise in this respect, especially with the advent
of higher magnetic fields; this feature can provide sufficient resolution to detect the influence of repeat
units up to about five monomers down the chain. Nevertheless, there are cases where UV—visible
spectroscopy can help. An elegant example is the copolymer of styrene (molecule 1) and 1-chloro-1,3-
butadiene (molecule 2). These molecules quantitatively degrade with the loss of HCI upon heating in
base solution. This restores 1,3-unsaturation to the butadiene repeat unit:
Cl
/ LY S NN
n | ’/m n |/m S.N)

It is these conjugated double bonds that are the chromophores of interest in this system. What
makes this particularly useful is the fact that the absorption maximum for this chromophore is
displaced to longer wavelengths the more conjugated bonds there are in a sequence. Qualita-
tively, this can be understood in terms of a one-dimensional particle in a box model for which the
energy level spacing is inversely proportional to the square of the length of the box. In this case
the latter increases with the length of the conjugated polyene system. This in turn depends on the
number of consecutive butadiene repeat units in the copolymer. For an isolated butadiene
molecule dehalogenation produces one pair of conjugated double bonds; two adjacent butadienes,
four conjugated double bonds; three adjacent butadienes, six conjugated double bonds; and so on.
Sequences of these increasing lengths are expected to absorb at progressively longer wave-
lengths.

Figure 5.5 shows the appropriate portion of the spectrum for a copolymer prepared from a
feedstock for which f; =0.153. It turns out that each polyene produces a set of three bands: the
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Figure 5.5 Ultraviolet—visible spectrum of dehydrohalogenated copolymers of styrene—1-chloro-1,3-buta-
diene. (Redrawn from Winston, A. and Wichacheewa, P., Macromolecules, 6, 200, 1973. With permission.)
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dyad is identified with the peaks at A =298, 312, and 327 nm; the triad with the peaks at A =347,
367, and 388 nm; and the tetrad with the peaks at A =412 and 437 nm. Apparently one of the tetrad
bands overlaps that of the triad and is not resolved. Likewise, only one band (at 473 nm) is
observed for the pentad. The identification of these features can be confirmed with model
compounds and the location and relative intensities of the peaks have been shown to be indepen-
dent of copolymer composition. Once these features have been identified, the spectra can be
interpreted in terms of the numbers of dyads, triads, tetrads, and maybe pentads of the butadiene
units and compared with predicted sequences of various lengths. Further consideration of this
system is left for Problem 3 through Problem 5 at the end of the chapter.

We now illustrate the application of NMR to gather copolymer sequence information. Suppose
we consider the various triads of repeat units. There are six possibilities: M;M;M,;, MiM;M,,
MoM;M,, MoMoM,, MoMoM,, and M;M,M,. These can be divided into two groups of three,
depending on the identity of the central unit. Thus the center of a triad can be bracketed by two
monomers identical to itself, different from itself, or by one of each. In each of these cases the
central repeat unit is in a different environment, and a characteristic proton in that repeat unit is in a
different location, depending on the effect of that environment. As a specific example, consider the
methoxy group in poly(methyl methacrylate). The hydrogens in the group are magnetically
equivalent and hence produce a single resonance at 6 = 3.74 ppm. Now suppose we look for the
same resonance feature in the copolymer of methyl methacrylate (M,) and acrylonitrile (M,).
Figure 5.6 shows that 60 MHz spectrum of several of these copolymers in the neighborhood of the
methoxy resonance. Three resonance peaks rather than one are observed. Figure 5.6 also lists the
methyl methacrylate content of each of these polymers. As the methyl methacrylate content
decreases, the peak on the right decreases and the left increases. We therefore identify the peak
on the right-hand peak with the M;M;M, sequence, the left-hand peak with M,M;M,, and the
peak in the center with M;M;M,. The M;M;M, peak occurs at the same location as in the methyl
methacrylate homopolymer.

The areas under the three peaks give the relative proportions of three sequences. In the
following example we consider some results on dyad sequences determined by comparable
procedures in vinylidene chloride—isobutylene copolymers.

Example 5.5

The mole fractions of various dyads in the vinylidine chloride (M;)-isobutylene (M,) system
were determined! by NMR spectroscopy. A selection of the values obtained are listed below, as
well as the compositions of the feedstocks from which the copolymers were prepared; assuming
terminal control, evaluate r; from each of the first three sets of data, and r, from each of the last
three.

Mole fraction of dyads
f 11 12 22

0584  0.68 0.29 —
0.505  0.61 0.36 —
0.471 0.59 0.38 —

0.130 — 0.67 0.08
0.121 — 0.66 0.10
0.083 — 0.64 0.17

'1B. Kinsinger, T. Fischer, and C.W. Wilson, Polym. Lett., 5, 285 (1967).
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Figure 5.6 Chemical shift (from hexamethyldisiloxane) for acrylonitrile-methy! methacrylate copolymers
of the indicated methyl methacrylate (M;) content. Methoxyl resonances are labeled as to the triad source.
(From Chujo, R., Ubara, H., and Nishioka, A., Polym. J., 3, 670, 1972. With permission.)

Solution

Equation 5.5.3 and Equation 5.5.5 provide the method for evaluating the »’s from the data given.
We recognize that a 12 dyad can come about from 1 adding to 2 as well as from 2 adding to 1;
therefore we use half the number of 12 dyads as a measure of the number of additions of monomer
2 to chain end 1. Accordingly, by Equation 5.5.1,

Ny 2N 2N2)

= = and =
Nu+(1/2)Niz 2Ny + Ny bz 2N2, + Niz

pu

Since [M,]/[M,] =f,/(1—f,), Equation 5.5.2 can be written

_ nlAi/d-A)] __nl(-H)/A]
PUS T RIG -] ™ P2 T Tl - A)/A]
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From From

2Ny nlA/(0-f)] Wn __nll-A)/f]
Ny N2 1+nA/(L=f)] 22 +Np  1+n[(1-f)/A]
h ry hi ra
0.584 3.33 0.130 0.036
0.505 3.32 0.121 0.042
0.471 3.48 0.083 0.048
Average 3.38 Average 0.042

Particularly when r values are close to zero, this method for evaluating small r’s is superior to the
graphical analysis of composition data (compare Example 5.4 and Figure 5.4).

By making measurements at higher magnetic fields, it is possible to resolve spectral features
arising from still longer sequences. As a matter of fact, the authors of the research described in the
last example were able to measure the fractions of tetrads of different composition in the same
vinylidene chloride~isobutylene copolymer. Based on the longer sequences, they concluded that
the penultimate model describes this system better than the terminal model, although the short-
comings of the latter are not evident in the example. Problem 6 and Problem 7 at the end of the
chapter also refer to this system.

5.7 Characterizing Stereoregularity

We introduced the concept of stereoregularity in Section 1.6. Figure 1.3 illustrates isotactic,
syndiotactic, and atactic structures of a vinyl polymer in which successive repeat units along the
fully extended chain lie, respectively, on the same side, alternating sides, or at random with respect
to the backbone. It is important to appreciate the fact that these different structures—different
configurations—have their origin in the bonding of the polymer, and no amount of rotation around
bonds—changes in conformation—will convert one structure into another.

Our discussion of stereoregularity in this chapter is primarily concerned with polymers of
monosubstituted ethylene repeat units. We shall represent these by

%ﬂxr
Monosubstituted ethylene

In this representation the X indicates the substituent; other bonds involve only hydrogens. This
formalism also applies to 1,1-disubstituted ethylenes in which the substituents are different. With
these symbols, the isotactic, syndiotactic, and atactic structures shown in Figure 1.3 are represented
by Structure (5.1II) through Structure (5.V), respectively:

X X X
(5.110)
X X
(5.IV)
X
X X
(5.V)
X
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The carbon atoms carrying the substituents are not truly asymmetric, since the two chain
sections—while generally of different length—are locally the same on either side of any carbon
atom, except near the ends of the chain. As usual, we ignore any uniqueness associated with
chain ends.

There are several topics pertaining to stereoregularity that we shall not cover to simplify the
presentation:

1. Stereoregular copolymers. We shall restrict our discussion to stereoregular homopolymers.
Complications arising from other types of isomerism. Positional and geometrical isomerism,
also described in Section 1.6, will be excluded for simplicity. In actual polymers these are not
always so easily ignored.

3. Polymerization of 1,2-disubstituted ethylenes. Since these introduce two different
“asymmetric” carbons into the polymer backbone (second substituent Y), they have the
potential to display ditacticity. Our attention to these is limited to the illustration of some
terminology, which is derived from carbohydrate nomenclature (Structure (5.VI) through
Structure (5.I1X)).

Y XY X Y XY X

5.VD
Erythro-di-isotactic
Y X X
(5.VID)
Y X Y X
Erythro-di-syndiotactic
X X X X
| l | |
| | | | (5.VIID
Y Y Y Y
Threo-di-isotactic
Y XY X
e
5.

Threo-di-syndiotactic

The successive repeat units in Structure (5.I1I) through Structure (5.V) are of two different
kinds. If they were labeled M, and M,, we would find that, as far as microstructure is concerned,
isotactic polymers are formally the same as homopolymers, syndiotactic polymers are formally the
same as alternating copolymers, and atactic polymers are formally the same as random copoly-
mers. The analog of block copolymers, stereoblock polymers, also exist. Instead of using M, and
M, to differentiate between the two kinds of repeat units, we shall use the letters D and L as we did
in Chapter 1.

The statistical nature of polymers and polymerization reactions has been illustrated at many
points throughout this volume. It continues to be important in the discussion of stereoregularity.
Thus it is generally more accurate to describe a polymer as, say, predominantly isotactic rather
than perfectly isotactic. More quantitatively, we need to be able to describe a polymer in terms of
the percentage of isotactic, syndiotactic, and atactic sequences.

Certain bulk properties of polymers also reflect differences in stereoregularity. We will see in
Chapter 13 that crystallinity is virtually impossible unless a high degree of stereoregularity is
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present in a polymer. Since crystallinity plays such an important part in determining the mecha-
nical properties of polymers, stereoregularity manifests itself in these other behaviors also. These
gross, bulk properties provide qualitative evidence for differences in stereoregularity, but, as with
copolymers, it is the microstructural detail that quantitatively characterizes the tacticity of a
polymer. We shall examine the statistics of this situation in the next section, and the application
of NMR in Section 5.9.

The analogy between stereoregular polymers and copolymers can be extended still further. We
can write chemical equations for propagation reactions leading to products that differ in config-
uration along with the associated rate laws. We do this without specifying anything—at least for
now—about the mechanism. There are several things that need to be defined to do this:

1. These are addition polymerizations in which chain growth is propagated through an active
center. The latter could be a free radical or an ion; we shall see that a coordinated intermediate
is the more usual case.

2. The active-center chain end is open to front or rear attack in general; hence the configuration
of a repeat unit is not fixed until the next unit attaches to the growing chain.

3. The reactivity of a growing chain is, as usual, assumed to be independent of chain length. In
representing this schematically, as either DM* or LM*, the M* indicates the terminal active
center, and the D or L, the penultimate units of fixed configuration. From a kinetic point of
view, we ignore what lies further back along the chain.

4. As in Chapter 3 and Chapter 4, the monomer is represented by M.

With these definitions in mind, we can write

DDM* LLm*
—DM* + M/ or —LM* 4+ M/ (5.0)

DLM* N LDM*

What is significant about these reactions is that only two possibilities exist: addition with the
same configuration (D — DD or L — LL) or addition with the opposite configuration (D — DL or
L — LD). We shall designate these isotactic (subscript i) or syndiotactic (subscript s) additions,
respectively, and shall define the rate constants for the two steps k; and k. Therefore the rates of
isotactic and syndiotactic propagation become

Ryi = k[M*|[M] (5.7.1)
and
Rps = ks[M*|[M] (5.7.2)

and, since the concentration dependences are identical, the relative rate of the two processes is
given by the ratio of the rate constants. This same ratio also gives the relative number of dyads
having the same or different configurations:

Rpi ki Number dyads with same configuration (5.7.3)
Rps ks Number dyads with different configurations o
The Arrhenius equation enables us to expand on this still further:
Iso dyads ﬁe—(Ei*—ES")/RT (5.7.4)

Syndio dyads = A,

The main conclusion we wish to draw from this line of development is that the difference between
E# and E¥ could vary widely, depending on the nature of the active center. If the active center in a
polymerization is a free radical unencumbered by interaction with any surrounding species, we
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would expect E¥ — E¥ to be small. Experiment confirms this expectation; for vinyl chloride it is on
the order of 1.3 kJ mol™". Thus at the temperatures usunally encountered in free-radical polymer-
izations (ca. 60°C), the exponential in Equation 5.7.4 is small and the proportions of isotactic
and syndiotactic dyads are roughly equal. This is the case for poly(vinyl chloride), for which
kif/ks =0.63 at 60°C. The preference for syndiotactic addition is greater than this (i.e., E¥ — E¥ is
larger) in some systems, apparently because there is less repulsion between substituents when they
are staggered in the transition state. In all cases, whatever difference in activation energies exists
manifests itself in product composition to a greater extent at low temperatures. At high temper-
atures small differences in E* value are leveled out by the high average thermal energy available.

The foregoing remarks refer explicitly to free-radical polymerizations. If the active center is
some kind of associated species—an ion pair or a coordination complex—then predictions based
on unencumbered intermediates are irrelevant. It turns out that the Ziegler—Natta catalysts—which
won their discoverers the Nobel Prize—apparently operate in this way. The active center of the
chain coordinates with the catalyst in such a way as to block one mode of addition. High levels of
stereoregularity are achieved in this case. Although these substances also initiate the polymeriza-
tion, the term catalyst is especially appropriate in the present context, since the activation energy
for one mode of addition is dramatically altered relative to the other by these materials. We shall
discuss the chemical makeup of Ziegler—Natta catalysts and some ideas about how they work in
Section 5.10. For now it is sufficient to recognize that these catalysts introduce a real bias into
Equation 5.7.4 and thereby favor one pattern of addition.

In the next section we take up the statistical description of various possible sequences.

5.8 A Statistical Description of Stereoregularity

Since it is unlikely that a polymer will possess perfect stereoregularity, it is desirable to assess
this property quantitatively, both to describe the polymer and to evaluate the effectiveness of
various catalysts in this regard. In discussing tacticity in terms of microstructure, it has
become conventional to designate a dyad as meso if the repeat units have the same configuration,
and as racemic if the configuration is reversed. The terminology is derived from the stereochem-
istry of small molecules; its basis is seen by focusing attention on the methylene group in the
backbone of the vinyl polymer. This methylene lies in a plane of symmetry in the isotactic
molecule [5.X],

X 'T' X
+?+ (5.X)
H
and thereby defines a meso (subscript m) structure as far as the dyad is concerned. Considering
only the dyad, we see that these two methylene protons are in different environments. Therefore
each will show a different chemical shift in an NMR spectrum. In addition, each proton splits the
resonance of the other into a doublet, so a quartet of peaks appears in the spectrum. Still

considering only the dyad, we see that the methylene in a syndiotactic grouping [5.XI] contains
two protons in identical environments:

il
—‘—C~|—— 5.XI)
i

These protons show a single chemical shift in the NMR spectrum. This is called a racemic
(subscript r) structure, since it contains equal amounts of D and L character. In the next section
we shall discuss the NMR spectra of stereoregular polymers in more detail.
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If we define p,, and p, as the probability of addition occurring in the meso and racemic
modes, respectively, then p,, + p. = 1, since there are only two possibilities. The probability p,, is
the analog of p;; for copolymers; hence, by analogy with Equation 5.5.1, this equals the fraction of
isotactic dyads among all dyads. In terms of the kinetic approach of the last section, py, is equal to
the rate of an iso addition divided by the combined rates of iso and syndio additions:

5.8.1
Tk (5.8.1)

This expression is the equivalent of Equation 5.5.2 for copolymers.

The system of notation we have defined can readily be extended to sequences of greater length.
Table 5.6 illustrates how either m or r dyads can be bracketed by two additional repeat units to
form a tetrad. Each of the outer units is either m or r with respect to the unit it is attached to, so the
meso dyad generates three tetrads. Note that the tetrads mmr and rmm are equivalent and are not
distinguished. A similar set of tetrads is generated from the r dyad.

The same system of notation can be extended further by focusing attention on the backbone
substituents rather than on the methylenes. Consider bracketing a center substituent with a pair of
monomers in which the substituents have either the same or opposite configurations as the central
substituent. Thus the probabilities of the resulting triads are obtained from the probabilities of the
respective m or r additions. The following possibilities exist:

Table 5.6 The Splitting of Meso and Racemic Dyads into Six Tetrads

X X X X
I I N
I I [
SREREREY
N X X X
< ————
m m m |
X
X X
. | ] |
T ] |
r m | r
X X
X X
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X X
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X X
X X
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1. An isotactic triad (5.XII) is generated by two successive meso additions:
X I X | X
i | i l i (5.X1I)
m m

The probability of the isotactic triad is
pi =p’, (5.8.2)

2. A syndiotactic triad (5.XIII) is generated by two successive racemic additions:

EEEN
T (5.X11I)

The probability of the syndiotactic triad is given by p?, which becomes

ps = (1 - pn)’ (5.8.3)

3. A heterotactic triad (5.XIV) is generated by mr and rm sequences of additions:

| (5.XIV)

The probability of a heterotactic (subscript h) triad is
Ph = 2pm(l = pm) (5.84)
The factor 2 arises because this particular sequence can be generated in two different orders.

These triads can also be bracketed by two more units to generate 10 different pentads following
the pattern established in Table 5.6. It is left for the reader to verify this number by generating the
various structures.

The probabilities of the various dyad, triad, and other sequences that we have examined have all
been described by a single probability parameter p,,,. When we used the same kind of statistics for
copolymers, we called the situation one of terminal control. We are considering similar statistics
here, but the idea that the stereochemistry is controlled by the terminal unit is inappropriate. The
active center of the chain end governs the chemistry of the addition, but not the stereochemistry.
Equation 5.7.1 and Equation 5.7.2 merely state that an addition must be of one kind or another, but
that the rates are not necessarily identical.

A mechanism in which the stereochemistry of the growing chain does exert an influence on the
addition might exist, but at least two repeat units in the chain are required to define any such
stereochemistry. Therefore this possibility is equivalent to the penultimate mechanism in copoly-
mers. In this case the addition would be described in terms of conditional probabilities, just as
Equation 5.5.20 does for copolymers. Thus the probability of an isotactic triad controlled by the
stereochemistry of the growing chain would be represented by the reaction.

X | X X l X X
e I 5P

RS
m ' m

and described by the probability
Pcontrol = PmPm/m (5.8.5)
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where the conditional probability p,,m, is the probability of an m addition, given the fact of a prior
m addition. As with copolymers, triads must be considered in order to test whether the simple
statistics apply. Still longer sequences need to be examined to test whether stereochemical control
is exerted by the chain. Although such situations are known, we shall limit our discussion to the
simple case where the single probability py, is sufficient to describe the various additions. The
latter, incidentally, may be called zero-order Markov (or Bernoulli) statistics to avoid the vocabu-
lary of terminal control. The case where the addition is influenced by whether the last linkage in
the chain is m or r is said to follow a first-order Markov process.

The number of m or r linkages in an “n-ad” is n—1. Thus dyads are characterized by a single
linkage (either m or r), triads by two linkages (either mm, mr, or rr), and so forth. The m and r
notation thus reduces by 1 the order of the description from what is obtained when the repeat units
themselves are described. For this reason the terminal control mechanism for copolymers is a first-
order Markov process and the penultimate model is a second-order Markov process. Note that
the compound probabilities which describe the probability of an n-ad in terms of p, are also of
order n—1. In the following example we calculate the probability of various triads on the basis
of zero-order Markov statistics.

Example 5.6

Use zero-order Markov statistics to evaluate the probability of isotactic, syndiotactic, and
heterotactic triads for the series of p,, values spaced at intervals of 0.1. Plot and comment on
the results.

Solution

Evaluate Equation 5.8.2 through Equation 5.8.4 for p,, between zero and unity; these results are
plotted in Figure 5.7.

1 T r—————
0.8 Ps Pi .
0.6 - —

L Pn i

Ptriad b

L _

04 s

02 _

0— sl R SRS UN BT - \

0 0.2 0.4 0.6 0.8 1
Pm

Figure 5.7 Fractions of iso, syndio, and hetero triads as a function of py,, calculated assuming zero-order
Markov statistics in Example 5.6.
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Pm P; (l_pm)z 2pm(1_pm)

0 0 0 0

0.1 001 0.81 0.18
02 004 0.64 0.32
03 009 0.49 0.42
04 016 0.36 0.48
05 025 0.25 0.50
06 036 0.16 048
0.7 049 0.09 042
08 064 0.04 032
09 081 0.01 0.18
1.0 1.0 0 0

The following observations can be made from these calculations:

1. The probabilities give the fractions of the three different types of triads in the polymer.

2. If the fractions of triads could be measured, they either would or would not lie on a single
vertical line in Figure 5.7. If they did occur at a single value of py,, this would not only give the
value of p,, (which could be obtained from the fraction of one kind of triad), but would also
prove the statistics assumed. If the fractions were not consistent with a single p,, value, higher-
order Markov statistics are indicated.

3. The fraction of isotactic sequences increases as py, increases, as required by the definition of
these quantities.

4. The fraction of syndiotactic sequences increases as p,, — 0, which corresponds to p; — 1.

5. The fraction of heterotactic triads is a maximum at p,, =p, = 0.5 and drops to zero at either
extreme.

6. For an atactic polymer the proportions of isotactic, syndiotactic, and heterotactic triads are
0.25:0.25:0.50.

To investigate the triads by NMR, the resonances associated with the chain substituent are
examined, since Structure (5.XII) through Structure (5.XIV) show that it is these that experience
different environments in the various triads. If dyad information is sufficient, the resonances of the
methylenes in the chain backbone are measured. Structure (5.X) and Structure (5.XI) show that
these serve as probes of the environment in dyads. In the next section we shall examine in more
detail how this type of NMR data is interpreted.

5.9 Assessing Stereoregularity by Nuclear Magnetic Resonance

It is not the purpose of this book to discuss in detail the contributions of NMR spectroscopy to
the determination of molecular structure. This is a specialized field in itself and a great deal
has been written on the subject. In this section we shall consider only the application of NMR
to the elucidation of stereoregularity in polymers. Numerous other applications of this powerful
technique have also been made in polymer chemistry, including the study of positional and
geometrical isomerism (Section 1.6) and copolymers (Section 5.7). We shall also make no
attempt to compare the NMR spectra of various different polymers; instead, we shall examine
primarily the NMR spectra of different poly(methyl methacrylate) preparations to illustrate the
capabilities of the method using the first system that was investigated by this technique as
the example.

Figure 5.8 shows the 60 MHz spectra of poly(methyl methacrylate) prepared with different
catalysts so that predominantly isotactic, syndiotactic, and atactic products are formed. The three
spectra in Figure 5.8 are identified in terms of this predominant character. It is apparent that the
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Atactic
Syndiotactic
Isotactic L\_
1 1 1 1 1 L
5 4 3 2 1 0
3 {ppm)

Figure 5.8 Nuclear magnetic resonance spectra of three poly(methyl methacrylate) samples. Curves are
labeled according to the predominant tacticity of samples. (From McCall, D.W. and Slichter, W.P., in Newer
Methods of Polymer Characterization, Ke, B. (Ed.), Interscience, New York, 1964. With permission.)

spectra are quite different, especially in the range of  values between 1 and 2 ppm. Since the
atactic polymer has the least regular structure, we concentrate on the other two to make the
assignment of the spectral features to the various protons.

Several observations from the last section provide the basis of interpreting these spectra:

1. Hydrogens of the methylene group in the backbone of the poly(methyl methacrylate) produce
a single peak in a racemic dyad, as illustrated by Structure (5.XIII).

2. The same group of hydrogens in a meso dyad (5.X) produces a quartet of peaks: two different
chemical shifts, each split into two by the two hydrogens in the methylene.

3. The peaks centered at § = 1.84 ppm—a singlet in the syndiotactic and a quartet in the isotactic
polymers—are thus identified with these protons. This provides an unambiguous identification
of the predominant stereoregularity of these samples.

4. The features that occur near § = 1.0 ppm are associated with the protons of the a-methyl
group. The location of this peak depends on the configurations of the nearest neighbors.

5. Working from the methylene assignments, we see that the peak at § = 1.22 ppm in the isotactic
polymer arises from the methyl in the center of an isotactic triad, the peak at 6 =0.87 ppm
from a syndiotactic triad, and the peak at 6 =1.02 ppm from a homotactic triad.

6. The peak at 6§ =3.5 ppm is due to the methoxy group.

Once these assignments are made, the areas under the various peaks can be measured to
determine the various fractions:

1. The area under the methylene peaks is proportional to the dyad concentration: The singlet
gives the racemic dyads and the quartet gives the meso dyads.
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2. The area under one of the methyl peaks is proportional to the concentration of the correspond-
ing triad.

3. Itis apparent that it is not particularly easy to determine the exact areas of these features when
the various contributions occur together to any significant extent. This is clear from the atactic
spectrum, in which slight shoulders on both the methylene and methyl peaks are the only
evidence of meso methylenes and iso methyls.

The spectra shown in Figure 5.8 were early attempts at this kind of experiment, and the
measurement of peak areas in this case was a rather subjective affair. We shall continue with an
analysis of these spectra, even though improved instrumentation has resulted in greatly enhanced
spectra. One development that has produced better resolution is the use of higher magnetic fields.
As the magnetic field increases, the chemical shifts for the various features are displaced propor-
tionately. The splitting caused by spin—spin coupling, on the other hand, is unaffected. This can
produce a considerable sharpening of the NMR spectrum. Other procedures such as spin decoup-
ling, isotopic substitution, computerized stripping of superimposed spectra, and '*C-NMR also
offer methods for identifying and quantifying NMR spectra.

Table 5.7 lists the estimated fractions of dyads of types m and r and the fractions of triads of
types i, s, and h from Figure 5.8. These fractions represent the area under a specific peak (or four
peaks in the case of the meso dyads) divided by the total area under all of the peaks in either the
dyad or triad category. As expected for the sample labeled isotactic, 89% of the triads are of type i
and 87% of the dyads are of type m. Likewise, in the sample labeled syndiotactic, 68% of the triads
are s and 83% of the dyads are r.

The sample labeled atactic in Figure 5.8 was prepared by a free-radical mechanism and is
expected to follow zero-order Markov statistics. As a test for this, we examine Figure 5.7 to see
whether the values of p;, ps, and py, which are given by the fractions in Table 5.7, agree with a
single set of py, values. When this is done, it is apparent that these proportions are consistent with
this type of statistics within experimental error and that p,, = 0.25 for poly(methyl methacrylate).
Under the conditions of this polymerization, the free-radical mechanism is biased in favor of
syndiotactic additions over isotactic additions by about 3:1, according to Equation 5.8.1. Presum-
ably this is due to steric effects involving the two substituents on the a-carbon.

With this kind of information it is not difficult to evaluate the average lengths of isotactic
and syndiotactic sequences in a polymer. As a step toward this objective, we define the
following:

1. The number of isotactic sequences containing »; iso repeat units is N,,.
2. The number of syndiotactic sequences containing n, syndio repeat units is N,, .
3. Since isotactic and syndiotactic sequences must alternate, it follows that:

> Ny=>_N, (5.9.1)

Table 5.7 The Fractions of Meso and Racemic Dyads and Iso, Syndio, and Hetero Triads
for the Data in Figure 5.8

Dyads Triads
Sample Meso Racemic Iso Syndio Hetero
Atactic 0.22 0.78 0.07 0.55 0.38
Syndiotactic 0.17 0.83 0.04 0.68 0.28
Isotactic 0.87 0.13 0.89 0.04 0.07

Source: Data from McCall, D.W. and Slichter, W.P. in Newer Methods of Polymer Characterization, Ke, B. (Ed.),
Interscience, New York, 1964,
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4. The number of iso triads in a sequence of »; iso repeat units is 7;—1, and the number of syndio
triads in a sequence of ng syndio repeat units is n;—1. We can verify these relationships by
examining a specific chain segment:

—DDLDLDLDLD*DDDDDDDDL—~

In this example both the iso and syndio sequences consist of eight repeat units, with seven
triads in each. The repeat unit marked * is counted as part of each type of triad, but is itself the
center of a hetero triad.

5. 'The number of racemic dyads in a sequence is the same as the number of syndiotactic units n,.
The number of meso dyads in a sequence is the same as the number of iso units #;. These can
also be verified from structure above.

With these definitions in mind, we can immediately write expressions for the ratio of the
total number of iso triads, »;, to the total number of syndio triads, vq:

v SoNalm=1) > Na(m) = DN, (5.9.2)
2D SIATEITID ST ATSE) S :

In this equation the summations are over all values of n of the specified type. Also remember
that the v’s and #’s in this discussion (with subscript i or s) are defined differently from the v’s
and rn’s defined earlier in the chapter for copolymers. Using Equation 5.9.1 and remembering
the definition of an average provided by Equation 1.7.7, we see that Equation 5.9.2 becomes

vi_m-l (5.9.3)

v Ag— 1

where the overbar indicates the average length of the indicated sequence.

A similar result can be written for the ratio of the total number () of dyads of the two types
(m and r), using item (5) above:

v D Nu(m) g (5.9.4)

ve Y Na(ng)

Equation 5.9.3 and Equation 5.9.4 can be solved simultancously for #; and 7 in terms of the
total number of dyads and triads:

- 1- Vi/Vs

T T o T (5.9.5)
and

A= i/ Vs (5.9.6)

(vm/ve) — (vi/vs)

Use of these relationships is illustrated in the following example.

Example 5.7

Use the dyad and triad fractions in Table 5.7 to calculate the average lengths of isotactic and
syndiotactic sequences for the polymers of Figure 5.8. Comment on the results.
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Solution

Since the total numbers of dyads and triads always occur as ratios in Equation 5.9.3 and Equation
5.9.4, both the numerators and denominators of these ratios can be divided by the total number of
dyads or triads to convert these total numbers into fractions, i.e.,

vi/vs = (vi/vio) [/ (Vs/Vio) = Pi/Ps

Thus the fractions in Table 5.7 can be substituted for the v’s in Equation 5.9.3 and Equation 5.9.4.
The values of 7; and 75 so calculated for the three polymers are:

1A g
Atactic 1.59 5.64
Syndiotactic 132 645
Isotactic 9.14 1.37

This analysis adds nothing new to the picture already presented by the dyad and triad probabilities.
It is somewhat easier to visualize an average sequence, however, although it must be remembered
that the latter implies nothing about the distribution of sequence lengths.

We conclude this section via Figure 5.9, which introduces the use of I3C-NMR obtained at 100
MHz for the analysis of stereoregularity in polypropylene. This spectrum shows the carbons
on the pendant methyl groups for an atactic polymer. Individual peaks are resolved for all the
possible pentad sequences. Polypropylene also serves as an excellent starting point for the next
section, in which we examine some of the catalysts that are able to control stereoregularity in
such polymers.

T l T T T T I T T T T I T T T T |‘|’ T T I—| L T I—I

22 215 21 20.5 20 195

Figure 5.9 '>C-NMR assignments for polypropylene. (From Bruce, M.D. and Waymouth, R.M., Macro-
molecules, 31, 2707, 1998. With permission.)
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5.10 Ziegler-Natta Catalysts

In this discussion we consider Ziegler—Natta catalysts and their role in achieving stereoregularity.
This is a somewhat restrictive view of the situation, since there are other catalysts—such as phenyl
magnesium bromide, a Grignard reagent—which can produce stereoregularity; the Ziegler—Natta
catalysts are also used to produce polymers—unbranched polyethylene to name one—which lack
stereoregularity. However, Ziegler—Natta catalysts are historically the most widely used and best-
understood stereoregulating systems, so the loss of generality in this approach is not of great
consequence.

The fundamental Ziegler—Natta recipe consists of two components: a halide or other compound
of a transition metal from among the group IVB to VIIIB elements, and an organometallic
compound of a representative metal from groups IA to IIIA. Some of the transition metal
compounds studied include TiCly, TiCl;, VCly, VCls, ZrCly,, CrCls, MoCls, and CuCl. Represen-
tative organometallics include (C,Hs);Al, (C;Hs),Mg, C4HoLi, and (C,Hs),Zn. These are only a
few of the possible compounds, so the number of combinations is very large.

The individual components of the Ziegler-Natta system can separately account for the initiation
of some forms of polymerization reactions, but not for the fact of stereoregularity. For example,
butyl lithium can initiate anionic polymerization (see Section 4.3) and TiCl, can initiate cationic
polymerization (see Section 4.5). In combination, still another mechanism for polymerization,
coordination polymerization, is indicated. When the two components of the Ziegler—Natta system
are present together, complicated exchange reactions are possible. Often the catalyst must “age” to
attain maximum effectiveness; presumably this allows these exchange reactions to occur. Some
possible exchange equilibria are

2A1(CHs); < Aly(CaHs)s < [ANC;Hs),] " [AI(C,Hs),]
TiCls + [AI(CzHs),]" & C,HsTiCls + [AI(C;Hs)CI]" 5.Q)

The organotitanium halide can then be reduced to TiCls:
C,H;5TiCl; — TiCl;3 + C,Hse (5.R)

Among other possibilities in these reactions, these free radicals can initiate ordinary free-radical
polymerization. The Ziegler—Natta systems are thus seen to encompass several mechanisms for the
initiation of polymerization. Neither ionic nor free-radical mechanisms account for stereoregular-
ity, however, so we must look further for the mechanism whereby the Ziegler—Natta systems
produce this interesting effect.

The stereoregulating capability of Ziegler—Natta catalysts is believed to depend on a coordin-
ation mechanism in which both the growing polymer chain and the monomer coordinate with the
catalyst. The addition then occurs by insertion of the monomer between the growing chain and the
catalysts by a concerted mechanism (5.XV):

H

H

| X
—e—~{ tH, (5.XV)
X Cat

Since the coordination almost certainly involves the transition metal atom, there is a resemblance
here to anionic polymerization. The coordination is an important aspect of the present picture,
since it is this feature that allows the catalyst to serve as a template for stereoregulation.

The assortment of combinations of components is not the only variable to consider in describing
Ziegler—Natta catalysts. Some other variables include the following:
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1. Catalyst solubility. Polymerization systems may consist of one or two phases. Titanium-based
catalysts are the most common of the heterogeneous systems; vanadium-based catalysts are
the most common homogeneous systems. Since the catalyst functions as a template for the
formation of a stereoregular product, it follows that the more extreme orienting effect of
solid surface (i.e., heterogeneous catalysts) is required for those monomers that interact
only weakly with the catalyst. The latter are nonpolar monomers. Polar monomers interact
more strongly with catalysts, and dissolved catalysts are able to exert sufficient control for
stereoregularity.

2. Crystal structure of solids. The a-crystal form of TiCl; is an excellent catalyst and has been
investigated extensively. In this particular crystal form of TiCls, the titanium ions are located
in an octahedral environment of chloride ions. It is believed that the stereoactive titanium ions
in this crystal are located at the edges of the crystal, where chloride ion vacancies in the
coordination sphere allow coordination with the monomer molecules.

3. Tacticity of products. Most solid catalysts produce isotactic products. This is probably because
of the highly orienting effect of the solid surface, as noted in item (1). The preferred isotactic
configuration produced at these surfaces is largely governed by steric and electrostatic
interactions between the monomer and the ligands of the transition metal. Syndiotacticity is
mostly produced by soluble catalysts. Syndiotactic polymerizations are carried out at low
temperatures, and even the catalyst must be prepared at low temperatures; otherwise specifi-
city is lost. With polar monomers syndiotacticity is also promoted by polar reaction media.
Apparently the polar solvent molecules compete with monomer for coordination sites, and
thus indicate more loosely coordinated reactive species.

4. Rate of polymerization. The rate of polymerization for homogeneous systems closely resem-
bles anionic polymerization. For heterogeneous systems the concentration of alkylated tran-
sition metal sites on the surface appears in the rate law. The latter depends on the particle size
of the solid catalyst and may be complicated by sites of various degrees of activity. There is
sometimes an inverse relationship between the degree of stereoregularity produced by a
catalyst and the rate at which polymerization occurs.

The catalysts under consideration both initiate the polymerization and regulate the polymer
formed. There is general agreement that the mechanism by which these materials exert their
regulatory role involves coordination of monomer with the transition metal atom, but proposed
details beyond this are almost as numerous and specific as the catalysts themselves. We shall return
to a description of two specific mechanisms below. The general picture postulates an interaction
between monomer and catalyst such that a complex is formed between the 1 electrons of the olefin
and the d orbitals of the transition metal. Figure 5.10 shows that the overlap between the filled
orbitals of the monomer can overlap with vacant d,»_,» orbitals of the metal. Alternatively, hybrid
orbitals may be involved on the metal. There is a precedent for such bonding in simple model
compounds. It is known, for example, that P** complexes with ethylene by forming a dsp’
hybrid-w sigma bond and a dp hybrid—* pi bond. A crucial consideration in the coordination is
maximizing the overlap of the orbitals involved. Titanium(III) ions seem ideally suited for this

Q@ ~C
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Figure 5.10 Possible orbital overlaps between a transition metal and an olefin.
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Figure 5.11 Monometallic mechanism. The square indicates a vacant ligand site.

function; higher effective nuclear charge on the metal results in less spatial extension of d orbitals
and diminished overlap.

Many mechanisms have been proposed that elaborate on this picture. These are often so specific
that they cannot be generalized beyond the systems for which they are proposed. Two schemes that
do allow some generalization are presented here. Although they share certain common features,
these mechanisms are distinguished by the fact that one—the monometallic model—does not
include any participation by the representative metal in the mechanism. The second—the bimetallic
model—does assume the involvement of both metals in the mechanism.

The monometallic mechanism is illustrated by Figure 5.11. It involves the monomer coordin-
ating with an alkylated titanium atom. The insertion of the monomer into the titanium—carbon bond
propagates the chain. As shown in Figure 5.11 this shifts the vacancy—represented by the
square—in the coordination sphere of the titanium to a different site. Syndiotactic regulation
occurs if the next addition takes place via this newly created vacancy. In this case the monomer and
the growing chain occupy alternating coordination sites in successive steps. For the more common
isotactic growth the polymer chain must migrate back to its original position.

The bimetallic mechanism is illustrated in Figure 5.12; the bimetallic active center is the
distinguishing feature of this mechanism. The precise distribution of halides and alkyls is not
spelled out because of the exchanges described by Reaction (5.Q). An alkyl bridge is assumed
based on observations of other organometallic compounds. The 7 coordination of the olefin with
the titanium is followed by insertion of the monomer into the bridge to propagate the reaction.

At present it is not possible to determine which of these mechanisms or their variations most
accurately represents the behavior of Ziegler—Natta catalysts. In view of the number of variables in
these catalyzed polymerizations, both mechanisms may be valid, each for different specific systems.
In the following example the termination step of coordination polymerizations is considered.

Example 5.8

Polypropylene polymerized with triethyl aluminum and titanium trichloride has been found to
contain various kinds of chain ends. Both terminal vinylidene unsaturation and aluminum-bound
chain ends have been identified. Propose two termination reactions to account for these observa-
tions. Do the termination reactions allow any discrimination between the monometallic and
bimetallic propagation mechanisms?

i N X Meﬁ/g
I C':'z g_\ﬁ§+ HZC*‘E H2C "’/’ ~|:| CJ‘H ¢
Tic Al i o’ - 2 N
P AL —_— N, VAl — ' | o — -
| \R,/ N | \R'/ N\ /T|~\ /A\ ~ -
I R ‘R

Figure 5.12 The bimetallic mechanism.
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Solution

A reaction analogous to the alkylation step of Reaction (4.Q) can account for the association of an
aluminum species with chain ends:

+ + H Me +
Ti e + Me _Al_Me — Me\l/;?d\/Me —_— Al_Me + Ti/\Me
e (5.8a)
Me H

The transfer of a tertiary hydrogen between the polymer chain and a monomer can account for the
vinylidene group in the polymer:

MeyH
—_ ' —»Ti +
7 e Ti, Me ~"CH,

These reactions appear equally feasible for titanium in either the monometallic or bimetallic
intermediate. Thus they account for the different types of end groups in the polymer, but do not
differentiate between propagation intermediates. In the commercial process for the production of
polypropylene by Ziegler—Natta catalysts, hydrogen is added to terminate the reaction, so neither
of these reactions is pertinent in this case.

5.11 Single-Site Catalysts

The discussion in the preceding section indicates that Ziegler—Natta catalysts represent a rather
complicated subject. This complexity is often reflected in the structure of the polymers produced.
For example, the different ways that the two metal centers may or may not interact during an
addition step suggest that there are, in fact, multiple catalytic sites active in a given polymerization.
This can lead to sites with greatly different propagation rates, different stereoselectivity, and
different propensities to incorporate any comonomers present. The net result is that polymer
materials produced by Ziegler—Natta catalysts, especially under commercial conditions, tend to
be highly heterogeneous at the molecular level. A broad strategy to overcome this limitation is
based on the concept of a single-site catalyst, i.e., one that has a single, well-defined catalytic
geometry that can control the desired aspect of propagation. In this section, we briefly consider
some examples of such catalysts for stereochemical control in the polymerization of a-olefins. We
begin with a little more consideration of catalysis in general.

The majority of catalysts in commercial use are heterogeneous. In this usage, the term
heterogeneous means that the phase of the catalyst (e.g., solid) is distinct from that of the reagents
and products (usually gases and liquids). When the catalyst is a relatively small molecule, it 1s
retained in the solid phase by immobilization on some kind of inert, robust support. The reaction of
interest therefore takes place at the solid-liquid or solid—gas interface. The fact of immobilization
can itself contribute to the multiple site nature of heterogeneous catalysts, for example by exposing
different faces of the catalytically active metal center, by restricting accessibility of reagents to
catalyst particles deep within a porous support, and by presenting a distribution of different cluster
sizes of catalytic particles. Given these disadvantages, one might ask why heterogeneous catalysis
is the norm. The answer is simple: It is much easier to separate (and possibly regenerate)
heterogeneous catalysts from products and unreacted reagents. Note that if the activity of a catalyst
is sufficiently high (in terms of grams polymer produced per gram catalyst employed), then
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separation and recovery of the catalyst may not be necessary. In contrast, single-site polymeriza-
tion catalysts are usually homogeneous: they are molecularly dispersed within the reaction
medium. This situation leads to better defined products, and is much more amenable to detailed
studies of mechanism. Furthermore, strategies for immobilizing such catalysts are available,
making them also of potential commercial interest.

Most single-site catalysts have the general formula [L,MP], where L, represents a set of
ligands, M is the active metal center, and P is the growing polymer. Furthermore, a common
motif is for two of the ligands to contain cyclopentadienyl (Cp) rings, which may themselves be
covalently linked or bridged. The example shown below (5.XVI) was one of the first such
metallocene systems and produces highly isotactic polypropylene.

6?

71X, (5.XVI)

However, this representation is not complete. Just as Ziegler—Natta catalysts always involve a
mixture of at least two active ingredients, single-site catalysts involve another component. The
most common is a partially hydrolyzed trimethyl aluminum species—methylaluminoxane (MAO).
The active center is more properly denoted [L,MP]*[X]~, where the metal site is cationic by virtue
of being coordinatively unsaturated, and the counterion contains MAO and a displaced ligand, such
as chloride.

The choice of metal, ligands, and design of the overall constraining geometry provide a rich
palette from which catalysts may be designed. In general, the stereoregulation of monomer
addition can be achieved through one of two modes. Under chain-end control, the addition of a
monomer is influenced mostly by the configuration of the previous repeat unit, which is reminis-
cent of the terminal model of copolymerization. To appreciate how this can happen, it is important
to realize that the growing polymer remains bound to the metal center during the addition step.
Alternatively, under site control the ligand set may be chosen to provide a chiral confining
environment, which exerts a dominant influence on the stereochemistry of addition. The symmetry
of the catalyst is often strongly correlated with the mode and effect of stereocontrol. This is
summarized in Figure 5.13. Catalysts with a plane of symmetry, or Cj, tend to produce syndiotactic
polymers under site control, but either iso- or syndiotactic polymers under chain-end control.
When the symmetry is C», i.e., identical after rotation by 180° about a single axis, the addition is

Cp Cp Cp Cp Cp Cp
cp/v V\Cp V vakop
D\M D\nl/[ D~|\l/| D\I\l/l
P b) P (c) P P

(&) ( (d)
Figure 5.13 Role of catalyst symmetry in stereocontrol. The open square represents the unsaturated site for
monomer addition, and the Cp rings are represented by the pendant lines. A catalyst of type (a) is isospecific
and (b) is syndiospecific, when under site control; (c) and (d) can be either iso- or syndiospecific, under chain-

end control. (From Coates, G.W., Chem. Rev., 100, 1223, 2000.)



210 Copolymers, Microstructure, and Stereoregularity

H M H Me AT HHHH| H H
it - < H 7/41 - NGB hg
~h : St WM |
H = H % £ PN

e H H Ve ME HME H | Me™ H

Figure 5.14 Proposed mechanism of isospecific polymerization of polypropylene. (From Coates, G.W.,
Chem. Rev., 100, 1223, 2000.)

isospecific under site control. When a further mirror plane exists, in C,, symmetry, chain-end
control leads to either iso- or syndiospecific addition.

We now illustrate these phenomena with two particular catalysts and a cartoon sketch of
the mechanism of monomer insertion. The monomer in question is polypropylene, the commer-
cially most important stereogenic polyolefin and the most studied model system. However, it
should be noted that the flexibility of design for single-site catalysts offers the possibility of
more tolerance toward monomer polarity or functionality than in the Ziegler—Natta analogs,
thereby enabling stereocontrol of many different monomers or comonomers. The catalyst
(5.XVI) has C; symmetry and is isospecific under site control. The mechanism is illustrated in
Figure 5.14, where for simplicity the Cp-containing ligands are represented by horizontal lines.
The polymer chain is bound to the metal through the unsubstituted backbone carbon and the
orientation of the incoming monomer is influenced by the location of the Cp ligand. In the
transition state the unsubstituted carbon of the new monomer coordinates with the metal and will
become the new terminal carbon of the growing chain. A key role is thought to be played by a
so-called “a-agostic” interaction between the metal and the hydrogen on the terminal carbon of
the polymer chain, which stabilizes the particular geometry of the transition state. After the
incorporation of the monomer, the polymer chain (or a last few repeat units thereof) has
“flipped” to the other side of the metal center, in a process which is often compared to the
action of a windshield wiper.

In contrast, the following zirconocene (5.XVII) is syndiospecific, consistent with its C,
symmetry. The mechanism is analogous to that illustrated in Figure 5.14, except that the inversion
of the position of the bulky ligand inverts the preferred orientation of the incoming monomer.

(5.XVII)

The range of possibilities afforded by this class of catalysts is vast. As one last example,
consider the following zirconocene (5.XVIII), developed by Coates and Waymouth [2]:

ZrCly —_— ZrCl, ¢.Xvin

As indicated by the double arrows, the catalyst actually oscillates between two isomeric structures.
The structure on the left is chiral with C, symmetry, and gives isotactic polypropylene (note that
the chloride ligands are not in the plane of the page). The structure on the right, however, is achiral,
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and actually leads to random stereochemistry, i.e., atactic polypropylene. Now, consider the
interesting situation where the rate of monomer insertion is more rapid than the rate of exchange
between the two structures, say by a factor of 20. In such a case the resulting polymer would be a
“stereoblock copolymer,” with alternating sequences of isotactic and atactic polypropylene, where
the average sequence length would be about 20. Such a polymer has some very appealing
properties. The isotactic blocks can crystallize, as will be discussed in detail in Chapter 13,
whereas the atactic blocks cannot. The result is that for temperatures above the glass transition
of the atactic block (about —10°C, see Chapter 12) but below the melting temperature of the
stereoregular block (about 140°C) the material acts as a crosslinked elastomer (see Chapter 10).
The crystallites tie the different molecules together, imparting mechanical strength, but the atactic
blocks can be stretched appreciably without breaking, like a rubbery material. The mechanical
response is sensitive to the relative lengths of the two blocks, which can be tuned through
monomer concentration and polymerization temperature. The result is an appealing situation in
which an inexpensive monomer can be used to produce a variety of different products by
straightforward modification to the reaction conditions.

5.12 Chapter Summary

This chapter has covered a broad range of issues relating to the structure of polymer chains at the
level of a few repeat units. The two main topics have been copolymerization and stereoregularity.
These topics share many features in common, including (i) the importance of the relative reactivity
of a growing chain end to addition of a particular monomer, or a monomer in a particular
configuration; (ii) the use of statistics in describing composition, average sequence lengths, and
sequence length distribution; (iii) the central role of spectroscopic methods, and especially NMR,
in characterizing structural details.

1. The key parameters in copolymerization are the reactivity ratios, which influence the relative
rates at which a given radical will add the same monomer versus a comonomer. Thus a given
reactivity ratio is specific to a particular pair of monomers, and copolymerization of two
monomer system requires specification of two reactivity ratios.

2. The copolymerization equation relates the mole fraction of monomers in polymer to the
composition of the feedstock via the reactivity ratios. Different classes of behavior may be
assigned based on the product of the reactivity ratios, including an “ideal” copolymerization
when the two reactivity ratios are reciprocals of one another.

3. The relative magnitudes of reactivity ratios can be understood, at least qualitatively, by
considering the contributions of resonance stabilization, polarity differences, and possible
steric effects.

4. Statistical considerations give predictions for the average sequence length and sequence length
distributions in a copolymer on the basis of reactivity ratios and feedstock composition.
However, the probability of adding a given monomer to a growing chain end may be determined
by the last, the last plus next-to-last, or even the last, next-to-last and second-to-last mono-
mers added. These mechanisms are referred to as terminal, penultimate, and antepenultimate
control, respectively.

5. Stereoregularity may be viewed as a subset of copolymerization, in which addition of a
monomer with an asymmetric center may follow the same stereochemistry as the previous
repeat unit, thereby forming a meso dyad, or by the opposite stereochemistry, forming a
racemic dyad. Isotactic, syndiotactic, and atactic polymers thus correspond to predominantly
meso dyads, predominantly racemic dyads, or random mixtures of the two, respectively.

6. Copolymer sequence lengths (dyads, triads, tetrads, etc.) can be determined by NMR methods.
These in turn may be used to discriminate among terminal, penultimate, and antepenultimate



212 Copolymers, Microstructure, and Stereoregularity

control mechanisms. Similarly NMR gives access to stereochemical information, being
sensitive to sequences of meso dyads, racemic dyads, and even longer sequences.

7. Stereoregularity is obtained by coordination polymerization in the presence of particular
catalysts. The most commonly used systems for the polymerization of a-olefins are referred
to as Ziegler—Natta catalysts, a class which actually spans a large variety of particular
compounds. The mechanisms of action of these catalysts are typically rather complicated.
More recently there have been rapid advances in the development of single-site catalysts,
which are usually based on metallocenes: a metal center coordinated to one or more
cyclopentadienyl ligands. The terminology refers to the presence of a well-defined catalytic
site throughout the polymerization medium, leading to more homogeneous products. These
systems are capable of being fine-tuned to regulate a variety of structural features, including
stereochemistry and comonomer addition.

Problems

1. Write structural formulas for maleic anhydride (M;) and stilbene (M,). Neither of these
monomers homopolymerize to any significant extent, presumably owing to steric effects.
These monomers form a copolymer, however, with ry =r,=0.03." Criticize or defend the
following proposition: The strong tendency toward alternation in this copolymer suggests that
polarity effects offset the steric hindrance and permit copolymerization of these monomers.

2. Styrene and methyl methacrylate have been used as comonomers in many investigations of
copolymerization. Use the following list of r; values for each of these copolymerizing with the
monomers listed below to rank the latter with respect to reactivity. To the extent that the data
allow, suggest where these substituents might be positioned in Table 5.3.

M, Styrene as M, Methyl methacrylate as M,
Acrylonitrile 0.41 1.35

Allyl acetate 90 23
1,2-Dichloropropene-2 5 55
Methacrylonitrile 0.30 0.67

Vinyl chloride 17 12.5

Vinylidene chloride 1.85 2.53

2-Viny!l pyridine 0.55 0.395

3. As part of the research described in Figure 5.5, Winston and Wichacheewa measured
the weight percentages of carbon and chlorine in copolymers of styrene (molecule 1) and
1-chloro-1,3-butadiene (molecule 2) prepared from various feedstocks. A portion of their data
is given below. Use these data to calculate F'y, the mole fraction of styrene in these copolymers.

h Percent C  Percent Cl
0.892 81.80 10.88
0.649 71.34 20.14
0.324 64.95 27.92
0.153 58.69 34.79

4. Additional data from the research of the last problem yield the following pairs of f;, F| values
(remember that styrene is component 1 in the styrene—1-chloro-1,3-butadiene system). Use the

YEM. Lewis and ER. Mayo, J. Am. Chem. Soc., 70, 1533 (1948).
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form suggested by Equation 5.6.1 to prepare a graph based on these data and evaluate r;
and r».

h Fy fi Fy

0947 0.829 0.448  0.362
0.861 0.688 0247  0.207
0.698 0515  0.221 0.200
0.602  0.452

5. The reactivity ratios for the styrene (M;)-1-chloro-1,3-butadiene (M,) system were found to
be r; =0.26 and r, = 1.02 by the authors of the research described in the last two problems,
using the results of all their measurements. Use these r values and the feed compositions listed
below to calculate the fraction expected in the copolymer of 1-chlorobutadiene sequences of
lengths v=2, 3, or 4. From these calculated results, evaluate the ratios Nyyy/No» and Noyso/
Ny2o. Copolymers prepared from these feedstocks were dehydrohalogenated to yield the
polyenes like that whose spectrum is shown in Figure 5.5. The absorbance at the indicated
wavelengths was measured for 1% solutions of the products after HCI elimination.

Absorbance
h A=312nm A=367nm A=412nm
0.829 74 13 —
0.734 71 19 —
0.551 154 77 20
0.490 151 78 42

As noted in Section 5.6, these different wavelengths correspond to absorbance by sequences of
different lengths. Compare the appropriate absorbance ratios with the theoretical sequence
length ratios calculated above and comment briefly on the results.

6. Use the values determined in Example 5.5 for the vinylidene chloride (M;)-isobutylene (M)
system to calculate /'y, for various values of f;, according to the terminal mechanism. Prepare a
plot of the results. On the same graph, plot the following experimentally measured values of f;
and F;. Comment on the quality of the fit.

h B A F

0548 0.83 0225 0.66
0.471 079 0206 0.64
0.391 074 0.159 0.1
0318 0.71 0.126  0.58
0288 070 0.083 052

7. Some additional dyad fractions from the research cited in the last problem are reported at
intermediate feedstock concentrations (M; = vinylidene chloride; M2:isobutylene).T Still
assuming terminal control, evaluate r; and r, from these data. Criticize or defend the following
proposition: The copolymer composition equation does not provide a very sensitive test for

1. Kinsinger, T. Fischer, and C.W. Wilson, Polym. Lett., 5, 285 (1967).
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the terminal control mechanism. Dyad fractions are more sensitive, but must be examined
over a wide range of compositions to provide a valid test.

Mole fraction of dyads

fi 11 12 22

0.418 0.55 0.43 0.03
0.353 0.48 0.49 0.04
0.317 0.44 0.52 0.04
0.247 0.38 0.58 0.04
0.213 0.34 0.62 0.04
0.198 032 0.64 0.05

8. Fox and Schnecko carried out the free-radical polymerization of methyl methacrylate
between —40°C and 250°C. By analysis of the a-methyl peaks in the NMR spectra of the
products, they determined the following values of 3, the probability of an isotactic placement
in the products prepared at different temperatures.

T(¢C 250 150 100 95 60 30 0 -20 -40
B 0.36 0.33 0.27 0.27 0.24 022 020 0.18 0.14

Evaluate Ef — E* by means of an Arrhenius plot of these data using 3/(1 — 3) as a measure of
ki/k,. Briefly justify this last relationship.

9. A hetero triad occurs at each interface between iso and syndio triads. The total number of
hetero triads, therefore, equals the total number of sequences of all other types:

Vh = ZNni +Zan

Use this relationship and Equation 5.9.1 to derive the expression

. Yh . 2
= v . mYA

Criticize or defend the following proposition: The sequence DL~ is already two thirds of the
way to becoming a hetero triad, whereas the sequence DD- is two thirds of the way toward an
iso triad. This means that the fraction of heterotactic triads is larger when the average length
of syndio sequences is greater than the average length of iso sequences.

10. Randall! used > C-NMR to study the methylene spectrum of polystyrene. In 1,2 4-trichlor-
obenzene at 120°C, nine resonances were observed. These were assumed to arise from a
combination of tetrads and hexads. Using m and r notation, extend Table 5.6 to include all 20
possible hexads. Criticize or defend the following proposition: Assuming that none of the
resonances are obscured by overlap, there is only one way that nine methylene resonances
can be produced, namely, by one of the tetrads being split into hexads whereas the remaining
tetrads remain unsplit.

11. In the research described in the preceding problem, Randall was able to assign the five peaks
associated with tetrads in the >C-NMR spectrum on the basis of their relative intensities,
assuming zero-order Markov statistics with p,, =0.575. The five tetrad intensities and their
chemical shifts from TMS are as follows:

tJ.C. Randall, J. Polym. Sci., Polym. Phys. Ed., 13, 889 (1975).
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BC 61ms (ppm)  Relative area under peak

45.38 0.10
44.94 0.28
4425 0.13
43.77 0.19
42.84 0.09

The remaining 21% of the peak area is distributed among the remaining hexad features. Use
the value of p, given to calculate the probabilities of the unsplit tetrads (see Problem 10) and
on this basis assign the features listed above to the appropriate tetrads. Which of the tetrads
appears to be split into hexads?

12. The fraction of sequences of the length indicated below have been measured for a copolymer
system at different feed ratios.! From appropriate ratios of these sequence lengths, what
conclusions can be drawn concerning terminal versus penultimate control of addition?

Mi)/IM2] PMy)  POMIM)) P(MMiMy)

3 0.168 0.0643 0.0149

4 0.189 0.0563 0.0161

9 0.388 0.225 0.107
19 0.592 0.425 0.278

13. The following are experimental tacticity fractions of polymers prepared from different
monomers and with various catalysts. On the basis of Figure 5.7, decide whether these
preparations are adequately described by a single parameter p,, or whether some other type
of statistical description is required (remember to make some allowance for experimental
error). On the basis of these observations, criticize or defend the following proposition:
Regardless of the monomer used, zero-order Markov statistics apply to all free-radical,
anionic, and cationic polymerizations, but not to Ziegler—Natta catalyzed systems.

Fraction of polymer

Catalyst Solvent T(C) Iso Hetero Syndio
Methy! methacrylate®

Thermal Toluene 60 8 33 59
n-Butyl lithium Toluene —78 78 16 6
n-Butyl lithium Methyl isobutyrate —78 21 31 48
a-Methyl styrene®

TiCl, Toluene -78 — 19 81
Et; Al/TiCly Benzene 25 3 35 62
n-Butyl! lithium Cyclohexane 4 — 31 69

®Methyl methacrylate data from K. Hatada, K. Ota, and H. Yuki, Polym. Lett., 5, 225 (1967).
®a-Methyl styrene data from S. Brownstein, S. Bywater, and O.J. Worsfold, Makromol. Chem.,
48, 127 (1961).

14. Replacing one of the alkyl groups in R3Al with a halogen increases the stereospecificity of the
Ziegler—Natta catalyst in the order I > Br > Cl > R. Replacement of a second alkyl by halogen
decreases specificity. Criticize or defend the following proposition on the basis of these
observations: The observed result of halogen substitution is consistent with the effect on the

tK. Ito and Y. Yamashita, J. Polym. Sci., 3A, 2165 (1965).
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ease of alkylation produced by substituents of different electronegativity. This evidence thus
adds credence to the monometallic mechanism, even though the observation involves the
organometallic.

The weight percent propylene in ethylene—propylene copolymers for different Ziegler—Natta
catalysts was measured for the initial polymer produced from identical feedstocks.! The
following results were obtained. Interpret these results in terms of the relative influence of the
two components of the catalyst on the product found.

Catalyst Weight percent Catalyst Weight percent
components propylene components propylene

VCly, plus Al(i-Buy);, plus

Al(i-Bu); 4.5 HfCl, 0.7
CH;TiCls 4.5 ZrCly 0.8
Zn (C2H5 )2 4.5 VOC13 2.4
Zn(n-Bu), 4.5

Imagine a given single-site catalyst for polypropylene introduced a stereodefect on average
once every 10 monomer additions. Furthermore, assume the catalyst was supposed to be
highly isospecific. Explain how measurements of triad populations (e.g., mmm, mmr, etc.)
could be used to distinguish between chain-end control and site control. (Hint: consider the
sequences of D and L in the two cases.)
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6

Polymer Conformations

6.1 Conformations, Bond Rotation, and Polymer Size

The remarkable properties of polymers derive from their size. As pointed out in Chapter 1, it is not
the high molecular weight per se that gives polymers mechanical strength, flexibility, elasticity,
etc., but rather their large spatial extent. In this chapter, we will leamn how to describe the three-
dimensional shape of polymers in an average sense, and how the average size of the object in space
will depend on molecular weight. We will also explore the equilibrium distribution of sizes.

To gain an appreciation of the possibilities, consider a polyethylene molecule with M = 280,000
g/mol (this is a reasonable value for a randomly selected molecule in some commercial grades of
polyethylene). As the monomer (—CH,—CH,—) molecular weight is 28 g/mol, the degree
of polymerization, N, is 10,000, and there are 20,000 C—C backbone bonds. Assuming a perfectly
linear structure (actually not likely for a commercial polyethylene), the contour length L of this
molecule would be roughly 20,000 x 1.5 A =30,000 A orabout 3 jum, because 1.5 Ais approximately
the average length of a C—C bond. This is simply huge. If stretched out to its full extent, L would be
half the size of a red blood cell, and possibly visible under a high-power optical microscope. Some
commercial polymers are 10 times bigger than this one, and some DNA molecules have molecular
weights in excess of 10° g/mol. However, as we will see, it is very rare indeed for a chain to be so
extended, and the contour length is not usually the most useful measure of size. Now consider the
opposite extreme, where the same polyethylene molecule collapses into a dense ball or globule. The
density of bulk polyethylene is about 0.9 g/mL. The volume occupied by this 280,000 g/mol molecule
would be (280,000/0.9)/(6 x 1023) mL = 520,000 A3, and if we assume it is a sphere, the radius would
be ((3/47r)volume)1/ >~ 50 A. The range from 50 A at the smallest to 3 jom at the largest covers three
orders of magnitude; it is a remarkable fact that such a mundane molecule could adopt conformations
with sizes varying over that range. If the dense sphere were a tennis ball, the chain contour would be the
length of a football field.

Polyethylene, and most carbon chain polymers, is not likely to adopt either of these extreme
conformations. The reason is easy to see. Select a C—C bond anywhere along the chain; we can
represent the structure as R“CH,—CH,R". There is rotation about this bond, with three energet-
ically preferred relative orientations of R’ and R called trans (t), gauche plus (g*), and gauche
minus (g~ ) (see Figure 6.1a). For the chain of 20,000 bonds, there are three possible conformations
for each bond, and therefore 32%°% x 10'%°% possible conformations. This number is effectively
infinite. If our molecule were in a high temperature liquid state, and if we assume it takes 1 ps to
change one bond conformation, then the molecule would not even approach sampling all possible
conformations over the history of the universe. Similarly, it would be highly improbable for it to
even visit any given conformation twice. We can now see why the chance of being fully extended,
in the all-trans state, is unlikely to say the least; the probability is about 1 in 101999 The dense
sphere state might be marginally more probable, as there are many sequences of t, g*, and g~ that
might produce something close to that, but it is still essentially impossible without the action of
some external force. What the polymer does instead is form what is called a random coil (Figure
6.2). The different sequences of t, g*, and g~ cause the chain to wander about haphazardly in
space, with a typical size intermediate between the dense sphere and the extended chain. With so
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Figure 6.1 Backbone bond conformations for polyethylene. (a) Illustration of trans and gauche arrange-
ments of the backbone bonds. (b) Schematic plot of the potential energy as a function of rotation angle about a
single backbone bond.

Figure 6.2 TIllustration of a random walk in three dimensions. The walk has 4000 steps, and the walk
touches each face of the box. (From Lodge, A.S., An Introduction to Elastomer Molecular Network Theory,
Bannatek Press, Madison, 1999. With permission.)
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many possibilities, we obviously cannot predict any instantaneous conformation or size, but we
will be able to say a great deal about the average size.

The preceding argument, although fundamentally sound, neglects a very important aspect of
chain conformations. The energies of the t, g*, and g~ states are not equal; for polyethylene t is
energetically favorable relative to g* or g~ by about AE = 3 kJ/mol (or 0.7 kcal/mol). Therefore, at
equilibrium, the population of t states will exceed that of g* or g~ by the appropriate Boltzmann
factor, exp(—AE/RT), which in this case is about 2 at T = 500 K (RT ~ 4.2 kJ/mol or 1 kcal/mol).
(We have injected some statistical mechanics here. For a large collection or ensemble of molecules at
equilibrium, the relative populations of any two possible states are given by this Boltzmann factor.)
This bias is still not enough to put much of a dent into the vast number of possible conformations, but
it does matter when computing the detailed conformational statistics for a given polymer chain.
There is a further issue of importance, namely, how high are the energy barriers among the t, g*,
and g~ states? If these are too high, conformational rearrangements will not occur rapidly. Figure
6.1b shows a schematic plot of the potential energy as a function of rotation about the C—C bond in
polyethylene. The barrier heights are on the order of 10 kJ/mol (2.5 kcal/mol), which corresponds to
about 2.5 times RT, the available thermal energy per mole at 500 K. Thus rotation should be
relatively facile for polyethylene. (To put this energy barrier on a chemist’s scale, it is compar-
able to the energy of a weak hydrogen bond.) However, for polymers with larger side-groups or
with more complicated backbone structures, these barriers can become substantial. For example,
in poly(n-hexyl isocyanate) (—N(CgH;3)—C(O)—) the n-hexyl side chain forces the backbone to
favor a helical conformation, and the molecule becomes relatively extended.

At this point it might look like a very daunting task to calculate the probable conformation of a
given polymer, and it will require some detailed information about bond rotational potentials, etc.,
for each structure. However, it turns out that we can go a long way without any such knowledge.
What we will calculate first is the average distance between the ends of a chain, as a function of
the number of steps in a chain. We will show that this is given by a simple formula, and that all the
details about chemical structures, bond potentials, etc., can be grouped into a single parameter.
We will also consider the distribution of possible values of this end-to-end distance. The average
could, in principle, be taken in two different ways. One would be to follow a single chain as it
samples many different conformations—a time average. Another would be to look at a large
collection of structurally identical chains at a given instant in time—an ensemble average. In this
example, these two averages should be the same; when this occurs, we say the system is ergodic. In
a real polymer sample, a measurement will also average over a distribution of chain lengths or
molecular weights; that is a different average, which we will have to reckon with when we consider
particular experimental techniques.

6.2 Average End-to-End Distance for Model Chains

In this section, we calculate the root-mean-square (rms) end-to-end distance (hz)”2 for an
imaginary chain, made up of n rigid links, each with length ¢. The model is sketched in
Figure 6.3. At this stage there is no need to worry about whether the link is meant to represent a
real C—C bond or not; we will make the correspondence to real polymers later. If we arbitrarily
select one end as the starting point, each link can be represented by a vector, {;, with
i=1,2,3,...n The instantaneous end-to-end vector, E, is simply the sum of the link vectors:

k= ZZ 6.2.1)
i=]

If we have a chain that wiggles around over time, or if we look at an ensemble of similar chams,
there is no reason for / to point in any one direction more than any other, and the average (h y=0;
we say the sample is isotropic. What we really care about is the average end-to-end distance, which
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Figure 6.3 Model chain consisting of » links of length £. Each link is represented by a vector, 7, and the
end-to-end vector 4 extends from the start of the first link to the end of the last one.

we can calculate remembering that the length of a vector is obtained by taking the dot product of
the vector with itself:

1/2
(W2 = (i Y% = <Ze Z£> (6.2.2)

The double sum can be broken into two parts, remembering also that the summations can be taken
outside the average as follows:

:i@-aw." e
i=1 i=1  j#i
= nf® + Z Z ey (6.2.3)
=1 i

where the first term, n#%, accounts for the “self-terms,” i.e., each of the # link vectors dotted into
itself, and the second term accounts for the “cross terms,” i.e., each link vector dotted into the n—1
other link vectors.

We now develop explicit results for (k) 12 with three different rules for how the orientation of
a given link, Z,-, is constrained by the orientation of its predecessor, 57;_1.

Case 6.2.1 The Freely Jointed Chain

In this simplest possible case, the orientation of link i is unaffected by link i—1, and is equally
likely to point in any direction. It can even lie on top of link i—1 by pointing in the opposite
direction. (Remember we are dealing with imaginary links, not real chemical bonds, so this is
permissible.) Mathematically we represent this approximation using the relation

Zi . Zi_l =cosd (6.2.4)

where 0 is the angle between Z; and 57,-_1. For the freely jointed chain, 8 ranges freely from 0° to
180°. Thus on average

L+ 0y ) = £*{cosf) =0 (6.2.5)
(B 2)
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When the orientations of two links are uncorrelated, then (cos 8) =0, because cos 6 ranges from
—1 to+1, with + or — values equally probable. If we consider the relative orientations of any two
different links along the freely jointed chain, they must all be uncorrelated, so that

<E . Z,-> =0 (6.2.6)

whenever i # j. In other words if the orientation of a given link is unaffected by its nearest
neighbor, it must also be unaffected by more distant neighbors. From Equation 6.2.3 we now
obtain the simple but tremendously important result

Wy =nf or (B)? =/nt (6.2.7)

because all the cross terms vanish. This is the classic result for the so-called random walk (or
random flight): the root-mean-square excursion is given by the step length times the square root of
the number of steps. We will invoke this result repeatedly in subsequent chapters.

At this point you may be thinking “Fine, but even if the link is not a C—C bond, a real polymer
chain cannot reverse its direction 180° at a joint, so how can this result be relevant?” Good
question. Be patient for a bit.

Case 6.2.2 The Freely Rotating Chain

Now we make the mode] a bit more realistic. We will constrain the angle between adjacent links to
be a fixed value, 6, but still allow free rotation of the link around the cone defined by 6 (see Figure
6.4). What happens? Now, Z;+ fi_y = £% cos 0 does not average to zero because 6 is fixed. For
simplicity, we will define a = cos § just to avoid writing cos 6 over and over. Returning to Equation
6.2.3, what we need to calculate is the double sum over all possible oy ), 1.e., the cross terms as
well as the self-terms. We now know (G L ;) = £2a when [i — j| =1, but what about |i —j| =

etc.? This is a little sneaky: { has a component parallel to Z_y, with length Zo;, but it also has a
component perpendicular to £;_; (with length £sin §). However, because of the free rotation, over
time the perpendicular part will average to zero (see Figure 6.4). So from the point of view of bond
€, 2, 0n average Z looks just like a bond of length & pointing in the same direction as Z, 1, and thus
(fi_3 + §;) = £2a®. The same argument can be extended to any pair of bonds i, j:

<Z,- . Zj> — P2l (6.2.8)

Now we define a new summation index k= |i—j| and write

=1 A =1 A

n—1 n—1 n—1
2 Z Pof(n— k) = 2n? Z ot — 20 Z ka*
k=1 k=1 k=1

A

(6.2.9)

Figure 6.4 Definition of the angles @ and ¢ for the freely rotating and hindered rotation chains; the
correspondence to a polyethylene molecule is suggested by the locations of the carbons.
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The factor of 2 comes about because there are two ways to get each value of k£ (one with i > j and
one with i < j). The term (n — k) arises because there are n — 1 nearest neighbors (k= 1), n — 2 next
nearest neighbors (k=2), etc. Note also that careful attention has to be paid to the limits
of the sums.

The relevant summations have algebraic answers that are derived in the Appendix, namely:

n—1 n—1
l—« @
k
“ “ l—« -« (6.2.102)

for n — oo, assuming |a| < 1 (i.e., @ # 90°), and

n—1

1 —a®
Zkakza a2% a 3
= 1-w (1 -

(6.2.10b)

where again we let n — oo to reach the last expression. Now we insert Equation 6.2.10a and
Equation 6.2.10b into Equation 6.2.9, and we recall Equation 6.2.3 to obtain

2\ _ 2 2f @ N ,p @
() = nf? + 2n6* () 26

=n£2{1+a_g. o 2}2”122{1_"_“_2}
l-a n (1-a l-a
14 cosé
— a2
=nt {1 —cos@} (6.2.11)

where again we assume » is large in the penultimate step. (We also reinserted cos 6 for a.) We can
learn three important things from this result.

1. (h2) is larger than the freely jointed chain result if 8 < 90° (cos 8 > 0). This is very reasonable;
if each link has some preference for heading in the same direction as the previous link, the
chain will double back on itself less often. As an example, for C—C single bonds, € is close to
70.5° (the complement to the tetrahedral angle) and for this value (h?) ~ 2nf?.

2. (h2) is still proportional to né?; the proportionality factor is just a number that depends on the
details of the local constraints placed on link orientation. In particular, therefore, (h*)"/? is still
proportional to /7.

3. The previous statement applies strictly only in the large » limit, i.e., when the term propor-
tional to 1/n in Equation 6.2.11 is negligible and when ™' vanishes. This is a commonly
encountered caveat in polymer science: we can derive relatively simple expressions, but they
will often be valid only in the large » limit. The answer to “How large is large enough?” will
depend on the particular property, but when the correction is proportional to 1/n, as it is in
Equation 6.2.11, it will drop to the order of 1% when n =~ 100, which is not a particularly large
number of backbone bonds.

Case 6.2.3 Hindered Rotation Chain

In a real polyethylene chain, the rotation about the cone is not free; there are three preferred
conformations (t, g*, g7) as discussed in Section 6.1. Furthermore, all values of the rotation angle
¢ are possible to some extent (see Figure 6.1b). The derivation of (k%) is more complicated for this
case, as you might expect, but it is similar in spirit to that for the freely rotating chain; it may be
found in Flory’s second book {1]. The large » result is

a _ _pfl+cosd) [1+ (cose)
() =nt {1—0080}{1—<cos¢)} (6.2.12)
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where {cos ¢) is the average of cos ¢ over the appropriate potential energy curve (Figure 6.1b).
However, the important message is that (hz) is still proportional to n¢?; all that has changed is a
numerical prefactor that depends on specific local constraints. This point, in fact, can be stated as
a theorem:

If we take the limit n— oo, and if we consider “phantom” chains that can double back on
themselves, then (h*) = Cnf?, where C is a numerical constant that depends only on local
constraints and not on n.

The physical content of this theorem can be summarized as follows. If we have a chain of links
with any degree of conformational freedom, no matter how limited that freedom may be, and if we
track the conformation over enough links, the orientation of the last link will have lost all memory
of the orientation of the first. At this point we could replace that entire subset of links with one new
link, and it would be freely jointed with respect to the next set and the previous set. In other words,
for any chain of n links whose relative orientations are constrained, we can always generate an
equivalent chain with a new (bigger) link that is freely jointed, so that the original chain and the
new chain have the same (k). We will illustrate this concept in the next section.

The issue of how large n needs to be for this theorem to be useful was mentioned before; n of a
hundred or so is usually more than adequate. The fact that real polymers occupy real volume means
that polymer chains cannot double back on themselves, or have two or more links at the same point
in space. This so-called “excluded volume™ problem is actually very serious, and makes an exact
solution for (h2> of a real polymer much more complicated. However, it turns out that there are two
practical situations in which we can make this problem essentially go away; one is in a molten
polymer, and the other is in a particular kind of solvent, called a theta solvent. Under these
circumstances, a polymer is said to exhibit “unperturbed” dimensions. Thus this theorem is of
tremendous practical importance. Further discussion of the excluded volume effect will be deferred
to Section 6.8, and then it will be revisited in more detail in Chapter 7.7.

6.3 Characteristic Ratio and Statistical Segment Length

We can define a quantity C,, called the characteristic ratio, which for any polymer structure
describes the effect of local constraints on the chain dimensions:

(F)q

Cn nf?

6.3.1)

In this equation, <h2>0 is the actual mean-square end-to-end distance of the polymer chain,
and the subscript O reminds us that we are referring to unperturbed dimensions. In Equation
6.3.1, n denotes the number of chemical bonds along the polymer backbone, and £ is the actual
length of a backbone bond, e.g., 1.5 A for C—C. (For polymers containing different kinds
of backbone bonds, such as polyisoprene or poly(ethylene oxide), it is appropriate simply to
add mE% + nZE% + -+ - where n; and ¢; are the number and length of bonds of type i, respectively.)
C, is a measure of chain flexibility: the larger the value of C,, the more the local constraints have
caused the chain to extend in one direction. As defined in Equation 6.3.1, C,, depends on n, but
it approaches a constant value at large #; this is often denoted C.. For the freely rotating chain, C is
(1 4 cos 8)/(1 — cos 8) from Equation 6.2.11. The dependence of C,, on n is shown in Figure 6.5 for
several theoretical chains. The values of C,, for several common polymers are listed in Table 6.1.
For polymers that have primarily C—C or C—O single bonds along the backbone, C, ranges from
about 4 to about 12. Using these values, or those provided in reference books, it is straightforward to
estimate (h2)0 for any polymer of known structure and molecular weight.

Although calculating (h%), for a given polymer is thus a solved problem, this approach using Co,
is not always the most convenient. For example, it requires remembering particular bond lengths
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Figure 6.5 Characteristic ratio as a function of the number of bonds for three model chains. The dotted
curve represents the freely rotating chain with 6 =68°. The long dashed curve corresponds to a parti-
cular hindered rotation chain with the preferred values of ¢ 120° apart, but in which values of ¢ for
neighboring bonds are independent. The smooth curve applies to an interdependence among values
of ¢ on neighboring bonds. (Reproduced from Flory, P.J., Statistical Mechanics of Chain Molecules,
Wiley-Interscience, New York, 1969. With permission.)

and the number of bonds per repeat unit. A more popular approach was suggested in the previous
section. We could rewrite Equation 6.3.1 in the following way:

) = Coonl® = nly = Nb* (6.3.2)

where Legs = £1/Co is a new effective bond length with the following meaning: the real chain with
local constraints has an end-to-end distance, which is the same as that of a freely jointed chain with
the same number of links 7, but with a different (larger) step length Z.¢. Continuing in this vein, we
can replace the number of bonds, #, with the number of monomers or repeat units, N, and subsume
the proportionality factor between n and N into a new effective step length, b. The quantity b,
defined by Equation 6.3.2, is called the sraristical segment length. The calculation of (h®), through

Table 6.1 Representative Values of the Characteristic Ratio, Statistical Segment Length, and Persistence
Length for Various Flexible Polymers, Calculated from the Experimental Quantities, (h*)o/M (A% mol/g),
via Equation 6.3.2 and Equation 6.4.5b

Polymer Coo b(A) ¢, (A) (K)o/M (A* mol/g) T (°C)
Poly(ethylene oxide) 5.6 6.0 4.1 0.80s 140
1,4-Polybutadiene 5.3 6.9 4.0 0.87¢ 140
1,4-Polyisoprene 4.8 6.5 35 0.625 140
Poly(dimethylsiloxane) 6.6 5.8 5.3 0.45, 140
Polyethylene 7.4 5.9 5.7 1.25 140
Polypropylene 59 5.3 4.6 0.67 140
Polyisobutylene 6.7 5.6 52 0.57 140
Poly(methyl methacrylate) 9.0 6.5 6.9 0.425 140
Poly(vinyl acetate) 89 6.5 6.8 0.49 25
Polystyrene 9.5 6.7 7.3 0.43, 140

The experimental chain dimensions were obtained by small-angle neutron scattering, as compiled in Fetters, L.J., Lohse,
D.J., Witten, T.A., and Zirkel, A., Macromolecules, 27, 4639, 1994. The uncertainties in (h%)o and M are typically a few
percent. The temperature of the measurement is indicated, because the distribution of chain conformations depends on
temperature.
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N and b treats the real chain as though it were a freely jointed chain with N links of length b. This
proves to be a useful computational scheme, but it is important to realize that b has no simple
correspondence with the physical chain; it is not a measure of the real size of a real monomer.
Furthermore, it contains no new information beyond that embodied in C. Values of b are also
givenin Table 6.1. Note that although b varies monotonically with C,, it is not as simple a measure
of flexibility. For example, b for polystyrene (6.7 A) and polyisoprene (6.5 A) differ by only a few
percent, whereas polyisoprene is considered to be a relatively flexible polymer, and polystyrene a
relatively stiff one. The resolution of this apparent paradox is left to Problem 6.2. Values of Co, and
b may be determined experimentally in various ways, but the most direct route is by scattering
measurements of the chain dimensions; this method will be described in detail in Chapter 8.

The approach taken above, and indeed for the remainder of the book, is that C,, or b are
structure-specific parameters that we can look up as needed; the dependence of (h*)q on molecular
weight is universal and therefore more important to understand. However, it is of considerable
interest to ask whether the techniques of computational statistical mechanics can be used to
calculate C,, from first principles, i.e., from knowledge of bond angles, rotational potentials,
etc. A highly successful scheme for doing so, called the rotational isomeric state approach, was
developed by Flory [1]. It is beyond the scope of this book to describe it, but it is worth mentioning
that even today it is not a trivial matter to execute such calculations, and that controversy exists
about the correct values of Cy, for some relatively simple chemical structures. These controversies
are also not easily resolved by experiment; combined uncertainties in measured molecular weights
and chain dimensions often exceed 10%.

Example 6.1

It is an interesting fact that bulk polyethylene has a positive coefficient of thermal expansion (about
2.5 x 107* per °C at room temperature), whereas the individual chain dimensions have a negative
coefficient (d In (h?)o/dT = —1.2 x 10 >deg™"). In other words, when a piece of polyethylene is
heated, the volume increases while the individual chain dimensions shrink. How does this
come about?

Solution

Thermal expansion corresponds to a decrease in the density of the material, which reflects
primarily an increase in the average distance between molecules; the radii of the individual
atoms and the bond lengths also tend to increase, but to a much smaller extent. In contrast, the
reduction in (h?)g is primarily of intramolecular origin. From Equation 6.3.1, we can see that as  is
independent of T and /, if anything, increases with T, then there must be a decrease in the
characteristic ratio, C,. The origin of this effect can be seen from Figure 6.1. As temperature
increases, the Boltzmann factors that dictate the relative equilibrium populations of trans and
gauche conformations change, and the gauche states become relatively more populated. As the
trans conformations favor larger (h%)q, the net result is a reduction in Co,. Note that this simple
relation between C,, and the relative populations of trans and gauche states does not necessarily
extend to more complicated backbone structures. For example, d In (h%)/dT is positive for 100%
cis-1,4-polybutadiene, but negative for the all-trans versions (see Problem 6.5). This observation is
not easy to anticipate based on the molecular structure.

6.4 Semiflexible Chains and the Persistence Length

For many macromolecules, the backbone does not consist of a string of single bonds with facile
rotations, but rather some combination of bonds that tend to make the backbone continue in one
direction. Such chains are called semiflexible, and examples (see Figure 6.6) include polymers
with mostly aromatic rings along the backbone, such as poly(p-phenylene); polymers with large
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Figure 6.6 Examples of polymer structures that are semiflexible or stiff chains.

side-groups that for steric reasons induce the backbone to adopt a helical conformation, such as
poly(n-hexyl isocyanate) and poly(y-benzyl-L-glutamate); biopolymers such as DNA and
collagen that involve intertwined double or triple helices. Short versions of these molecules
are essentially “rigid rods,” but very long versions will wander about enough to be random coils.
The description of chain dimensions in terms of either C,, or b turns out not to be as useful for
this class of macromolecules. Therefore it is desirable to have a method to calculate the
dimensions of such molecules, and particularly to understand the crossover from rod-like to
coil-like behavior. Such a scheme is provided by the so-called worm-like chain of Kratky and
Porod [2]; the fundamental concept is that of the persistence length, £;, which is a measure of
how far along the backbone one has to go before the orientation changes appreciably. A garden
hose provides a good everyday analogy to a semiflexible polymer, with a persistence length on
the order of 1 ft. A 2 in. section of hose is relatively stiff or rigid, whereas the full 50 ft hose can
be wrapped around and tangled with itself many times like a random coil. We will first define £,
for flexible chains and see how it is simply related to C.. Then we will develop in terms of £, an
expression for (k%) that can be used to describe flexible, semiflexible, and rigid chains.

The persistence length represents the tendency of the chain to continue to point in a
particular direction as one moves along the backbone. It can be calculated by taking the projection
of @e end-to-end vector on the direction of the first bond (Z, /¢ is a unit vector in the direction
of gl)i

s
—{(@- )+ (@B ()] 641

For the freely jointed chain, as discussed above, all the terms in the expansion in Equation 6.4.1 are
zero except the first, and thus £, = . For chains with more and more conformational constraints
that encourage the backbone to straighten out, more and more terms in the expansion wil
contribute positively, and 4, increases. In the limit that every bond points in the same direction
the persistence length tends to infinity. When £, > L, where L = nf is the contour length of the
chain, such a molecule is called a rigid rod.
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6.4.1 Persistence Length of Flexible Chains

We now seek a relation between £, and C, for long, flexible chains. We can rewrite Equation
6.4.1 as

O )

j=x

where x is any arbitrary bond in the chain. We can make this substitution because for a flexible
chain, only a few terms j with small |j — x| will contribute. Now we change the limits of the sum
over j to extend over the complete chain; in other words we look in both directions from bond x.
This amounts to a double counting, so we multiply £, by 2:

2, = % ,Z_; (E-G)+e 64.3)

Where did the extra ¢ on the right hand side of Equation 6.4.3 come from? Well, the double
counting was not quite complete; there were two terms with |x —j| =1, two with |x —j| =2, etc.,
but only one with x=j. We need this contribution of £ in order to obtain 2¢,, and therefore the
missing “self” term is appended to Equation 6.4.3.

In order to remove the arbitrary choice of bond x, we sum over all possible choices of x, and
assume that we get the same answer for each x; this approximation neglects the effects of chain
ends, so it is valid only in the limit of large ».

1 oda /e o\ 4
epzm;;<zx-fj>+§ (6.4.4)

Here we divided by n in front of the double sum because we added » identical terms through the
sum over x. All of these manipulations finally pay off: we recognize this double sum as exactly
(h*) from Equation 6.2.2, and hence

1 4 1 4

¢
=5 (h*) + 2 = = Coont® + 7= (Coot 1) (6.4.5a)

b 2 onf 2

In some derivations of this relation, the joint limit # — oo and ¢ — 0 is taken (see following
section). In this case, the extra £ on the right hand side of Equation 6.4.3 would vanish, and
Equation 6.4.5a would become

1
I B = ——Cxonf® = cmf (6.4.5b)

— (B2 —
ep_2n€< ) 2nf 2

The difference between Equation 6.4.5a and Equation 6.4.5b is not particularly important, espe-
cially for stiffer chains where C..>>1; we will use the latter form below, because it is simpler.

A related quantity in common use is the Kuhn length [3], ¢, which is defined as twice the
persistence length:

b =20, = Col (6.4.6)

We thus have three different, but fully equivalent expressions for the mean-square unperturbed
end-to-end distance of a flexible chain:

(h?), = Coont® = Nb* = L& (6.4.7)

All three are useful and frequently employed, so they are worth remembering. Estimates of the
persistence lengths of flexible polymers are also listed in Table 6.1.
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Returning to Equation 6.4.1, we can actually extract a very appealing physical meaning for ¢,
and 4. The terms in the expansion become progressively smaller as the average orientation of
bond i becomes less correlated with that of the first bond. In fact, when bond / is on average
perpendicular to the first bond (i.e., is uncorrelated), (¢;+¢;) ~ 0. All higher-order terms will also
vanish. Thus the persistence length measures how far we have to travel along the chain before it
will, on average, bend 90°. Similarly, the Kuhn length tells us how far we have to go along the
chain contour before it will, on average, reverse direction completely. Equation 6.4.6 also provides
a simple interpretation for C.: it is the number of backbone bonds needed for the chain to easily
bend 180°.

6.4.2 Worm-Like Chains

So far, all that the persistence length has given us is a new way to express (h2)0 for flexible chains,
To obtain a useful result for semiflexible and stiff chains, we will return to the freely rotating chain
of Section 6.2 and transform it into a continuous worm-like chain. This we do by taking a special
limit alluded to earlier; we will let the number of bonds, n, go to infinity, but the length of each
bond, £, will go to zero, while maintaining the contour length L = nf constant. We begin by
relating £, to a = cos 0 of the freely rotating chain, starting from Equation 6.4.1:

b (R (o) o 5-2)

1
:z{ﬁ+ﬁa+ﬁﬁ+~~+ﬁw”}

1—-a” 4
=€{l+a+a2+~~+a”—1}=£<1_C;>=1_a (64.3)

The last transformation utilized the summation results in Equation 6.2.10a, and the large » limit.
Thus we can write
¢
a= l—e—zexp(—f/fp) for £—0 (6.4.9)
P
where we invoke the series expansion (see the Appendix):
X 1 xz
€ =ltxt+g+:

Now we recall Equation 6.2.11 for the freely rotating chain, but retaining the term in a™:

n_ plta 5, (1-a")
(h*)y = nt Fp 20 a(l—a)2
a2 —€/€p> a2 1 —exp[—L/4)
= nf <—e 72, 2051 — £/4) —wer
= L6y(2 — £/8,) — 202(1 — £/£,)(1 — exp[—L/£,)) (6.4.10)
and thus
() = 26,L — 2651 — exp[—L/4,]) as £—0 (6.4.11)

This expression is the result for the worm-like chain obtained by Kratky and Porod [2]. (Note that
we took (n — 1)¢ = nf = L in Equation 6.4.10.) It is left as an exercise (Problem 6.6) to show
that in the coil limit (L > £;) this expression reverts to Equation 6.4.7 and that in the rod limit
(L <), (h*) =L? as it should. Examples of experimental persistence lengths for semiflexible
polymers are given in Table 6.2.
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Table 6.2 Representative Values of Persistence Lengths for Semiflexible Polymers.
Note That Values May Depend Either Weakly or Strongly on the Choice of Solvent*

Polymer Solvent £, (A)
Hydroxypropyl cellulose Dimethylacetamide 65
Poly(p-phenylene)b Toluene 130
Poly(p-phenylene terephthalamide) Methane sulfonic acid® 100

96% Sulfuric acid 180
Poly(n-hexyl isocyanate) Hexane! 420

Dichloromethane 210
DNA (double helix) 0.2 M NaCl 600
Xanthan (double helix) 0.1 M NaCl 1200
Poly(y-benzyl-L-glutamate) Dimethylformamide 1500
Schizophyllan Water 2000

*Data are summarized in Sato, T. and Teramoto, A., Adv. Polym. Sci., 126, 85, 1996, except for ®Vanhee,
S.,Rulkens, R., Lehmann, U., Rosenauer, C., Schulze, M., Koehler, W., and Wegner, G., Macromolecules,
29,5136, 1996; “Chu, S.G., Venkatraman, S., Berry, G.C., and Einaga, Y., Macromolecules, 14,939, 1981;
and “Murakami, H., Norisuye, T., and Fujita, H., Macromolecules, 13, 345, 1980.

Figure 6.7 shows a plot of a dimensionless form of Equation 6.4.11, obtained by dividing
through by ﬂg and plotting against L/¢,. This independent variable is the number of persistence
lengths in the chain, i.e., an effective degree of polymerization. The curve illustrates the smooth
crossover from the rod-like behavior at small L/¢,, with (h*)o~ M?, to the coil-like behavior at
large L/¢,, with (h2>0~M. Thus the worm-like chain model is able to describe both flexible and
semiflexible chains with one expression. The double logarithmic format of Figure 6.7 is often
employed in polymer science, when both the independent variable (such as M) and the dependent
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Figure 6.7 The mean-square end-to-end distance, normalized by the squared persistence length, as a
function of the number of persistence lengths per chain (given by the ratio of contour and persistence lengths),
according to the Kratky—Porod worm-like chain. The asymptotic slopes of 2 (rod limit) and 1 (coil limit) are
also shown, as is the location of a chain with length equal to one persistence length.
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variable can range over several orders of magnitude. If the functional relation is a power law, then
in this format the plot will be a straight line and the slope gives the power law exponent.

6.5 Radius of Gyration

So far we have considered chain dimensions solely in terms of the average end-to-end distance.
However, there are two severe limitations to this approach. First, the end-to-end distance is
generally very difficult to measure experimentally. Second, for many interesting polymer struc-
tures (e.g., stars, rings, combs, dendrimers, etc.) it cannot even be defined unambiguously. The
end-to-end distance assigns particular significance to the first and last monomers, but all mono-
mers are of importance. A useful way to incorporate this fact is to calculate the average distance of
all monomers from the center of mass. We denote the instantaneous vector from the center of mass
to monomer i as §;, as shown in Figure 6.8. The center of mass at any instant in time for any
polymer structure is the point in space such that

N
Zm@ =0 (6.5.1)
i=1

where m; is the mass of monomer i. Note that the center of mass does not need to be actually on
the chain (in fact, it is unlikely to be). The root-mean-square, mass-weighted average distance of
monomers from the center of mass is called the radius of gyration, Rg, or (52) 12 andis determined by

1/2

ﬁl:mi<5i2> N 12
Ry= ()2 = L__ _ {lz<s§>} (6.5.2)

i=1

Here, just as with the end-to-end vector, it is useful to take <s,2> = (5;+ 5;) in order to obtain
an average distance rather than an average vector (which would zero by isotropy). In the second
transformation we have assumed equal masses, i.e., a homopolymer, and m;=m cancels out.
(Note that the summations run up to N, the number of monomers, and not », the number of
backbone bonds.) It is worth mentioning that the term radius of gyration is unfortunate, in that it
invites confusion with the radius of gyration in mechanics; the latter refers to the mass-weighted,
root-mean-square distance from an axis of rotation, not from a single point. However, the term
radius of gyration in reference to Equation 6.5.2 appears to be firmly entrenched in polymer

Figure 6.8 Illustration of the vectors from the center of mass to monomers i and j, §; and §, respectively,
and the vector from monomer i o monomer j, 7.
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science. A more correct description will emerge in Section 6.7, namely that {s*) is the “second
moment of the monomer distribution about the center of mass,” but this terminology is rather
unwieldy for daily use.

Itis clear that R, can be defined for any polymer structure, and thus avoids the second objection
to (k%) listed above. It can be measured directly by light scattering techniques, as will be described
in Chapter 8, and indirectly through various solution dynamics properties, as explained in Chapter
9, thereby avoiding the first objection. However, we went to some trouble to calculate (h2)0 for
various chains, and to establish the utility of C, b, and £;,. Is that all out the window? No, it is not.
We will now show that R, is, in fact, very simply related to (%), for an unperturbed linear chain,
namely

R = _NbT 6L (6.5.3)

Consider the dot product of the vectors from the center of mass to any two monomers i and j. By
the law of cosines

2 e 2l lro, 2 2
5+ 5 = |5]|5)] cos ¢ = 3 [s,- + 57 — rl.j] (6.5.4)
where ¢ is the angle between §; and §j, and rizj is the square distance between monomers i and j

(see Figure 6.8). Now we take the average of each term in Equation 6.5.4, and then double sum
over i and j:

N NCITEED D NEHESI WO EED 9D 91 ST IS

ZN:ZN:<§1"@>:<ZN:5'2N:®>=<O‘O):0 (6.5.6)

from Equation 6.5.1 (assuming all masses are equal). Returning to the second part of Equation
6.5.5, and utilizing Equation 6.5.2, we obtain

N N N N
% - ; () = % ; ; () = N72R§ (6.5.7)

which can be rearranged to

N N

7=y 22 (1) €58

i=1 j=1

This equation turns out to be a useful alternative definition of R,. It expresses R in terms of the
average distances between all pairs of monomers in the molecule; the location of the center of mass
is not needed. Furthermore, Equation 6.5.8 is valid for any structure; it need not be a linear chain,
and it need not have unperturbed dimensions.

Now we can derive the specific result Equation 6.5.3 for the freely jointed chain by realizing that

(r2) =i - jIp? (6.5.9)
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or, in other words, (ri]) represents the end-to-end mean-square distance between any pair of
monomers { and j separated by k= |i —j| links. We can thus write

2 N-1
Ry = Nz ZZI 2% > 2N - k) (6.5.10)
k=1

=1 j=

which comes from the fact that there are 2(N—1) terms where |i — j| = 1; 2(N — 2) terms where
|i —j] =2; 2(N — 3) terms where |i — j| =3; etc. (If this seems mysterious, draw an N x N matrix,
where the rows are numbers i =1...N and the columns are j=1 ... N. For each matrix element,
enter |i — j|. There will be N 0’s along the main diagonal, N — 1 1’s immediately adjacent to [and
on both sides of] the main diagonal, N—2 2’s in the next place over, etc.). Therefore

N3N - 1) N(N DN -1)
gNZ{Nzk Sel-m o - b

_» 3NA(N — 1) — (N — D(2N2 = N) 6.5.11)
N2 6

_Np? b2 NB?

T 6 6N 6

where once again the last formula applies in the high N limit.

Example 6.2

A useful rule of thumb for polymers is that R, is about 100 A when M = 10° g/mol. This number
can be used to estimate R, for any other M by recalling the proportionality of R, to M 12 Use the
data in Table 6.1 to assess the reliability of this rule of thumb.

Solution

We can take the values for (h? )o/M directly from the fifth column and multiply each one by 10°.
The largest will be 125,000 A? for polyethylene, and the smallest will be 42,500 A? for poly(methyl
methacrylate). Then we need to divide by 6 and take the square root to obtain R,:

For polyethylene, R, = (125,000/6)"/% = 144 A
For poly(methyl methacrylate), R, = (42,500/ 6)/2 =84 A

All of the other polymers in Table 6.1 will give values between these two. We may conclude that the
rule of thumb is reliable to at least one significant figure, and is better than that for many polymers.

Example 6.3

Use the experimental data for R, for polystyrenes dissolved in cyclohexane in Figure 6.9 to
estimate Co, 4, and b. Note that these data are for remarkably large molecular weights.

Solution

The straight line fit to the data gives R, =0.25 M%3!_ To make things convenient, we can choose
=10, for which M =104 x 10° = 1 04 x 10’ g/mol. From the fitting equation we obtain
g_948 A. The number of backbone bonds n=2 x 10°, and we use a more precise estimate

of the bond length of 1.53 A. From Equation 6.3.2 and Equation 6.5.3, then

By __6x (948)*

=115
n® 2% 105(1.53)°

Coo =
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Polystyrene in cyclohexane at 34.5°C
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Figure 6.9 Radius of gyration for very high molecular weight polystyrene in cyclohexane at the theta
temperature. (Data from Miyake, Y., Einaga, Y., and Fujita, M., Macromolecules, 11, 1180, 1978.)

Also from Equation 6.3.2 and Equation 6.5.3,
V6 V6

b="=Ry = ————x 948 = 7.3A
VN V1x 10
Finally, from Equation 6.4.5b we have
4 1.53 o
p=Coo——115 - =88A

These values are systematically larger than those given in Table 6.1. Part of this difference may be
attributed to experimental uncertainty, but most of the difference stems from the fact that the
polystyrene data in Table 6.1were obtained from molten polystyrenes, whereas the data in Figure
6.9 are for dilute solutions. Although the chain dimensions in a dilute theta solution and in the bulk
both increase as M2, the prefactor (e.g., C.o) can be slightly different. In fact, the dimensions of a
given polymer may differ by as much as 10% between two different theta solvents.

The worm-like chain of Section 6.4.2 also has an expression for Ré, which is

.2 22
E L — £ +——(exp[—L/£ 1-D +— (6.5.12)

This result can be derived from the expression for (h*), Equation 6.4.11, by way of the relation
6.5.8 and a transformation of sums to integrals; this is left as Problem 6.8. An example of the
application of the worm-like chain model is shown in Figure 6.10. The material is poly(n-hexyl
isocyanate) (see Figure 6.6) dissolved in hexane and the coil dimensions were measured by light
scattering (see Chapter 8). The smooth curve corresponds to Equation 6.5.12 with a persistence
length of 42 nm, and the contour length determined as L (nm) =M (g/mol)/715 (g/mol/nm). The
factor of 715 therefore reflects the molar mass per nanometer of contour length. The correspond-
ence between the data and the model is extremely good, except for the two very highest M samples.
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Figure 6.10 Radius of gyration versus molecular weight for poly(n-hexyl isocyanate) in hexane. The curve
corresponds to the worm-like chain model with a persistence length of 42 nm. (Data from Murakami, H.,
Norisuye, T., and Fujita, H., Macromolecules, 13, 345, 1980.)

This deviation may be attributed to the onset of excluded volume effects, whereby the coil
conformations are larger than anticipated by the freely jointed chain (Gaussian) limit.

6.6 Spheres, Rods, and Coils

We have derived results for (h2)0 for coils, rods, and everything in between. The conformation is
assumed to be determined by the steric constraints induced by connecting the monomers chem-
ically. But we could also think about the molecule more abstractly, as a series of freely jointed
effective subunits. Now suppose we have the ability to “dial in” a through-space interaction
between these subunits, an interaction that might be either attractive or repulsive. The former
could arise naturally through dispersion forces, for example; all molecules attract one another in
this way, and if we put our chain in a vacuum, those forces might dominate. If the attractive
interaction were sufficiently strong, the chain could collapse into a dense, roughly spherical ball or
globule. Repulsion could arise if each subunit bore a charge of the same sign, a so-called
polyelectrolyte. This is commonly encountered in biological macromolecules, DNA for example.
If the repulsive interaction were sufficiently strong, the chain could extend out to be a rod. It is
instructive to think of the globule, coil, and rod as the three archetypical possible conformations of
a macromolecule, and for many systems coil — globule and coil < rod transitions are experi-
mentally accessible. For example, proteins in their native state are often globular, but upon
denaturing the attractive interactions that cause them to fold are released, and the molecule
becomes more coil-like. Similarly, a synthetic, neutral polymer dispersed in a bad solvent will
collapse into a globule when it precipitates out of solution. A relatively short DNA double helix is
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reasonably rod-like (£,~ 600 A), but if the double helix is denatured or “melted,” the two
separated strands can become coils. A poly(carboxylic acid) such as poly(methacrylic acid) in
water will have a different density of charges along the chain as the pH is varied. At high pH,
virtually every monomer will bear a negative charge and although the chain will not straighten out
into a completely rigid, all-trans-backbone chain, it will show a size that scales almost linearly
with M rather than as +/M. In short, polymers can adopt conformations varying from dense spheres
through flexible coils to rigid rods.

The scaling of the size with molecular weight is quite different in each case. We can encompass the
various possibilities by writing a proportionality between the size and the degree of polymerization:

Ry ~N” (6.6.1)

For the globule or dense object, » = 1/3. The volume occupied by the molecule is proportional to N
and thus the radius goes as (volume)l/a. For the unperturbed coil »=1/2, as we have seen.
However, we will find out in Chapter 7 that in a good solvent v =2 3/S due to the excluded volume
effect. For a rod, clearly v =1. Equation 6.6.1 is an example of a scaling relation; it expresses the
most important aspect of chain dimensions, namely how the size varies with the degree of
polymerization, but provides no numerical prefactors. The value of the exponent is universal, in
the sense that any particular value of » (1/3, 1/2, 3/5, or 1) will apply to all molecules in the
same class.

As illustrated at the very beginning of this chapter, the size of these various structures (globule,
coil, and rod) would be very different for a given polymer. Then we considered a polyethylene
molecule, which in the liquid state will always be a coil. Now consider a representative DNA from
bactenophage T2. It has a contour length of 60 ;Lm or almost 0.1 mm. As a coil, it should have

= (Ly/6)"/? ~ 1 wm or 10,000 A. With M= 10® and assuming a density of 1 g/mL, it would
form a dense sphere with a radius of 340 A Ttis an amazing fact that the bacteriophage actually
packages the DNA molecule to almost this extent. As shown in Figure 6.11, upon experiencing an
osmotic shock the bacteriophage releases the DNA, which had been tightly wound up inside its
head. The mechanism by which the DNA is packed so tightly remains incompletely understood. It
is particularly remarkable, given that DNA carries negative charges all along its contour, which
should create a strong repulsion between two portions of helix. This example also underscores
another important point about chain dimensions: they can be very sensitive to the environment of
the molecule, and not only to the intramolecular bonding constraints.

6.7 Distributions for End-to-End Distance and Segment Density

So far in this chapter we have only considered the average size and conformation of a polymer.
Now we will figure out how to describe the distribution of sizes or conformations for a particular
chain. We seek an expression for the probability P(N, Ry dh  that a random walk of N steps of length
b will have an end-to-end vector, £, lying between i and k& + dh, as illustrated in Figure 6.12a. In
other words, if the start of the chain defines the origin, we want the probability that the other end
falls in an infinitesimal box with coordinates between x and x 4+ dx, y and y +dy, and z and z +dz.
From such a function, we will be able to obtain related functions for the probability P(V, ) dh that
the same walk has an end-to-end distance, & = ]l;], lying between & and h + dA, and the probability
p(N, r) dr that a monomer will be found between a distance r and r + dr from the center of mass. It
turns out that all of these distributions are approximately Gaussian functions, just like the familiar
normal distribution for error analysis. In particular, the answer for P(V, i) is

3P
2Nb?

(6.7.1)

. 3/2
P(N,h) = [ZTFNbZ:I ex

a result that we will now derive.
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Figure 6.11 The DNA within a single T2 bacteriophage is released by “osmotic shock.” (Reproduced from
Kleinschmidt, A.K., et al., Biochim. Biophys. Acta, 61, 857, 1962. With permission.)
6.7.1 Distribution of the End-to-End Vector

We begin with a one-dimensional random walk with N steps of length b. In other words, at each
step we go a distance b in either the +-x or the —x direction, with the probability of 4+ or —each
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Figure 6.12 A flexible coil with one end at the origin and the other in (a) a volume element dx dy dz and (b)
a spherical shell of volume 4mrh* dh.
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being 1/2. At the end of the N steps, let p be the total number of 4 steps and ¢ be the total number
of — steps. Clearly N = p + ¢ and the net distance traveled will be x =b(p — g). The probability of
any given outcome for this kind of process is given by the binomial theorem:

1\? /1)\7 N!
P(N,x) = (i) (5) o (6.7.2)

This expression arises as follows. The probability of a sequence of events that are independent is
equal to the product of the probabilities of each event; this gives the factors of (1/2)7 and (1/2)7.
However, this would underestimate what we want, namely a net displacement of x. This is because
(1/2)°(1/2)7 assumes we have all p+ steps in succession, followed by g— steps, whereas in fact the
order of the individual steps does not matter, only the total p and g. There are N possible choices
for the first step, then NV — 1 for the next and so on, which increases the total probability by a factor
of N!. This, however, now overestimates the answer, because all of the p+ steps are indistinguish-
able, as are all of the g— steps. There are p! possible permutations of the + steps, all of which
would give the same answer, and similarly ¢! permutations of the — steps; both of these factors are
counted in N!, so we have to divide by them out. Thus we arrive at Equation 6.7.2.
Now we make the simple substitutions

ST 62
to obtain
I 2 2!
P(N,x) = (E) N! (N+ 9! (N - 9! (6.7.4)

The expression is simplified by means of Stirling’s large N approximation, namely
InN!'~NInN—-N (6.7.5)

which gets rid of the nasty factorials. (It is worth noting that Stirling’s approximation is excellent
when N is on the order of Avogadro’s number, but it is not quantitatively accurate for N = 100;
nevertheless these errors largely cancel in deriving the Gaussian distribution.) Utilizing this,
Equation 6.7.4 can be expanded:

InP(N, x) = —% (N *%) 1n(1 +-5%) —%(1 —biN) ln(l —biN) (6.7.6)

after some algebra. Now we recall the expansion of In(1 4+ x) when x < 1, namely
1 1
1n(1+x):x—§x2+§x3--- (6.7.7)

and realize that (x/bN) — 0 as N gets very big. Thus In(1 + x) = x applies

oo =G50 )

52 (6.7.8)
~ NP
or
—x?

We insert a proportional sign here to allow for the appropriate normalization (see below). Now
to convert to a three-dimensional N-step random walk, we take N/3 steps along x, N/3 along y, and
N/3 along z, and recognize that the probabilities along the three directions are independent.
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Therefore

~ N N N
h)y=P|— Pl — Pl — ~
PN, F) (3,x> <3,y> <3,z) exp

where we have inserted |4|* = x* + y + z°. The final step is the normalization, which accounts for
the fact that if we look over all space for the end of our walk, we must find it exactly once. This is
expressed by

—3A’
ONB

(6.7.10)

oo o 00

J J JP(N,E)dx,dy,dzzl (6.7.11)

—00 —00 —O00

You can find in a table of integrals that

o0

[ exp(-k) = \/%

—00

and thus from the triple integral of Equation 6.7.11 we find that the result is (3/2uNb*] 32,

Therefore we need to multiply our exponential factor by [3/2wNb*1*? to satisfy Equation 6.7.11
and arrive at the result given in Equation 6.7.1.

This Gaussian distribution function for / is plotted against Iﬁ] in Figure 6.13a. Although it is a
distribution function for a vector quantity, it only depends on the length of A4; this is a natural
consequence of assuming that x, y, and z steps are equally probable. It is peaked at the origin,
which means that the single most probable outcome is k=0, i.e., the walk returns to the origin.
However, because of the prefactor, the probability of this particular outcome shrinks as N7 even
though it is more likely than any other single outcome. Finally, this expression for P(N, h) was
obtained by assuming large N (no surprise here). How large does N have to be for the Gaussian
function to be useful? It turns out that even for N =~ 10, the real distribution for a random walk
looks reasonably Gaussian. Already for very small N it is symmetric and peaked at the origin, but it
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Figure 6.13 Gaussian probability distributions for a chain of N steps of length b, plotted as (a) the
probability of an end-to-end vector h versus |h| and (b) the probability of an end-to-end distance A.
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will be “bumpy” because b has a discrete value. As N gets larger, the fact that b is discrete
becomes less and less important, although the fact that we are representing a discrete function by a
continuous one never goes away for finite N. Indeed, we can assert that even though the Gaussian
distribution may provide numerical answers that are very accurate, it can never be exactly
correct for a real chain. That is because a real chain has a finite contour length that |PT| can never
exceed, whereas Equation 6.7.1 provides a finite probability for any value of |A| all the way out
to infinity.

6.7.2 Distribution of the End-to-End Distance

We now turn to obtaining P(N, k) for the distance k. The transformation is illustrated in Figure
6.12b. We consider a spherical shell at a distance  from the origin. It has a surface area 41h” and a
thickness dA, so its volume is 41h® dh. Any walk whose end-to-end vector i lies in this shell will
have the same length A, so the answer we seek is just

P(N, h)dh = 4wh’P(N, k) dh

SRR ECI B ‘ 6.7.12)
_ 2
= dmh [2TrNb2] eXP | g |

This function is already normalized correctly. It should satisfy the one-dimensional integral

JP(N, hydh =1 (6.7.13)
0

and you can show that it does, armed with the knowledge that

1 /=
szexp( k®) dx = 4k\/;
0

Note that the normalization integral goes from 0 to co, as A cannot be negative.

This distribution function is plotted in Figure 6.13b and is rather different from P(N ,}?). In
particular, it vanishes at the origin and has a peak at a finite value of s before decaying to zero as
N — o0. The fact that it vanishes at the origin is due to multiplying the exponential decay by 2,
There is thus a big difference between finding the most probable vector position (which is the
origin) and finding the most probable distance (the position of the peak in P(N, &), see Problem
6.10). You have probably encountered this contrast before, for example, in the radial distribution
function for the s electrons of a hydrogen-like atom, or for the Maxwell distribution of molecular
velocities in a gas. In the former, the most probable position of the electron is at the nucleus, but
the most probable distance is a finite quantity, the Bohr radius. In the latter, the most probable
velocity in the gas is zero, but the most probable speed is finite.

As a simple application of this distribution function, we can ask what is the mean square
value of A7

(W) = | W*P(N, ) dh

O e 2

(6.7.14)
dh

]a/z —3{},{

o

W 4wh?
J [2 ane?| P | e
0
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where now we need to know

3w
4 2
Jx exp(k.x)dx—Bk2 %

Applying this in Equation 6.7.14 we obtain

3 1237 3\t _/aNe\P
<h2>:4ﬂ{m} §<W> ﬁ(T) — N (6.1.15)

as expected. The quantity (h?) is also called the second moment of the distribution P(N, k). (You
may recall the discussion of moments in the context of molecular weights in Chapter 1.7.)

6.7.3 Distribution about the Center of Mass

The last thing we consider in this section is the related distribution p(N, r) dr, the probability that a
monomer is between r and r +dr from the center of mass. It turns out that there is no simple
analytical expression for this distribution, even for a Gaussian chain [4], but the resulting
distribution is well approximated by a Gaussian:

3/2 -3 2
p(N,r) = Ndmr? {m} exp {%;—J (6.7.16)

where we use the second moment <52> = Nb*/6 explicitly in the expression (compare Equation
6.7.1, where Nb* could have been replaced by (k*)). One important point is the factor of N in front.
This is simply a new normalization so that

J p(N,r)dr =N 6.7.17)
0

which reflects the fact that when we look for monomers over all space, we must find all N of them.
The segment density distribution can also be used for a solid object, where there is no need to
identify N separate subunits. In such a case p(r) can be used to find R, = (s°)'/%, from

T rp(r)dr }O drtp(F)dr
<.5'2> — Ooo - go (6718)
[ pdr [ 4wr?p(F)dr
0 0

The integral in the denominator provides the necessary normalization. As an example, consider
a solid sphere with radius Ry and uniform density po. The distribution function for p(F) is just a
constant, pg, for 0 <r <Ry, and 0 for r > Ry. (Note that this simple function is p(7), not p(r)
because the latter must increase as  for r < Rg; there are more monomers near the surface of the
sphere than at the center.) Substituting p(') into Equation 6.7.18 we obtain

Ry
[ podmrtdr
R3/5 3
() =2 RS 3 (6.7.19)
" R3S
| podwrtdr
0

Thus for a solid sphere
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Table 6.3 Formulae for the Radii of Gyration for Various Shapes

Structure R Parameters
) . Np? o
Gaussian coil ra Degree of polymerization N
3f — 2 Ny 2 Statistical segment length b
arm

Gaussian star Arm degree of polymerization Ngem

Number of arms f
Np? Statistical segment length b

Gaussian ring Degree of polymerization N

12
3 Statistical segment length b

Solid sphere ng Sphere radius R

L 1

Solid ellipsoid g(R% +R3 +R3) Ellipsoid principal radii Ry, R, Rs
1

Thin rod FLZ Rod length L

1 1

Cylinder ELZ + —2-)'2 Cylinder radius r, length L
1

Thin disk 51‘2 Disk radius r

3
R, = §R0 (6.7.20)

This result serves to emphasize an important point that R, reflects an average of the monomer
distribution and not the total spatial extent of the object. There are always monomers further than
R, from the center of mass as well as monomers closer than R, to the center of mass. Expressions
for R, for other shapes are listed in Table 6.3.

6.8 Self-Avoiding Chains: A First Look

We mentioned at the end of Section 6.2 that there is a further important issue in chain conforma-
tions, that of excluded volume. The simple fact is that a real polymer occupies real space and no
two monomers in the chain can share the same location concurrently. This means that the statistics
of the conformation are no longer those of a random walk, but rather a self-avoiding walk. This
difference might appear subtle, which it is, but the consequences are profound.

Most importantly, we can no longer write down an analytical expression for any of the desired
distribution functions such as P(N, 4). Nor can we calculate in any simple yet rigorous way the
dependence of R, on N. The mathematical reason for this difficulty is the way the problem
becomes more complicated as N increases. In the case of the random walk, the orientation of
any link or step is dictated by random chance and its position in space is determined only by where
the previous link is. For the self-avoiding walk, in contrast, we would need to ask where every
previous link is in order to establish whether a particular orientation would be allowed for the link
in question. It would not be allowed if it intersected any previous link. Consequently, the
calculation becomes more and more complicated as N increases. Some very sophisticated mathe-
matics has been employed on this problem, but we will not discuss this at all. We can draw an
important qualitative conclusion, however: the excluded volume effect will tend to make the
average coil size larger, as the chain seeks conformations without self-intersections. From the
most sophisticated analysis, RgNNO‘S89 instead of N'/?; in other words the exponent v from
Equation 6.6.1 is 0.589 (although most people use 0.6 as a reasonable approximation).
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As also mentioned in Section 6.2, there are two experimental situations in which this compli-
cation goes away, and v = 0.5 again. One case is a molten polymer. Here a chain still cannot have
two monomers occupying the same place, but there is no benefit to expanding the coil. The reason
is that space is full of monomers, and a monomer on one chain cannot tell if its immediate neighbor
in space belongs to a different chain, or is attached by many bonds to the same chain. Conse-
quently, it does not gain anything by expanding beyond the Gaussian distribution. The second case
is for a chain dissolved in a particular kind of solvent called a theta solvent. A theta solvent is
actually a not-very-good solvent, in the sense that for energetic reasons monomers would much
prefer to be next to other monomers than next to solvent molecules. This has a tendency to shrink
the chain, and a theta solvent refers to a particular solvent at a particular temperature where the
expansion due to the self-avoiding nature of the chain is exactly canceled by shrinking due to
unfavorable polymer—solvent interactions. We will explore this in more detail in the next chapter,
where we consider the thermodynamics of polymer solutions.

6.9 Chapter Summary

In this chapter, we have examined the spatial extent of polymer chains as a function of molecular
weight and chemical structure. The principal results are the following:

1. A single chain can adopt an almost infinite number of possible conformations; we must settle
for describing the average size.

2. For any chain with some degree of conformational freedom the average size will grow as the
square root of the degree of polymerization: this is the classic result for a random walk.
Furthermore, the distribution of chain sizes is approximately Gaussian.

3. The prefactor that relates size to molecular weight is a measure of local flexibility; three
interchangeable schemes for quantifying the pr<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>