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## Preface

The original version of this article was written more than five years ago with S.Z. Shefel', a profound and original mathematician who died in 1984. Since then the geometry of surfaces has continued to be enriched with ideas and results. This has required changes and additions, but has not influenced the character of the article, the design of which originated with Shefel'. Without knowing to what extent Shefel' would have approved the changes, I should nevertheless like to dedicate this article to his memory. (Yu.D. Burago)

We are trying to state the qualitative questions of the theory of surfaces in Euclidean spaces in the form in which they appear to the authors at present. This description does not entirely correspond to the historical development of the subject. The theory of surfaces was developed in the first place mainly as the theory of surfaces in three-dimensional Euclidean space $E^{3}$; however, it makes sense to begin by considering surfaces $F$ in Euclidean spaces of any dimension $n \geqslant 3$. This approach enables us, in particular, to put in a new light some unsolved problems of this developed (and in the case of surfaces in $E^{3}$ fairly complete) theory, and in many cases to refer to the connections with the present stage of development of the theory of multidimensional submanifolds.

The leading question of the article is the problem of the connection between classes of metrics and classes of surfaces in $E^{n}$. The first chapter is a brief survey of general questions in the thcory of surfaces from this point of view. Chapters 2 and 3 are devoted to a more detailed consideration of convex and saddle surfaces respectively. The subject of Chapter 4 consists of classes of metrics not associated dircetly with the condition that the Gaussian curvature has a definite sign, and $G$-stable immersions of them.

A whole series of important questions in the theory of surfaces remain outside the framework of the article. We only touch on questions of the purely extrinsic geometry of surfaces. This applies above all to the most developed and complete theory of convex surfaces. Thus, the geometric theory of equations (basically of Monge-Ampère type) is only recalled, and there is no description of existence and uniqueness theorems for surfaces with given conditional curvatures. The reader can become acquainted with these questions from the monographs Bakel'man, Verner and Kantor (1973), Pogorelov (1969), Pogorelov (1975). We do not consider boundary-value problems of the theory of bending of convex surfaces, infinitesimal bendings of high orders, or subtle questions of the bending of surfaces in a neighbourhood of an isolated zero of the curvature. For these questions see Part III of the present book.

# Chapter 1 <br> The Geometry of Two-Dimensional Manifolds and Surfaces in $E^{n}$ 

## § 1. Statement of the Problem

As the title itself emphasizes, in our article we consider only questions in the theory of surfaces in $E^{n}$, although many of the results recalled carry over automatically to surfaces in spaces of constant curvature, and sometimes in Riemannian manifolds. Of course, there are aspects that are specific for such spaces; we shall not dwell on them, see Pogorelov (1969), Milka (1980), for example.
1.1. Classes of Metrics and Classes of Surfaces. Geometric Groups and Geometric Properties. It is well known that every (for simplicity, sufficiently smooth) surface in $E^{n}$, considered from the viewpoint of its intrinsic metric, uniquely determines a Riemannian manifold. On the other hand, an abstractly defined Riemannian manifold can always be isometrically immersed in some $E^{n}$, but such an immersion is not unique, and generally speaking the properties of the Riemannian metric do not have an appreciable influence on the geometry of the immersed surface. In the natural problem of the connection between properties of a surface and properties of its intrinsic metric we shall be mainly interested in the following two aspects.

Firstly, we have the question of which of the intrinsic properties of a surface can be guaranteed by somc completely determined extrinsic geometrical properties of it. (Of course, the answer to this question depends on what one understands by a "geometric" property of a surface.) Secondly, there is the question of the restriction of the class of admissiblc immersions to "regular" ones, that is, immersions for which the properties of the metric have an appreciable influence on the extrinsic properties of the surface. The following definition of a geometric property of a surface is basic for our later arguments.

A property of a surface is said to be geometric if it is preserved by transformations of $E^{n}$ that belong to some group $G$. We always assume that $G$ contains the group of similarities and is distinct from it. Such groups are callcd geometric. A classification of geometric groups was obtained in G.S. Shefel' (1984), G.S. Shefel' (1985). Leaving a detailed discussion of this question to 2.2 of Ch. 4 , we note that it is meaningful to consider only the group of affine transformations ${ }^{1}$, the pseudogroup of Möbius transformations (generated by similarities and inver-
${ }^{1}$ Since the dimension $n$ of the ambient space is not fixed, it is a question, strictly speaking, of an infinite choice of groups $A_{n}$ of affine transformations of $E^{n}$ for all $n>2$ and similarly in the other cases.
sions when $n>2$ ) and, to rather different ends, the group of all diffeomorphisms of fixed smoothness.

The given definition of a geometric property makes more precise the first of the questions posed above and suggests an answer to the second, Namely by the "regularity" of an immersion we shall understand its $G$-stability.

Definition. A surface $F$ in $E^{n}$ is called a $G$-stable immersion of the metric of some class $\mathscr{K}$. if any transformation belonging to the group $G$ takes $F$ into a surface whose intrinsic metric also belongs to the class $\mathscr{K}$.

Here it is assumed that $G$ is a geometric group (or pseudogroup) of transformations in $E^{n}$. Since the identity transformation id belongs to $G$, it is obvious that the intrinsic metric of the surface $F$ itself belongs to $\mathscr{K}$. In this definition the class of metrics $\mathscr{K}$ is not necessarily exhausted by Riemannian metrics. Correspondingly, by an immersion of a metric here we understand a $C^{0}$-smooth (topological) immersion which is an isometry.

It is essential that the requirement of $G$-stability of a surface does not impose any a priori restrictions on the dimension $n$ of the ambient spacc. We note that $G$-stable immersions of metrics of some class $\mathscr{K}$ (not exhausting all admissible metrics) always have a certain general geometric property. Transition from any immersions to $G$-stable ones enables us to establish a dual connection between extrinsic and intrinsic properties of surfaces.

The naturalness of the concept of $G$-stability is illustrated by the following assertions, proved in the most general form in S.Z. Shcfcl' (1969), S.Z. Shefel' (1970), Sabitov and S.Z. Shefel' (1976). The only affine-stable immersions in $E^{n}$, $n \geqslant 3$, for the class of two-dimensional Riemannian metrics of positive curvature are locally convex surfaces in some $E^{3} \subset E^{n}$. The class of affine stable immersions for two-dimensional Riemannian metrics of negative curvature is by no means exhausted by surfaces in $E^{3}$, but all such immersions belong to the class of so-called saddle surfaces, that is, surfaces that locally do not admit strictly supporting hyperplanes; for the details see 3.1 of Ch . 3 . Now suppose that $G$ is the group of diffeomorphisms in $E^{n}$ of smoothness $C^{\infty}$. Then the only $G$-stable immersions for the class of Riemannian metrics of smoothness $C^{l, \alpha}, l \geqslant 2$, $0<\alpha<1$, are surfaces of the same smoothness.

The most attractive situation is that in which the class of metrics $\mathscr{K}$, the group $G$ and the class of surfaccs $\mathscr{M}$ have the following relations.
$1^{\circ}$. The class of surfaces $\mathscr{M}$ coincides with the class of all $G$-stable immersions of metrics of the corresponding class of metrics $\mathscr{K}$.
$2^{\circ}$. Every metric of the class $\mathscr{K}$ admits an immersion in the form of a surface of class $\mathscr{M}$.

In this case the class of surfaces $\mathscr{M}$ and the class of metrics $\mathscr{K}$ are said to be G-connected.

Later we shall also use the concept of $G$-connectedness "in the small" and $G$-connectedness "in the large"; for details see the next section.

The given definition admits gradations depending on how we understand the terms surface, metric, and immersion of a metric. For example, affine-stable
immersions in $E^{n}$ of a one-element class of plane metrics on $E^{2}$ contain all cylinders (with rectifiable directrix) or consists only of smooth cylinders, depending on whether we understand by a surface any $C^{0}$-immersion or only a smooth one. We must take into account that the fact that a surface and all its images under affine transformations have a smooth intrinsic metric does not imply, generally speaking, that the surface itself is smooth ${ }^{2}$. Therefore in $\S 2$ all metrics, surfaces and immersions are a priori assumed to be smooth. In the examination of non-regular surfaces and metrics, by isometric immersions we understand topological (of smoothness $C^{0}$ ) immersions that are isometries.
Otherwise it is a question of immersions that are stable with respect to the group of diffeomorphisms; see $\S 5$ of Ch. 4.

## §2. Smooth Surfaces

2.1. Types of Points. We assume that $F$ is a smooth surface, that is, an immersion of smoothness $C^{l}, l \geqslant 3$, of a two-dimensional manifold $M$ in $E^{n}$, $n \geqslant 3$. In differential geometry it is usual to describe surfaces by means of the first and second fundamental forms. The first fundamental form specifies the intrinsic (induced) metric of the surface - a metric where the distance between points is equal to the greatest lower bound of lengths of curves joining these points on the surface. The second fundamental form determines at each point of the surface a family of osculating paraboloids. Let us explain this.

Let $B$ be the second fundamental form of a surface $F$ at a fixed point $p$. If $F$ is specified by a vector-valued function $r\left(u^{1}, u^{2}\right)$, then

$$
B(X, Y)=\sum_{i, j=1}^{2} X^{i} Y^{j}\left(r_{i j}\right)^{N}
$$

Here $X^{i}$ and $Y^{j}$ are the coordinates of vectors $X$ and $Y$ tangent to $F$ in the basis $\left(r_{1}, r_{2}\right)$, where $r_{i}=\partial r / \partial u^{i}, r_{i j}=\hat{\partial}^{2} r / \partial u^{i} \partial u^{j}$, and the index $N$ denotes projection into the normal (that is, orthogonal to $T_{p} F$ ) subspace.

Every projection of the graph $\Gamma$ of the map $X \mapsto B(X, X)$ onto the threedimensional space spanned by $T_{p} F$ and some normal $v$ is a paraboloid (or degenerates into a cylinder) and is called the osculating paraboloid. In the case of degeneracy to a cylinder we shall call the latter a parabolic paraboloid by analogy with elliptic and hyperbolic paraboloids.

We note that the subspace spanned by $\Gamma$ is said to osculate $F$ at the point $p$. Its dimension is at most five. For it is spanned in $E^{n}$ by the two-dimensional subspace $T_{p} F$ and the vectors $\left(r_{11}\right)^{N},\left(r_{12}\right)^{N},\left(r_{22}\right)^{N}$.

In the case of a surface in $F^{3}$ the family of osculating paraboloids consists of one paraboloid. According to the type of osculating paraboloid the points of a

[^0]surface in $E^{3}$ are traditionally divided into elliptic, hyperbolic and parabolic (in particular, flat points), which forms the only possible affine classification of points of a surface in $E^{3}$ up to infinitesimals of the second order. The affine classification of points coincides with the classification according to the sign of the Gaussian curvature.

When $n>3$ the affine classification of points of a smooth surface in $E^{n}$ is also determined by the affine-invariant properties of the family of osculating paraboloids at a point $p$ and leads to eight different types of points (S.Z. Shefel' (1985)). Without giving the classification itself here, we note that for two of these types the Gaussian curvature ${ }^{3}$ of the surface at $p$ is zero. Points of these two types are called parabolic. For another type of point the Gaussian curvature is positive (elliptic point). For three other types of point the Gaussian curvature is negative (hyperbolic point), and in two cases the sign of the Gaussian curvature is not determined by the type of point (such points are said to be movable). The first two of these types - parabolic points - have a common property: among the osculating paraboloids there are no elliptic or hyperbolic ones. One type - elliptic point - is characterized by the fact that among the osculating paraboloids there are elliptic but no hyperbolic or non-degenerate parabolic ones. Three more types are characterized by the fact that there are hyperbolic paraboloids but no elliptic ones (hyperbolic point). Finally, the two remaining types are characterized by the fact that at a point there are elliptic, hyperbolic and parabolic paraboloids.
2.2. Classes of Surfaces. The classification of points enables us to distinguish six classes of smooth surfaces. Surfaces of the first three classes $M^{+}, M^{-}, M_{0}$ consist, respectively, of only elliptic, hyperbolic or parabolic points. Surfaces of class $M_{0}^{+}$consist only of elliptic and parabolic points, and surfaces of class $M_{0}^{-}$ consist only of hyperbolic and parabolic points. Finally, the class $M$ is formed by all smooth surfaces.

Surfaces of the class $M_{0}^{+}$are called normal surfaces of non-negative curvature, and surfaces of the classes $M_{0}^{-}$and $M^{-}$are called saddle surfaces and strictly saddle surfaces respectively.

Theorem 2.2.1 (S.Z. Shefel' (1970)). The class $M^{+}$in $E^{n}$ consists of locally convex sufaces each lying in some $E^{3} \subset E^{n}$. A complete surface of class $M^{+}$is a complete convex surface (the boundary of a convex body in $E^{3}$ ). Normal surfaces of non-negative curvature (of class $M_{0}^{+}$) are characterized by the fact that either every point of such a surface has a neighbourhood in the form of a convex surface or through this point there passes a rectilinear generator with its ends on the boundary of the surface, and the tangent plane along this rectilinear generator is stationary. A complete surface of class $M_{0}^{+}$is either a convex surface in $E^{3}$ or a cylinder in $E^{n}$.

[^1]

Fig. 1

The class $M_{0}$ consists of developable surfaces. The complete surfaces of this class are cylinders.

Saddle surfaces $F$ (the class $M_{0}^{-}$) can be characterized by the property that no hyperplane cuts out from $F$ a crust, that is, a region whose closure is compact and does not go out to the boundary of $F$.

Fig. 1 shows the case when a surface of class $M_{0}^{+}$in a neighbourhood of a point $p$ is neither locally convex nor developable ( $a b$ is a rectlinear generator). We should emphasize that, in contrast to the class $M^{+}$, surfaces of the class $M_{0}^{+}$, like all the subsequent classes, can be essentially $n$-dimensional for any $n>3$, that is, they do not lie in any proper subspace of $E^{n}$.

Thus, the theory of convex surfaces is, by necessity, the theory of surfaces in $E^{3}$, while surfaces of all the remaining classes are naturally regarded as surfaces in $E^{n}$ for all $n \geqslant 3$.

The reason for such an exceptional position of convex surfaces has a simple algebraic nature. Let $B$ be the second fundamental form of a surface $F$ at some point $p$. Consider a linear map $L$ of the normal space to $F$ at $p$ into $\mathbb{R}^{3}$ according to the following rule: we fix a basis in $T_{p} F$ and associate with each normal $v$ an ordered triple of numbers $(a, b, c)$, the coefficients of the quadratic form $B^{v}(X, X):=\langle B(X, X), v\rangle$, where $\langle$,$\rangle is the scalar product. The type of oscu-$ lating paraboloid corresponding to the normal $v$ (and vectors parallel to it) is determined by the sign of the discriminant $a c-b^{2}$. In particular, every direction for which the osculating paraboloid is elliptic is mapped inside the cone $a c-b^{2}>0$, Fig. 2. Therefore all osculating paraboloids can be elliptic or degenerate only if $q=\operatorname{dim}$ image $L \leqslant 1$. Similarly at a hyperbolic point, where there are no elliptic paraboloids, we certainly have $q=\operatorname{dim}$ image $L \leqslant 2$.

If $q=3$ at all points, then the immersion (surface) is said to be free. Surfaces consisting only of variable points form the closure of the set of free immersions in the corresponding topology. In the class of saddle surfaces it is natural to regard the situation of general position as that in which $q=2$ everywhere (the osculating space is four-dimensional), and in the class of convex surfaces $q=1$ (the osculating space is three-dimensional). For convex surfaces the condition $q=1$ (that is, $q \neq 0$ ) means that the Gaussian curvature does not vanish.


Fig. 2
2.3. Classes of Metrics. According to the sign of the Gaussian curvature it is natural to distinguish the following classes of two-dimensional Riemannian metrics: the classes $K^{+}, K^{-}, K_{0}$ of Riemannian metrics of positive, negative and zero curvature, the classes $K_{0}^{+}, K_{0}^{-}$of metrics of non-negative and non-positive curvature, and the class $K$ of all Riemannian metrics. The classes of surfaces and metrics marked with the same indices will be called corresponding.
2.4. G-Connectedness. Local properties of smooth surfaces and metrics usually reduce to conditions on the surface (or metric) at each point of it. As a rule, these conditions describe the behaviour of the surface (metric) in a neighbourhood of a point up to the second order of smallness. Henceforth a geometric property of a surface will be called local if it is a property of a point of the surface, and its fulfilment at some point $p$ of the surface $F$ implies its fulfilment at $p$ for any other surface that coincides with $F$ in a neighbourhood of $p$ up to infinitesimals of the sccond order.

For classes of surfaces and metrics distinguished on the basis of their local properties we shall distinguish $G$-connectedness in the small and $G$-connectedness in the large and correspondingly formulate two problems: in the small and in the large.

The class of surfaces $\mathscr{M}$ and the class of metrics $\mathscr{K}$ are said to be $G$-connected in the small if 1) the class of surfaces $\mathscr{M}$ coincides with the class of $G$-stable immersions of metrics of $\mathscr{K}, 2$ ) every metric of $\mathscr{K}$ admits a local immersion in the form of a surface of $\mathscr{A}$. The problem in the small consists in looking for classes of surfaces and metrics that are $G$-connected in the small.

The class $\tilde{\mathscr{M}}$ of complete surfaces and the class $\tilde{\mathscr{K}}$ of complete metrics are said to be $G$-connected in the large if 1) the class of surfaces $\tilde{\mathscr{M}}$ coincides with the class of $G$-stable immersions of metrics of $\tilde{\mathscr{K}}, 2$ ) every metric of $\tilde{\mathscr{K}}$ admits an immersion (in the large) in the form of a surface of $\tilde{\mathscr{M}}$. The problem in
the large consists in looking for classes of surfaces and metrics that are $G$ connected in the large.

In contrast to the problem in the small, here even in those cases when local properties are fundamental for the distinction of classes, we need to impose a priori conditions of non-local character on classes of complete surfaces and metrics that are $G$-connected in the large.

This is because the local conditions that distinguish classes of metrics and surfaces that arc $G$-conncetcd in the small may lead to topological restrictions that are different for surfaces and metrics. For example, on the projective plane there are metrics of positive curvature, but none of them admits affine stable immersions in $E^{n}$. Moreover, in the case of classes of surfaces and metrics defined by local conditions that are $G$-connected in the small there may exist non-local obstructions for $G$-stable isometric immersions that have not only topological but also mixed topological-metric character. Thus, on a sphere with three punctures there are complete Riemannian metrics of non-positive curvature that are immersible in $E^{3}$ and non-immersible as a saddle surface in any $E^{n}$; see 1.4 of Ch. 3.

In the case of complete metrics of positive curvature, and correspondingly complete convex surfaces, the only (purely topological) obstruction is nonconnectedness. The matter is simple in the case of zero curvature. However, finding all obstructions to immersibility of complete metrics of non-positive (negative) curvature in the form of complete saddle (strictly saddle) surfaces in at least one $E^{n}$ is a difficult problem. (The case of simply-connected surfaces is simpler; for them it may be that all obstructions are trivial; see 1.3 of Ch .3 and 4.3 of Ch. 4.)
2.5. Results and Conjectures. In this chapter a fundamental question is that of the correspondence of surfaces and metrics in the case of smooth surfaces ${ }^{4}$ and for the affine transformation group, as in the general case, it consists of the problem in the small and the problem in the large. The problem in the small for the classes $K^{+}, K^{-}, K_{0}, K$ has been solved completely; we have the following two theorems.

Theorem 2.5.1. The classes $M^{+}, M^{-}, M_{0}, M$ of smooth surfaces and the corresponding classes of metrics are pairwise affine connected in the small.

Theorem 2.5.2. If we restrict ourselves to those classes of smooth surfaces, each of which is defined by a local geometric property, then there are no pairs that are affine connected in the small other than those listed in Theorem 2.5.1 and possibly the pairs $K_{0}^{-}, M_{0}^{-}$.

Theorem 2.5.1 combines the following assertions
$1^{\circ}$. Each of the classes of surfaces mentioned above is affine-invariant.

[^2]$2^{\circ}$. The intrinsic metric of a surface of any of these classes belongs to the corresponding class of metrics.
$3^{\circ}$. An affine-stable immersion in $E^{n}$ of a metric of any class belongs to the corresponding class of surfaces.
$4^{\circ}$. Every metric of any of the classes admits a local immersion in the form of a surface of the corresponding class in $E^{n}$.

Assertions $1^{\circ}-3^{\circ}$ hold for all six classes. The first of them is obvious. The second follows from the many-dimensional generalization of Gauss's theorem. The third assertion is proved in S.Z. Shefel' (1970). The fourth assertion has been proved (see Pogorelov (1969), Poznyak and Shikin (1974)) only for the classes listed in the theorem.

Let us proceed to complete metrics and surfaces.
Theorem 2.5.3. The classes $\tilde{M}^{+}, \tilde{M}_{0}, \tilde{M}$ of smooth complete simply-connected surfaces and the corresponding classes of Riemannian metrics are affine connected in the large ${ }^{5}$.

Like Theorem 2.5.1, this theorem combines four assertions. The first three of them are the same as in Theorem 2.5.1, and are therefore proved. The fourth assertion is as follows: every complete simply-connected Riemannian manifold of any of the classes $\widetilde{K}^{+}, \widetilde{K}_{0}, \widetilde{K}$ admits an immersion in the form of a (complete) surface of the corresponding class. In the case of $\tilde{K}_{0}$ this is obvious. Also, every complete Riemannian metric of positive curvature, defined on a sphere or plane, admits an immersion in $E^{3}$ in the form of a smooth complete convex surface. This is the solution of Weyl's famous problem and its analogue for non-compact surfaces; for details see Ch. 2. Therefore in the case of the classes $\tilde{K}^{+}$and $\tilde{K}_{0}$ Theorem 2.5 .3 is true. It is also true for the class $\tilde{K}$ (even without the requirement of simply-connectedness) by a general theorem of Nash on isometric immersions (Nash (1956)).

Let us state the proposition that the classes $\tilde{K}^{-}$and $\tilde{M}^{-}$of smooth simplyconnected surfaces and metrics are affine-connected in the large. This proposition combines four parts, of which the first three are the same as in Theorems 2.5.1 and 2.5.3, and are automatically true. The fourth part can be stated as follows.

Conjecture $\mathbf{A}^{6}$. A complete simply-connected Riemannian metric of negative curvature admits an isometric immersion in some $E^{n}$ in the form of a saddle surface.

Together with Theorem 2.5.3, Conjecture A, when it is true, can be regarded as a generalization of Weyl's problem. In any case all the results about nonimmersibility, in the first place Hilbert's classical theorem and the well-known

[^3]more general theorem of Efimov (see $\S 1.1$ of Ch .3 ), do not contradict our conjecture, since here the class of immersions is restricted not by the dimension of the space but by a geometric property, the saddle form.

The class $\tilde{K}^{+}$of metrics and the corresponding class of surfaces do not form an affine connected pair. It is true that a complete simply-connected Riemannian manifold of non-negative curvature admits an immersion in $E^{3}$ in the form of a convex surface, but the smoothness of this surface may turn out to be substantially lower than the smoothness of the metric at the zeros of the curvature; see the example in 1.1 of Ch. 2. Such a lowering of the smoothness also takes place when considered locally; it is easy to verify this on the basis of an example from Pogorelov (1971). The authors do not have corresponding examples for the classes $K_{0}^{-}$and $\widetilde{K}_{0}^{-}$. We observe that in the case of analytic metrics and surfaces the classes ${ }^{a} K_{0}^{-}$and ${ }^{a} \widetilde{K}_{0}^{-}$of analytic metrics are affine connected in the small with the corresponding classes of surfaces; see Poznyak (1973).

The fact that not all the classes of surfaces under consideration are affine connected with the corresponding classes of metrics is probably stipulated by the eclectic character of these classes: they are distinguished simultaneously by geometric properties (convexity, saddie form, and so on) and the a priori requirement of smoothness. However, as we mentioned at the end of $\S 1$, smoothness is not an affine stable property in general; for details see $\S 5$ of Ch .4 . We can therefore hope that in the case of not necessarily smooth surfaces distinguished on the basis of just geometric properties there arise only classes that are affine connected with the corresponding classes of metrics; see $\S 3$ below.
2.6. The Conformal Group. Let us now dwell on the conformal group of transformations. At each point of any smooth surface either 1) all the osculating paraboloids are paraboloids of rotation or degenerate, or 2) by a conformal transformation we can arrange that the Gaussian curvature of the surface at this point takes any value. Hence it follows easily that apart from the class of all surfaces and the class of all metrics the only ones that are conformally connected in the small are the class of surfaces in $E^{3}$ locally congruent to a sphere or a plane, and the class of metrics of constant curvature.

If a group of diffeomorphisms that preserves the subgroup of similarities is not affine or conformal, then by the action of this group we can achieve any value of the Gaussian curvature at some point of the surface (G.S. Shefel' (1985)). Therefore all other groups distinguish only the class of all metrics and the class of all surfaces, and consideration of them from these positions is not meaningful.

The principle of correspondence between classes of surfaces and metrics distinguishes classes of surfaces and metrics that play a central role in the theory of surfaces and in Riemannian geometry, and this is one of the basic forms of connection between intrinsic and extrinsic geometry. Only metrics of constant negative curvature have not found their natural place in this scheme. It is possible that a similar approach in the case of a pseudo-Euclidean space could distinguish such metrics instead of metrics of constant positive curvature.

## § 3. Convex, Saddle and Developable Surfaces with No Smoothness Requirement

3.1. Classes of Non-Smooth Surfaces and Metrics. The classes of surfaces considered above, apart from the general class $M$, admit synthetic definitions (that is, purely geometric, not requiring any analytic apparatus). These definitions, but without any a priori assumption of smoothness, distinguish the wider classes $\mathscr{M}_{0}^{+}, \mathscr{M}_{0}^{-}, \mathscr{M}_{0}, \mathscr{M}^{+}, \mathscr{M}^{-}$of generally speaking non-regular surfaces Complete surfaces of the first three classes are complete convex surfaces, complete saddle surfaces, and cylinders.

These classes, apart from possibly non-simply-connected saddle surfaces, have the compactness property: if compact surfaces $F_{i}$, lying in $E^{n}$, of one of the classes have the same topology and their boundaries form a compact family, then we can pick out from them a convergent subsequence (it is a question of Fréchet convergence); see Aleksandrov (1939), G.S. Shefel' (1984). The classes $\mathscr{M}_{0}^{+}, \mathscr{M}_{0}^{-}, \mathscr{M}_{0}$ and the corresponding classes $\tilde{\mathscr{M}}_{0}^{+}, \tilde{\mathscr{M}}_{0}^{-}, \tilde{\mathscr{M}}_{0}$ are closed ${ }^{7}$ in the sense that a convergent subsequence of surfaces of one class converges to a surface of the same class. The classes $\mathscr{M}^{+}$and $\mathscr{M}^{-}$are not closed and in this connection they play a minor role.

What we have said here about surfaces can largely be repeated for metrics. The classes of Riemannian metrics considered above admit a simple synthetic description. The classes $K_{0}^{+}, K_{0}^{-}, K_{0}$ are characterized by the fact that the excess (that is, the difference between the sum of the angles and $\pi$ ) of any simplyconnected triangle of shortest curves is respectively non-negative, non-positive and equal to zero. (For the classes $K^{+}$and $K^{-}$we need to compare the excess with the area of the triangle.) Let us now give up the fact that the metric is Riemannian, that is, we shall consider a two-dimensional manifold with an intrinsic metric (given directly by distances, and not by means of a quadratic form). For precise definitions of a triangle, an angle, and other concepts in such a space, we refer the reader to Aleksandrov and Zalgaller (1962). Then, depending on the sign of the excesses of triangles, we distinguish five classes of generally speaking non-Riemannian metrics. These are the classes $\mathscr{K}_{0}^{+}, \mathscr{K}_{0}^{-}, \mathscr{K}_{0}$ of metrics of non-negative, non-positive and zero curvature (the last class consists merely of flat Riemannian metrics), and two more classes $\mathscr{K}^{+}, \mathscr{K}$ of metrics of strictly positive and strictly negative curvature. The classes $\mathscr{K}_{0}^{+}, \mathscr{K}_{0}^{-}, \mathscr{K}_{0}$ are closed, but $\mathscr{K}^{+}, \mathscr{K}^{-}$are not closed. Criteria for compactness of these classes are apparently not known.
3.2. Questions of Approximation. Another approach, which leads to nonregular surfaces and metrics, is as follows. We complete the classes $M_{0}^{+}, M_{0}^{-}, M_{0}$

[^4]by adjoining to them surfaces admitting an approximation (in the sense of Fréchet convergence) by smooth surfaces of the corresponding classes. We denote the new classes, closed with respect to. Fréchet convergence, by $\bar{M}_{0}^{+}, \bar{M}_{0}^{-}$, $\bar{M}_{0}$.

Similarly we complete the classes $K_{0}^{+}, K_{0}^{-}, K_{0}$ of Riemannian metrics by limiting elements. The new classes $\bar{K}_{0}^{+}, \bar{K}_{0}^{-}, \bar{K}_{0}$ consist of two-dimensional manifolds $M$ with intrinsic metrics $\rho$ that admit an approximation (in the sense of uniform convergence) by Riemannian metrics defined on $M$.

Along with approximation by smooth objects, we can consider the classes $\bar{P}_{0}^{+}$, $\bar{P}_{0}^{-}, \bar{P}_{0}$ of surfaces and classes $\bar{\Pi}_{0}^{+}, \bar{\Pi}_{0}^{-}, \bar{\Pi}_{0}$ of metrics that are the closures of the corresponding classes $P_{0}^{+}, P_{0}^{-}, P_{0}$ of polyhedra in $E^{n}$ and the classes $\Pi_{0}^{+}, \Pi_{0}^{-}, \Pi_{0}$ of polyhedral metrics.

The synthetic approach is more natural from the general geometrical point of view and enables us to use direct geometrical constructions. Approximation by smooth surfaces and smooth metrics promotes the use of analytical apparatus, and the consideration of polyhedra enables us to simplify the objects of consideration and construction. Hence the combination of the synthetic and approximative approaches has turned out to be very successful.

Let us compare the classes of surfaces and metrics obtained by these approaches. There is a conjecture that all three approaches lead to the same classes.

For metrics this has been completely proved; see Aleksandrov and Zalgaller (1962), Reshetnyak (1960b). It is easy to see that the classes of surfaces obtained approximatively are contained in the corresponding classes constructed synthetically. Hence the conjecture we have stated can be reformulated as follows.

Conjecture B. Each surface of the classes $\mathscr{M}_{0}^{+}, \mathscr{M}_{0}^{-}, \mathscr{M}_{0}$ can be approximated by smooth surfaces (or polyhedra) of the corresponding class.

For surfaces of classes $\mathscr{M}_{0}^{+}$and $\mathscr{M}_{0}^{-}$this has been proved in the most important cases (see Pogorelov (1956b), S.Z. Shefel' (1974), Aleksandrov (1948)); the methods used in these papers can probably be applied in the general case.

For saddle surfaces the question is still open, though for approximation by polyhedra a partial result was obtained in S.Z. Shefel' (1964). We need to bear in mind that although any smooth saddle surface in $E^{3}$ can be approximated by saddle polyhedra, the converse is not all obvious ${ }^{8}$. However, the question of the coincidence of $\bar{M}_{0}^{-}$and $\bar{P}_{0}^{-}$is now not so acute.

Along with questions of approximation of general convex and saddle surfaces by smooth surfaces or polyhedra of the corresponding class, we mention the question of approximation of a (smooth) saddle surface by smooth surfaces that are strictly saddle in the sense that all their osculating paraboloids are hyperbolic. Strictly speaking, the interesting case is $n>3$, which has apparently not

[^5]been solved even on the assumption that the Gaussian curvature of the surface is negative everywhere. For convex surfaces the possibility of a similar approximation is well known.
3.3. Results and Conjectures. Let us turn to the central question of this chapter about connections between classes of surfaces and metrics.

Conjecture C. The problem in the large (for the affine group) has the following solution.

The classes $\tilde{\mathscr{M}}_{0}^{+}, \tilde{\mathscr{M}}_{0}^{-}, \tilde{\mathscr{M}}_{0}$ of complete simply-connected surfaces and the classes $\tilde{\mathscr{K}}_{0}^{+}, \tilde{\mathscr{K}}_{0}^{-}, \tilde{\mathscr{K}}_{0}$ of complete simply-connected metrics are pairwise affine connected in the large.

A similar proposition can be stated about the problem in the small; from the viewpoint of the difficulties in the path of the solution it apparently differs little from the problem in the large.

For the classes $\tilde{\mathscr{M}}_{0}^{+}, \tilde{\mathscr{M}}_{0}$ of surfaces and the corresponding classes of metrics this conjecture has been completely proved. Since the proof is comparatively simple for complete developable surfaces and metrics of zero curvature, we dwell in more detail on the case of complete metrics of non-negative curvature. In this case the problem reduces to the proof of three assertions: 1 . With respect to its intrinsic geometry a convex surface is a manifold of non-negative curvature. 2. Every complete metric of non-negative curvature specified on a sphere or a plane is the metric of a complete convex surface. 3. An affine-stable immersion of a complete non-flat metric of non-negative curvature is a convex surface. The answer to the first two questions lies in the sources of non-regular geometry and forms the main content of a classic book of A.D. Aleksandrov (Aleksandrov (1948)). The third assertion was proved in S.Z. Shefel' (1970).

Let us turn to saddle surfaces. The question of the affine connectedness of the classes $\tilde{\mathscr{M}}_{0}^{-}$and $\tilde{\mathscr{K}}_{0}^{-}$reduces to two problems. Firstly, does a general saddle surface (of class $\tilde{\mathscr{M}}_{0}^{-}$) have an intrinsic metric of non-positive curvature? Here it would be sufficient to give a positive answer to the conjecture about approximation (even locally and in either the smooth or polyhedral version). Secondly, can every simply-connected manifold of non-positive curvature be isometrically mapped into some $E^{n}$ as a saddle surface? In contrast to the case of a smooth surface, this question has not been solved (and is hardly any simpler) even in the local formulation.

In conclusion, a few words about non-regular surfaces generally. Firstly, in the question we are considering of connections between natural classes of twodimensional surfaces and two-dimensional metrics, non-regular surfaces and metrics appear as objects of investigation having the same rights as smooth surfaces and metrics. Moreover, in the case when non-regular surfaces are considered along with smooth ones, the answers to the questions sound very simple. Secondly, the use of non-regular surfaces not only enables us to extend the methods of proof, but also leads to new formulations of the problems.

## §4. Surfaces and Metrics of Bounded Curvature

4.1. Manifolds of Bounded Curvature. Convex and saddle surfaces serve as examples of non-regular objects having, in view of their geometrical properties, intrinsic metrics that are not Riemannian but preserve the essential fcatures of the latter and can be regarded as generalizations of a Riemannian metric of non-positive or non-negative curvature. Since the natural formulations sometimes lead to non-regular surfaces other than convex and saddle surfaces, the need for further generalization of Riemannian geometry arises. Such a generalization consists of two-dimensional manifolds of negative curvature in the sense of Aleksandrov (see Aleksandrov and Zalgaller (1962)). The fact that this generalization is not only successful but apparently the only possible one is emphasized by the result that the three independent approaches, axiomatic, approximative and analytic, lead to the same generalization of a two-dimensional Riemannian space - a manifold of bounded curvature.

Let us recall the definition of a manifold of bounded curvature, referring the reader for the details to Aleksandrov (1950b), Aleksandrov and Zalgaller (1962). In a metric space with an intrinsic metric it is natural to define shortest curves and upper angles between curves. A two-dimensional manifold with an intrinsic metric $\rho$ is called a manifold of bounded curvature if for some neighbourhood $U_{p}$ of any point $p$ of it the sum of the positive excesses of pairwise non-overlapping triangles does not exceed a number $C<\infty$ that depends only on $U_{p}$. We understand a triangle as a domain homeomorphic to a disc bounded by three shortest curves with pairs of ends in common, and the excess of a triangle $T$ is the expression $\delta(T)=\alpha+\beta+\gamma-\pi$, where $\alpha, \beta, \gamma$ are the upper angles of the triangle. Triangles are assumed to be non-overlapping if their interiors are disjoint.

A characteristic property of manifolds of bounded curvature is the possibility of defining in them the concept of the curvature of a set. This is a locally finite completely additive Borel set function $\omega$ such that for any triangle $T$ satisfying the condition $\omega^{-}(\partial T)=0$ its value is equal to the excess of the triangle: $\omega(T)=\delta(T)$.

The necessity of the condition $\omega^{-}(\partial T)=0$ is illustrated in Fig. 3, which shows a cylinder with base in the form of a "concave" triangle $T ; \omega($ int $T)=0$, and the excess $\delta(T)$ is negative. We denote the class of manifolds of bounded curvature


Fig. 3
by $\mathscr{K}$. Two-dimensional Riemannian manifolds belong to $\mathscr{K}$, and the curvature $\omega(E)=\int_{E} K d S$, where $K$ is the Gaussian curvature and $d S$ is the element of area. Polyhedral metrics also belong to $\mathscr{K}$; in this case the curvature is concentrated on the discrete set of vertices and at each vertex it is equal to $2 \pi-\theta$, where $\theta$ is the total angle around the vertex.

A two-dimensional manifold with an intrinsic metric is a two-dimensional manifold of bounded curvature (that is, it belongs to the class $\mathscr{K}$ ) if and only if it admits an approximation (even if just locally) by polyhedral or Riemannian metrics whose positive curvatures are bounded in aggregate. (Here we have weak convergence of curvatures as set functions; see Aleksandrov and Zalgaller (1962).

Finally, the analytic approach is based on the application of generalized isothermal coordinates. The crux of the matter is that the metric of a manifold of bounded curvature can be specified by means of a (non-regular) line element $d s^{2}=\lambda\left(d u^{2}+d v^{2}\right)$, where $\ln \lambda(u, v)$ is the difference between two subharmonic functions. Conversely, the metric introduced in this way belongs to $\mathscr{K}$; see Reshetnyak (1960b).
4.2. Surfaces of Bounded Extrinsic Curvature. The question of which extrinsic geometrical properties can distinguish the class of surfaces corresponding to the intrinsic concept of the class of manifolds of bounded curvature has been discussed by a number of authors, but the character of the correspondence has not been clearly expressed. A number of classes of surfaces supporting metrics of class $\mathscr{K}$ have been suggested, and also some specific connections have been traced between extrinsic and intrinsic geometries; see Aleksandrov (1949), Aleksandrov (1950a), Bakel'man (1956), Borisov (1958-1960), Pogorelov (1956b), Reshetnyak (1956), Yu.D. Burago (1968b).

From the point of view of the criteria discussed above, so long as we understand a geometrical property as an invariant of the transformation group, this question is part of the general question of this chapter; it is formulated as follows. Is there a class of surfaces $G$-connected with the class $\mathscr{K}$ of metrics, and what kind is it? (Here the problems in the small and in the large hardly differ in essence.)

We begin with the affine group $G$; we discuss other possibilities below. We assume that the class of surfaces affine-connected with the class $\mathscr{K}$ of metrics is the class $\mathscr{M}$ of surfaces of bounded extrinsic positive curvature defined in this section. Let $q(v)$ be the number of points of a surface $F$ in $E^{n}$ at which the surface has locally strictly supporting hyperplanes with "outward" normal $v$. We put $\mu^{+}(F)=\int_{S^{n-1}} q(v) d \sigma_{v}$, where the integration is carried out over the unit sphere. To the class $\mathscr{M}$ we refer all surfaces with $\mu^{+}<\infty$ that locally have finite area; for the details see Ch. 4.

In contrast to the cases of convex and saddle surfaces the conjecture about affine connectedness in the large of the classes $\mathscr{K}$ and $\mathscr{M}$ may not depend on a priori topological or non-local topological-metric assumptions. The fact is that the conditions for a surface to be convex or saddle-shaped have the character of an equality: the extrinsic curvature is equal to the intrinsic, while the class $\mathscr{M}$ is
distinguished by an inequality, and for surfaces of this class, for example, the extrinsic positive curvature $\mu^{+}$may be unequal to (greater than) the positive part $\omega^{+}$of the curvature of the intrinsic metric.

In the scheme for confirming the last conjecture not much has been achieved so far. This is possibly because it has not proved possible to apply any developed apparatus to the solution of similar problems; in this connection any progress requires a new original construction; evidently the fact that up to now the main attention has been paid to immersions in $E^{3}$ has played a part. There are no publications on the possibility of immersing a metric of class $\mathscr{K}$ in the class $\mathscr{M}$. It is only known that any metric of class $\mathscr{K}$ can be realized on some surface; see Yu.D. Burago (1960), Yu.D. Burago (1970). The fact that a surface of class $\mathscr{M}$ has a metric of class $\mathscr{K}$ has been proved only under additional assumptions; see Yu.D. Burago (1968b).

In contrast to the previous considerations, in the case of manifolds of bounded curvature the affine transformation group is not the only possible one. It may be that the class of surfaces connected with $\mathscr{K}$ relative to the whole group of diffeomorphisms consists of surfaces of class $\mathscr{M}$ having finite integral mean curvature (understood in the well-known generalized sense; see 2.1 of Ch .4 ). The fact that a surface preserves a metric of class $\mathscr{K}$ under inversions if and only if its integral mean curvature is finite (S.Z. Shefel' (1970)) supports this conjecture; see 2.2 of Ch .4 .

To conclude this chapter we should like to dwell on two points. All the contents of the chapter testify to the fact that in the main question of connections between the theory of surfaces and the theory of Riemannian manifolds essentially only two specific problems remain unsolved; the question of an isometric immersion of a metric of negative curvature by a saddle surface, and the question of approximation of saddle surfaces.

The general questions considered here for two-dimensional surfaces also arise in the multidimensional case. Despite the differences and difficulties, the same ideas and concepts can apparently be used successfully in the general case. This has played a definite role in the choice of the character of the presentation on the basis of the ideas developed in S.Z. Shefel' (1970), S.Z. Shefel' (1978), S.Z. Shefel' (1979).

## Chapter 2 <br> Convex Surfaces

## § 1. Weyl's Problem

1.1. Statement of the Problem. In its original formulation, Weyl's problem is as follows. Suppose we are given a Riemannian metric of positive curvature on a sphere. Is there a convex surface (unique up to a motion) with this metric in

Euclidean space $E^{3}$ ? Recently this problem has been completely solved (both as to existence and as to uniqueness and smoothness).

Theorem 1.1.1. A $C^{l, \alpha}$-smooth $(l \geqslant 2,0<\alpha<1)$ two-dimensional Riemannian manifold of positive curvature, homeomorphic to a sphere, admits a (unique up to a motion) $C^{l, \alpha}$-smooth isometric immersion in $E^{3}$ as a convex surface. If the Riemannian metric is analytic, then the immersion is also analytic.

Here the condition that the curvature is strictly positive cannot be discarded, as the following example shows: the surface $z=\left(x^{2}+y^{2}\right)^{3 / 2}, x^{2}+y^{2} \leqslant 1$, can be completed to a closed convex surface that is $C^{\infty}$-smooth and has positive Gaussian curvature everywhere except at the origin 0 . The metric of the resulting surface is $C^{\infty}$-smooth (and even analytic in a neighbourhood of 0 ), but the surface is not even $C^{3}$-smooth at the point 0 . By Theorem 5.1.1 on uniqueness, this metric cannot be immersed in $E^{3}$ with greater smoothness ${ }^{1}$.

Two approaches to the proof of this theorem are known. In one of them the original problem is reduced to the question of the solubility of a non-linear partial differential equation of Monge-Ampère type (the so-called Darboux equation $)^{2}$. The solubility of the latter has been proved in the standard way, by continuation with respect to the parameter, but it has not been possible to prove Theorem 1.1.1 in this way merely by the methods of the theory of equations: the decisive step - obtaining a priori estimates - makes essential use of geometrical considerations. Below we dwell in a little more detail on the basic steps of this approach.

In the other approach Theorem 1.1.1 is obtained as a consequence of two fundamental results, Theorem 2.2.2 of A.D. Aleksandrov about the existence of a convex surface with any metric of non-negative curvaturc defined on the sphere, and Theorem 3.1.1 of Pogorelov on the smoothness of a convex surface with Riemannian intrinsic metric of positive curvature. We should emphasize that in the first theorem the metric may not be Riemannian, and the second theorem has a local character - completeness of the surface is not assumed.

Such a method, in which we first prove the existence of a generalized solution, and then establish its smoothncss, is widely used in the theory of equations. However, historically one of its main sources has consisted of problems of the existence of convex surfaces with preassigned properties, principally the problems of Minkowski (see 7.2 below) and Weyl; see Aleksandrov and Pogorelov (1963)

[^6]1.2. Historical Remarks. Weyl (Weyl (1916)) formulated the analytic case of Theorem 1.1.1, suggested a method of solution, and realized it in the case of analytic metrics sufficiently close to the metric of a sphere. A complete solution, under assumptions of analyticity, was obtained only after 20 years by Lewy; see Lewy (1938). As essentially new step was taken by A.D. Aleksandrov; see $\S 2$. From his results it followed in particular that every Riemannian metric of positive curvature on a sphere can be "realized" as the intrinsic metric of a convex surface, a priori not necessarily smooth - a "generalized solution". The complete solution of the problem (for classes of smoothness $C^{k}$ ) was obtained independently and almost at the same time by Nirenberg (Nirenberg (1953)) and Pogorelov (Pogorelov (1949b), Pogorelov (1949c)). Nirenberg's proof followed the first of the approaches we have mentioned, and Pogorelov's proof followed the second. Thus, in Pogorelov's works not only is a solution of Weyl's problem given, but an independent result of fundamental character is obtained - the smoothness theorem (see §3).

Pogorelov's proof of the theorem on smoothness relies on a theorem about the uniqueness of a convex surface with given metric. This theorem is very difficult, but for the theorem on smoothness a special case of it is sufficient: the uniqueness of a convex cap with regular metric. In this case uniqueness is proved much more easily; see Pogorelov (1969). A proof of the theorem on smoothness, independent of the uniqueness theorm, was obtained much later in Nikolaev and Shefel' (1982), Nikolaev and Shefel' (1985). Originally the proofs of Nirenberg and Pogorelov required increased smoothness assumptions. Later in a number of papers these assumptions were weakened; see Heinz (1959), Heinz (1962), Pogorelov (1969). For Hölder classes the solution in the form of Theorem 1.1.1 was obtained in Sabitov (1976).

As for the uniqueness of a closed convex surface with a given metric, here the first result was Cauchy's theorem about the non-bendability of a convex closed polyhedron. Liebmann and Minkowski in 1899 proved that a sphere is not bendable, and later Liebmann proved the impossibility of a continuous bending of a closed convex surface. The theorem about the uniqueness of a closed convex surface with a given metric was first proved by Cohn-Vossen, originally for piecewise-analytic surfaces, and then for $C^{3}$-smooth surfaces of positive curvature. His proof was based on an estimate of the sum of the indices of singular points of a specially constructed vector field. A simpler proof of the uniqueness theorem, based on an integral formula, was proposed by Herglotz (Herglotz (1943)) and completed by a number of authors; it was possible to lower the smoothness requirements to $C^{1,1}$ (a result of Aleksandrov in Efimov (1948). For general convex surfaces without any smoothncss assumptions the uniqueness theorem was proved by Pogorelov; for more details see $\S 5$. As well as this, Olovyanishnikov and Pogorelov completely investigated bendings of complete infinite convex surfaces, see $\S 6$.
1.3. Outline of One of the Proofs. Let us dwell in detail on the basic steps of the first approach to Weyl's problem. The set of $C^{l, \alpha}$-smooth Riemannian met-
rics on a sphere forms a topological space (with the weak topology induced by $C^{0}$-smoothncss). To prove the existence theorem it is sufficient to establish that the set of $C^{l, \alpha}$-smoothly immersible metrics of this space is (a) open, (b) closed, and (c) connected. This approach, which goes back to the research of S.N. Bernstein, was proposed by Weyl (Weyl (1916)); at present it is one of the basic methods in the theory of partial differential equations.

The main difficulty in the proof of Theorem 1.1.1, as usual, is part (b); in the theory of equations it is justified by means of so-called a priori estimates; in the given case the well-known ways of obtaining them require geometrical arguments.

Parts (a) and (c) were essentially proved by Weyl. Part (c) can be verified by means of Koebe's uniformization theorem (see Ahlfors and Sario (1960)), which asserts that every Riemannian metric $d s^{2}$ on a sphere $S^{2}$ is conformally equivalent to the standard metric $d s_{0}^{2}$ of constant curvature 1 , that is, it can be represented in the form $d s^{2}=e^{\varphi} d s_{0}^{2}$. In our case $\varphi \in C^{l, \alpha}$. A simple calculation shows that all metrics $d s_{t}^{2}=e^{t \varphi} d s_{0}^{2}, 0 \leqslant t \leqslant 1$, have positive curvature.

Assertion (a) is a consequence of a suitable inverse function theorem. To make this clearer, let us reformulate our question in the language of differential equations. It is well know that Theorem 1.1.1 reduces to the question of the solubility of the Darboux equation mentioned above. This is a second-order equation of Monge-Ampère type. It can be obtained as follows.

Suppose that in $E^{3}$ we have introduced polar coordinates $r, \varphi, \theta$, and that the equations $r=r(w), \varphi=\varphi(w), \theta=\theta(w)$, where $w \in S^{2}$, specify a surface with metric $d s^{2}$. It is not difficult to see (see Kagan (1947-1948), for example) that if we know the function $r(w)$, then from it and $d s^{2}$ the remaining functions $\varphi(w)$ and $\theta(w)$ can be found uniquely up to a motion on the sphere. In turn, the function $r(w)$ must satisfy the Darboux equation, which we obtain if we observe that $\left(1 / r^{2}\right)\left(d s^{2}-d r^{2}\right)$ is the metric of the unit sphere, and equate the Gaussian curvature of this metric to one. The converse is also true: if $r(w)$ is a solution of the Darboux equation, and $\varphi(w), \theta(w)$ are found from $r(w)$, as we mentioned above, then such functions specify a surface with metric $d s^{2}$.

If we put $\rho=\frac{1}{2} r^{2}$ and make certain transformations, the Darboux equation reduces to the form

$$
\begin{equation*}
\left(E G-F^{2}\right)^{-1}\left(\rho_{11} \rho_{22}-\rho_{12}^{2}\right)-\Lambda \rho+K\left(|\operatorname{grad} \rho|^{2}-2 \rho\right)+1=0 \tag{1}
\end{equation*}
$$

Here $K$ is the Gaussian curvature of the original metric $d s^{2}=E d u^{2}+2 F d u d v+$ $G d v^{2}, \rho_{i j}$ are the second covariant derivatives of $\rho$, and $\Delta$ and grad are respectively the Laplace operator and the gradient with respect to the metric $d s^{2}$. Thus the problem of isometric immersion has reduced to the question of the solubility of equation (1). Now part (a) - the openness of the set of immersible metrics - is obtained by applying the inverse function theorem to equation (1). Of course, this needs preparatory investigation of the linearized equation. There is a detailed account of these questions in Nirenberg (1953).

To prove part (b), and thereby complete the proof of the theorem, it would be sufficient to have a priori estimates of the solution of (1) in the norm $C^{l, \alpha}$ in terms
of suitable norms of its coefficients. Such estimates are still not known ${ }^{3}$, but a simple method enables us to prove that the set of $C^{l, \alpha}$ immersible metrics is closed, using well-known (Heinz (1959), Nikalaev and Shefel' (1985)) estimates for the simpler equation

$$
z_{u u} z_{v v}-z_{u v}^{2}=\left(1+z_{u}^{2}+z_{v}^{2}\right) K(u, v) .
$$

In fact, we shall assume for simplicity that an atlas of finitely many charts is fixed on the sphere and the metrics are specified by quadratic forms of class $C^{l, \alpha}$ in the corresponding local coordinates. Suppose that the $C^{l, \alpha}$-smooth metrics $\rho_{i}$ are the intrinsic metrics of $C^{l, \alpha}$-smooth convex surfaces $F_{i}$ in $E^{3}$ and converge in $C^{l, \alpha}$ to some metric $\rho$. Then the Gaussian curvatures $K_{i}$ of the metrics $\rho_{i}$ are uniformly bounded, $0<a^{2} \leqslant K(u, v) \leqslant b^{2}<\infty$, and by Bonnct's classical theorem there are numbers $0<r<R<\infty$ such that every surface $F_{i}$ contains a ball of radius $r$ and is contained in a ball of radius $R$. We may assume that these balls have a common centre $Q$. Let $r=r_{i}(\varphi, 0)$ be the equations of the surfaces $F_{i}$ in polar coordinates with centre $O$. It follows easily from Sabitov and Shefel' (1976) that the Gaussian curvatures of the surfaces $F_{i}$, as functions of the parameters $\varphi$, $\theta$, belong to $C^{I-2, \alpha}$, and the functions $r_{i}$ that specify the $F_{i}$ belong to $C^{l, \alpha}$, and their $C^{l, \alpha}$-norms are uniformly bounded. Thus there is a subsequence of surfaces $F_{i}$ converging in $C^{l, \alpha}$ to some convex surface that is a $C^{l, \alpha}$-smooth immersion of the metric $\rho$.

## §2. The Intrinsic Geometry of Convex Surfaces. The Generalized Weyl Problem

It is well known from differential geometry that a sufficiently smooth convex surface is a Riemannian manifold of non-negative Gaussian curvature with respect to its intrinsic geometry; if the surface is strictly convex (in the special sense that at each point of it the osculating paraboloid is non-degenerate), then it supports a Riemannian metric of positive Gaussian curvature. By Theorem 1.1.1 positivity of the Gaussian curvature of a Riemannian metric defined on the sphere is a necessary and sufficient condition that this metric is the intrinsic metric of some (sufficiently smooth) strictly convex surface. Since convexity is a natural geometrical requirement, by its nature not connected with a smoothness assumption, Aleksandrov considered the following problem: to characterize the intrinsic metrics of general convex surfaces. To this end he constructed a generalization of the concept of a Riemannian manifold of non-negative curvature to the case of non-smooth metrics.

[^7]2.1. Manifolds of Non-Negative Curvature in the Sense of Aleksandrov. Let $M$ be a two-dimensional manifold with an intrinsic metric, that is, a metric space satisfying two conditions: 1) every point of it has a neighbourhood homeomorphic to a two-dimensional disc; 2) the distance between any two points of $M$ is equal to the greatest lower bound of the lengths of curves joining these points. The metric space $M$ is locally compact, so any two sufficiently close points of it can be joined by a shortest curve. If $\sigma_{1}, \sigma_{2}$ are curves in $M$ with common origin $p$, then the upper angle $\bar{\alpha}$ between them is defined as follows. Suppose that $x \in \sigma_{1}$, $y \in \sigma_{2}$, and that $\gamma(x, y)$ is the angle at the vertex corresponding to $p$ of the flat triangle with sides respectively equal to the sides of the triangle $p x y$. Then
$$
\bar{\alpha}:=\varlimsup_{x, y \rightarrow p} \gamma(x, y) .
$$

As we mentioned above, the excess $\delta(T)$ of a triangle $T$ is the difference between the sum of its upper angles and $\pi$. A two-dimensional manifold $M$ with an intrinsic metric is called a manifold of non-negative curvature if 1 ) the excess of every (sufficiently small) triangle is non-negative; 2) every point $x \in M$ has a neighbourhood $G$ with compact closure such that the sum of the excesses of any set of pairwise non-overlapping ${ }^{4}$ triangles contained in $G$ is bounded by some constant $C(G)<\infty$.

Remark 1. Condition 2) cannot be discarded, as the example of the Minkowski plane shows. However, we can give it up if instead of the upper angle we use the so-called lower angle, defined not as $\lim _{x, y \rightarrow p} \gamma(x, y)$, but in a much more complicated way. Originally the construction of the theory of manifolds of non-negative curvature in Aleksandrov (1948) relied on the concept of lower angle; the approach in terms of the upper angle was developed in Aleksandrov and Zalgaller (1962).

A polyhedral metric is a metric of non-negative curvature if and only if the total angle around each vertex (that is, the sum of the angles of the triangles of the triangulation adjoining this vertex) is not greater than $2 \pi$.

Theorem 2.2.1 (Aleksandrov (1948)). A convex surface is a manifold of nonnegative curvature with respect to its intrinsic geometry.

This theorem is a consequence of three facts. 1) A convex polyhedron has an intrinsic metric of non-negative curvature. 2) If convex polyhedra converge to a convex surface $F$, then their intrinsic metrics converge to the intrinsic metric of $F$. 3) If a two-dimensional manifold with an intrinsic metric admits an approximation by polyhedral metrics of non-negative curvature, then it is itself a manifold of non-negative curvature.

The first two assertions are quite simple. In the proof of the third assertion an important role is played by the following condition for convexity of a metric: for

[^8]any two shortest curves $\sigma_{1}, \sigma_{2}$ with common origin $p$ and points $x \in \sigma_{1}, y \in \sigma_{2}$, $y^{\prime} \in \sigma_{2}$ such that $y$ lies on $\sigma_{2}$ between $p$ and $y^{\prime}$, we have $\gamma\left(x, y^{\prime}\right) \leqslant \gamma(x, y)$, that is, the angle $\gamma$ does not increase as the points $x$ and $y$ move away from $p$. For the proof it is essential that the convexity condition easily implies that the curvature of the metric is non-negative (in fact, these conditions are equivalent, but to prove this is not trivial); on the other hand, we can verify that convex polyhedra satisfy the convexity condition. Now part 3 (and with it Theorem 2.2.1 also) follows from the fact that the convexity condition is easily verified in the case of a polyhedral metric of non-negative curvature and, like the property in the large, it is preserved on transition to the limit.

### 2.2. Solution of the Generalized Weyl Problem

Theorem 2.2.2 (Aleksandrov (1948)). Every two-dimensional manifold of nonnegative curvature homeomorphic to the sphere is isometric to some convex surface.

It is understood that among convex surfaces we include surfaces that degenerate into a doubly covered convex domain in the plane, for example, two flat discs placed one on top of the other and glued along the boundary.

Theorems 2.2.1 and 2.2.2 establish a one-to-one correspondence between the class of metrics of non-negative curvature defined on the sphere and the class of all closed convex surfaces. It is essential that these classes are distinguished on the basis of simple and natural geometrical criteria, and in the proofs, instead of using the theory of partial differential equations, we use direct geometrical methods.

Theorem 2.2.2 of Aleksandrov differs fundamentally from Theorem 1.1.1 in two respects: firstly, as a criterion for the "regularity" of an immersion we take not its degree of smoothness, but a geometrical property - convexity. Secondly, the problem is considered for the widest class of objects. Such a widening of the class made it possible, in particular, to include in it convex polyhedra, which are a convenient instrument in the proof.

The proofs of Theorem 2.2.2 proposed by Aleksandrov in general outline consist in the following. By approximating an arbitrary metric of non-negative curvature by polyhedra the general case is reduced to the analogous theorem for polyhedra. This is proved by means of one of the modifications of the method of continuation with respect to the parameter. Since both polyhedral metrics and also polyhedra in $E^{3}$ with a fixed number of vertices can be regarded as elements of a finite-dimensional space, the closedness of the set of realizable metrics becomes almost obvious, and the centre of gravity of the difficulties (in contrast to the situation in the theory of equations) is transferred to the openness of this set. Here we make essential use of Cauchy's theorem on the uniqueness of a convex manifold with a given metric, or a rigidity theorem that replaces it.
2.3. The Gluing Theorem. Consider domains $G_{1}, \ldots, G_{m}$ in a manifold $M$ of non-negative curvature, having compact closures and each bounded by finitely
many rectifiable curves. Suppose also that each boundary curve is divided by finitely many points (vertices) into parts (we shall call them sides). Suppose that each domain $G_{i}$ is chosen from the manifold $M$, that is, $G_{i}$ is considered with the metric induced by the inclusion $G_{i} G M$, and that the boundaries of the domains $G_{i}$ are glued to each other by identifying the sides in pairs in such a way that the gluing maps are isometries, and as a result we obtain a two-dimensional manifold. It is natural to define an intrinsic metric in this manifold $Q$.

Theorem 2.3.1 (Aleksandrov (1948)). In order that the manifold $Q$ constructed above should be a manifold of non-negative curvature it is necessary and sufficient that the following two conditions should be satisfied:

1) The sum of the turns ${ }^{5}$ of any two identifiable parts of the sides is nonnegative.
2) The sum of the angles of the domains $G_{i}$ that meet at one vertex does not exceed $2 \pi$.

One of the main methods of investigating bendings of convex surfaces is based on the combined application of Theorem 2.2.2 on immersibility and Theorem 2.3.1 on gluing. Together with the smoothness theorems (see §3) it has become a method of differential geometry that is very effective both in problems of the existence of local isometric immersions and in questions of bending of surfaces (see 4.5). The details can be found in Pogorelov (1969).

## §3. Smoothness of Convex Surfaces

3.1. Smoothness of Convex Immersions. Convex surfaces with an intrinsic metric of positive Gaussian curvature have the remarkable property that the smoothness of their intrinsic metric implies the smoothness of the surface itself. The first research in this direction was done by Aleksandrov, who proved that a convex surface with bounded positive specific curvature ${ }^{6}$ is $C^{1}$-smooth.

Further progress was made, mainly by Pogorelov. The following theorem contains his basic result with some improvements due to Sabitov (Sabitov (1976)).

[^9]Theorem 3.1.1 (Pogorelov (1969), Sabitov (1976)). A convex surface with $C^{l, \alpha}-$ smooth metric, $l \geqslant 2,0<\alpha<1$, and positive Gaussian curvature is $C^{l, \alpha}$-smooth ${ }^{7}$. If the metric is analytic, then the surface is also analytic.

We should emphasize that this theorem has a local character, that is, it holds for any domain on a convex surface. The assertion of the theorem is best possible: the intrinsic metric of a $C^{l, \alpha}$-smooth surface is $C^{l, \alpha}$-smooth (Sabitov and Shefel' (1976)). The condition that the curvature is positive cannot be dropped, as the example of the surface $z=\left(x^{2}+y^{2}\right)^{3 / 2}$ shows; compare with the example of 1.1.
3.2. The Advantage of Isothermal Coordinates. As we know, every twodimensional manifold of bounded (in particular, non-negative) curvature admits an atlas of isothermal coordinates, which defines a canonical analytic structure on it (see Reshetnyak (1959)). In these coordinates the metric has maximal smoothness, that is, if in some coordinates the components of the metric tensor have smoothness $C^{l, \alpha}$, then they have at least this smoothness in isothermal coordinates, and so its Gaussian curvature is a $C^{l-2, \alpha}$-smooth function of the isothermal coordinates. The converse is also true: if the curvature is $C^{t-2, \alpha_{-}}$ smooth with respect to isothermal coordinates, then the metric is $C^{l, \alpha}$-smooth; see S.Z. Shefel' (1970). Hence Theorem 3.1.1 is equivalent to the following assertion: a convex surface with $C^{l-2, \alpha}$-smooth positive Gaussian curvature is $C^{l, \alpha}$-smooth. If the curvature is analytic, then the surface is also analytic.

We mentioned above that Theorem 3.1.1 is local; in fact, even its "point" version holds.

Definition. A function $f$ defined in a domain $\Omega \subset \mathbb{R}^{n}$ has an approximative differential of order $(l, \alpha)$ at a point $x_{0}$ if there is a polynomial $P_{l}(x)$ of degree $l$ such that

$$
\left|f(x)-P_{l}(x)\right| \leqslant C\left|x-x_{0}\right|^{l+\alpha}
$$

Theorem 3.2.1 (Nikolaev and Shefel' (1985)). If the Gaussian curvature of a convex surface $F$, regarded as a function of the isothermal coordinates, is positive at some point $p$ and has an approximative differential of order $(l-2, \alpha), l \geqslant 2$, $0<\alpha<1$, then close to $p$ the surface $F$ is the graph of a function that has an approximative differential of order $(l, \alpha)$ at $p$.

Since a function that has an approximative differential of order $(l, \alpha)$ everywhere is $C^{l, \alpha}$-smooth, Theorem 3.1.1 follows from Theorem 3.2.1.

Theorem 3.2.2 (Nikolaev and Shefel' (1985)). If the specific curvature of a convex surface $F$ satisfies the inequalities

$$
0<a \leqslant \omega(E) / S(E) \leqslant C<\infty
$$

[^10]then $F$ is $C^{1, \alpha}$-smooth, where $\alpha$ depends on $a$ and $C, 0<\alpha<1$, and $\alpha \rightarrow 1$ as $a / C \rightarrow 1$. This result covers the assertion mentioned in the footnote to Theorem 3.1.1.
3.3. Consequences of the Smoothness Theorems. As we have already mentioned, from Theorems 2.2.2 and 3.1.1 (or 3.2.1, 3.2.2 instead of 3.1.1) there follows a solution of Weyl's problem in the form stated in Theorem 1.1.1.

The next theorem can serve as a typical example of the application of the assertions under consideration.

Theorem 3.2.3. Every point $p$ of a two-dimensional $C^{l, \alpha}$-smooth $(l \geqslant 2$, $0<\alpha<1$ ) Riemannian manifold of positive curvature has a neighbourhood that admits a $C^{l, \alpha}$-smooth isometric embedding in $E^{3}$.

In fact, by Theorem 2.3.1 on gluing it is not difficult to complement some neighbourhood of $p$ to a (possibly not smooth) manifold of negative curvature, homeomorphic to a sphere. By Theorem 2.2.2 the latter is isometric to a convex surface. The domain on the surface corresponding to the chosen neighbourhood of $p$ is a $C^{l, \alpha}$-smooth surface, by Theorem 3.1.1.

## §4. Bendings of Convex Surfaces

4.1. Basic Concepts. Let $\mathscr{M}$ be a class of surfaces. We say that a surface $F \in \mathscr{M}$ is uniquely determined by its metric (in the class $\mathscr{M}$ ) if every surface $F^{\prime} \in \mathscr{M}$ isometric to $F$ is congruent to $F$. Here surfaces are assumed to be congruent if we can make them coincide by a motion, possibly including a reflection.

A bending of a surface $F$ is a continuous family $F_{t}$ of surfaces isometric to it, where $F_{0}=F$. If not all the $F_{t}$ are congruent to $F$, the bending is said to be non-trivial, and the surface $F$ is bendable. If all the surfaces $F_{t}$ belong to some smoothness class, we talk about a bending in this smoothness class. A bending is said to be smooth (analytic) if surfaces of the family $F_{t}$ depend smoothly (respectively, analytically) on $t$. These two properties are independent of one another, so for example it makes sense to talk about an analytic (with respect to the parameter) bending in the class of general convex surfaces.

Remark. In a number of books and articles (see Pogorelov (1969), for example) a different terminology is used; what we have called a bending they call a continuous bending, and they call any isometry simply a bending. Then unique determination implies the absence of non-trivial bendings (other than a congruence).

Suppose that a surface $F$ is specified by a vector-function $r(x)$; consider the family of surfaces $F_{t}$ specified by the equation $r(t, x)=r(x)+t \rho(x)$, where $\rho$ is a continuous vector-function. To a curve $\gamma$ in the domain of the parameters there corresponds on each surface $F_{t}$ a curve $\gamma_{t}:(r+t \rho) \circ \gamma$. Let $s(t)$ denote the length of $\gamma_{t}$. A homotopy $F_{t}, 0 \leqslant t \leqslant \varepsilon$, is called an infinitesimal bending of a surface if
for any rectifiable curve $\gamma$ we have $\left.\frac{d s}{d t}\right|_{t=0}=0$, that is, if the lengths of all curves are stationary when $t=0$. The corresponding vector field $\rho$ is called the bending field. The order of smoothness of an infinitesimal bending is defined as the order of smoothness of the field $\rho$. An infinitesimal bending is taken as trivial if $\rho$ is the velocity field for some motion of the surface $F$ as a rigid body, that is, $\rho(x)=$ $a+b \times r(x)$ for some (constant) vectors $a, b$; here the $\times$ sign denotes the vector product. In this case the bending field $\rho$ is also said to be trivial.

In cases when it is a question of bendings and infinitesimal bendings simultaneously, in order to emphasize the difference we shall call the first ones finite bendings.

A surface that does not admit non-trivial infinitesimal bendings is said to be rigid. The concept of rigidity of a surface is the mathematical expression of the idea of stability of the construction. In this connection the theory of infinitesimal bendings has numerous applications in mechanics, in the first place in the theory of thin shells; see Vekua (1959), Vekua (1982), Rozendorn (1989).

Let $F$ be a smooth surface with parametrization $r(u, v)$. A smooth vector field $\rho(u, v)$ is a bending field for $F$ if and only if it satisfies the system of equations

$$
\begin{equation*}
r_{u} \rho_{u}=0, \quad r_{v} \rho_{v}=0, \quad r_{u} \rho_{v}+r_{v} \rho_{u}=0 \tag{2}
\end{equation*}
$$

or in differentials $d r d \rho=0$.
Generally speaking, it is also allowable to consider non-smooth bending fields. In the case of a convex surface, even one not subject to any smoothness conditions, a bending field is necessarily locally Lipschitz. In addition, if a locally Lipschitz field $\rho$ satisfies (2) almost everywhere, then it is a bending field for a convex surface $F$ with parametrization $r(u, v)$; see Aleksandrov (1942). We recall that a convex surface is Lipschitz everywhere, moreover, the second differential for it exists almost everywhere; see Aleksandrov (1939).

Along with infinitesimal bendings (of the first order) infinitesimal bendings of higher orders have been studied; however, we shall not dwell on this question, referring the reader to the survey Efimov (1949), and to Part III of the present book.
4.2. Smoothness of Bendings. From Theorem 3.1.1 it obviously follows that if a surface $F$ is $C^{l, \alpha}$-smooth, $l \geqslant 2,0<\alpha<1$, (or analytic), and has positive Gaussian curvature, then every convex surface isometric to it is also $C^{l, \alpha}$-smooth (analytic); in particular, every bending of $F$ in the class of convex surfaces is a bending in the class of $C^{l, \alpha}$-smooth (analytic) surfaces. A similar assertion holds also for infinitesimal bendings: the bending field of a $C^{l, \alpha}$-smooth (analytic) convex surface with positive curvature is $C^{l, \alpha}$-smooth (analytic); see Pogorelov (1969).
4.3. The Existence of Bendings. It is usual to distinguish the following three basic questions.
(1) For a given surface $F$ of a certain class (in our case, convex) is there a surface of this class that is isometric to it but not congruent to it?
(2) In the class under consideration, are there continuous bendings of the surface $F$ ?
(3) Are there infinitesimal bendings of the surface $F$ ?

These three questions are independent; the connection between them will be discussed in the next section.

Considered locally, that is, when it is a question of a sufficiently small (without stating the dimensions) neighbourhood of a fixed point $p$ on a smooth surface, these questions can be solved comparatively easily and positively so long as the curvature $K(p)$ of the surface at the point $p$ is not equal to zero - it is positive in the case of interest to us. (However, there are analytic surfaces that do not admit continuous bendings in any neighbourhood of a flat point; this is a non-trivial result of Efimov (1949), see Part III of the present book.)

All three problems reduce to questions about solutions in the small for differential equations and can be solved on the basis of general theorems. For the first two problems this is the Darboux equation (elliptic if $K(p)>0$ and hyperbolic if $K(p)<0)$. For infinitesimal bendings this is a linear equation of the second order.

In the case of complete convex surfaces the solution of these equations consists of fundamental results in the theory of convex surfaces (basically these are theorems about the absence of bendings). They will be presented below in $\S 55-6$. Here we dwell on compact convex surfaces with non-empty boundary and with total curvature less than $4 \pi$. The restriction on the curvature is causcd by the fact that in this case the first two questions are easily solved by a simple but elegant application of Aleksandrov's gluing theorem.

In fact, let us consider the convex hull of the surface $F$. Its boundary is a closed convex surface consisting of $F$ and a developable surface $Q$. We shall consider $F$ and $Q$ from the viewpoint of their intrinsic metric (for $Q$ it is locally Euclidean). Since the total curvature of $F$ is less than $4 \pi$, we can choose instead of $Q$ a different locally Euclidean domain $Q^{\prime}$ so that, as before, the conditions of the gluing theorem are satisfied for $F$ and $Q^{\prime}$. By Theorem 2.2 .2 there is a convex surface in $E^{3}$ isometric to $F \cup Q^{\prime}$. It is not difficult to see that the part $F^{\prime}$ of this surface corresponding to $F$ is not congruent to $F$. If instead of $Q^{\prime}$ we construct a family of "subgluings" $Q_{t}$ that depend continuously on $t$, then as before we obtain a family of surfaces $F_{t}$ isometric to $F$. By Theorem 5.1.1 (see below) this family is continuous with respect to $t$.

A complete answer to the third question is apparently still not known, but sufficiently smooth surfaces, homeomorphic to a closed disc, with strictly positive curvature (less than $4 \pi$ ) are always non-rigid. This follows, for example, from the previous work and 4.4. Concerning the existence of infinitesimal bendings of gencral (non-smooth) convex surfaces, the following result is known.

Theorem 4.3.1 (Pogorelov (1969)). If $F$ is the graph of a function over a strictly convex domain $\Omega \subset \mathbb{R}^{2}$ and does not have "vertical" planes of support,
then it admits infinitesimal bendings with great arbitrariness. Namely, for any Lipschitz function $f$, defined on $\partial \Omega$, there is a bending field whose vertical component on $\partial \Omega$ coincides with $f$. If $F$ does not contain flat domains, the bending field is unique.

Vekua in his monograph Vekua (1959) developed another method for investigating infinitesimal bendings of convex surfaces. This method is connected with the reduction of the original problem to a system of linear partial differential equations of special form. For the investigation of such systems Vekua developed a theory of so-called generalized analytic functions. This approach enabled him to study by a purely analytic method the possible infinitesimal bendings of convex surfaces for different methods of fixing the boundary of the surface.

Further development of Vekua's method proceeded in two directions. Firstly, Sabitov, Fomenko and his students, and a number of other mathematicians investigated various boundary-value problems in the theory of infinitesimal bendings. For a more detailed account, see Part III of the present book.

Another direction was that of applying Vekua's methods to non-linear systems that describe finite bendings. The first results of this kind were obtained by Fomenko; see Fomenko (1964), Fomenko (1965). Although these papers contained an error, noticed later by Klimentov, they clearly stimulated further research into non-linear systems of elliptic type that describe finite bendings of surfaces of positive curvature. (It should not be thought that such systems reduce to one second-order equation of elliptic type!) More complete results (partially formulated below) here are due to Klimentov, see Klimentov (1982), Klimentov (1948); they were achieved by introducing new approaches to Vekua's theory, connected with wide use of the methods of functional analysis and the theory of infinite-dimensional manifolds.

The conditions for applicability of Vekua's methods are not to do with the surface being convex, but with its Gaussian curvature being positive. For infinitesimal bendings this leads only to an extension of the class of objects under consideration. However, in the case of finite bendings this means that we are concerned only with bending in the class of surfaces of positive Gaussian curvature (locally convex, but not necessarily convex in the large), even if the original surface was convex.

Without dwelling on numerous results concerning boundary-value (and some other) problems in the theory of bending, we formulate here just the following theorem of fundamental character.

Theorem 4.3.2 (Klimentov (1982)). Suppose that the surfaces F, $F^{\prime}$, both homeomorphic to a closed disc, are isometric and $C^{l, x}$-smooth (up to the boundary), $l \geqslant 4,0<\alpha<1$, and have strictly positive Gaussian curvature. Then $F$ is bendable (analytically with respect to the parameter) in the class of $C^{l, \alpha}$-smooth surfaces either to $F^{\prime}$ or to a surface that is the mirror image of it.

The requirement $l \geqslant 4$ is apparently associated only with the method of proof.

We emphasize that the conditions of smoothness and positivity of the curvature are assumed to be satisfied up to the boundary, so a surface can be regarded as a smooth submanifold with boundary of a "large" $C^{l, \alpha}$-smooth surface with positive curvature. This requirement is essential, since there are actually examples of isometric (and arbitrarily close to each other) convex surfaces that are not bendable continuously into each other in the class of convex surfaces; see Shor (1969). However, in these examples the surfaces do not have even minimal smoothness and, which is more important, their specific curvature vanishes on the boundary, and the boundary itself has breaks.
4.4. Connection Between Different Forms of Bendings. There is a general result for all two-dimensional surfaces in $E^{3}$ (Efimov (1948)): if a surface admits a non-trival finite bending, analytic with respect to the parameter, then it also has a non-trivial infinitesimal bending (it is not rigid). We do not assert that such an infinitesimal bending is the starting point for the original continuous bending.

For convex surfaces the converse is also true. Namely, we have the following result.

Theorem 4.4.1 (Isanov (1979a), Isanov (1979b), Klimentov (1984)). Every infinitesimal bending of a $C^{l, \alpha}$-smooth (analytic) surface of positive Gaussian curvature can be extended to a (finite) $C^{l, x}$-smooth (analytic) bending that is analytic with respect to the parameter.

In Isanov (1979a), Isanov (1979b) this was proved for surfaces that serve as the graph of a function when $l \geqslant 2,0<\alpha<1$. In Klimentov (1984) it was proved for an arbitrary surface when $l \geqslant 3,0<\alpha<1$.

Despite the fact that this theorem refers to fundamental questions of the theory of bendings, it was obtained comparatively recently.

The smoothness $C^{3, \alpha}$ is probably associated with the method of proof in Klimentov (1984), and nothing to do with the essence of the matter. The paper Klimentov (1987) also contains similar results for bendings of higher orders. Similar assertions under boundary conditions were obtained in Klimentov (1986).

There is also an unexpectedly simple connection between the absence of unique determination and infinitesimal bendings.

Lemma 4.4.2. If the surfaces $F_{1}$ and $F_{2}$ are isometric, and $r_{1}(u, v)$ and $r_{2}(u, v)$ are their parametrizations, under which points corresponding to each other under the isometry correspond to the same parameters $u, v$, then the vector field $\rho=r_{1}-r_{2}$ is a bending field for the mean surface $r(u, v)=\frac{1}{2}\left(r_{1}(u, v)+r_{2}(u, v)\right)$.

In fact,

$$
0=d r_{1}^{2}-d r_{2}^{2}=\left(d r_{1}+d r_{2}\right)\left(d r_{1}-d r_{2}\right)-2 d r d \rho
$$

Remark. Generally speaking, the mean surface can have singularities (it is not regular), and in the case of convex $F_{1}, F_{2}$ it may not be convex. However, if
$F_{1}$ and $F_{2}$ are convex surfaces sufficiently close to each other, then their mean surface is also convex. Thus, if $F$ is a convex surface, and if there are isometric convex surfaces sufficiently close to it but not congruent to it, then $F$ admits non-trivial infinitesimal bendings.

## § 5. Unbendability of Closed Convex Surfaces

5.1. Unique Determination. We have the following theorem, which is remarkable in its generality.

Theorem 5.1.1 (Pogorelov (1952a)). A closed convex surface in $E^{3}$ is uniquely determined in the class of convex surfaces.

In other words: if two closed convex surfaces are isometric, then they can be made to coincide by a motion in $E^{3}$ (including a mirror reflection) ${ }^{8}$.

Despite the simplicity of the formulation, its proof is very complicated. At present three approaches are known. First there is a direct proof; see Pogorelov (1952a). Next, Theorem 5.1.1 can be obtained by means of the following theorem on rigidity, which is also difficult to prove.

Theorem 5.1.2 (Pogorelov (1969)). A closed convex surface is rigid outside flat domains.

Let us explain the connection between Theorems 5.1.1 and 5.1.2. The following lemma is not too difficult.

Lemma 5.1.3. Let $F$ be a closed convex surface. If there is a convex surface isometric but not congruent to it, then there are convex surfaces arbitrarily close to $F$ that are isometric but not congruent to it.

This lemma has no independent interest, because it deals with a non-existent object. However, together with Lemma 4.4.2 and the remark following it, Lemma 5.1.3 shows that Theorem 5.1.1 follows from Theorem 5.1.2.
5.2. Stability in Weyl's Problem. The third approach consists in obtaining Theorem 5.1.1 as a direct consequence of a theorem of Yu.A. Volkov on stability in Weyl's problem. Let us state this theorem.

Consider two closed convex surfaces $F, F^{\prime}$ and a homeomorphism $f: F \rightarrow F^{\prime}$. Let $\rho, \rho^{\prime}$ be the intrinsic metrics of these surfaces, and $d$ the distance in $E^{3}$. For
${ }^{8}$ It is obvious that if we give up convexity in Theorem 5.1.1, then it ceases to be true. However, apparently up to now there are no examples of closed non-convex surfaces embedded in $E^{3}$ that admit bendings with the smoothness $C^{i}$ preserved, $l \geqslant 2$. In the case of polyhedra things are quite different: Connelly (Connelly (1978)) constructed an example of a polyhedron in $E^{3}$ homeomorphic to a sphere (and not having self-intersections!) that is bendable in the class of polyhedra in such a way that no breaking of the faces occurs, that is, every face is moved as a rigid body. Bendings of a closed surface in the class of $C^{1}$-smooth surfaces are always possible; see 3.1 of Ch .4 .
any $x, y \in F$ we put $\Delta d(x, y)=|d(f(x), f(y))-d(x, y)|$,

$$
\Delta \rho(x, y)=\left|\rho^{\prime}(f(x), f(y))-\rho(x, y)\right| .
$$

Theorem 5.2.1 (Volkov (1968)). For any homeomorphism $f: F \rightarrow F^{\prime}$ of closed convex surfaces we have the inequality

$$
\Delta d \leqslant C(\Delta \rho)^{x}
$$

Here $\alpha>0$ is an absolute constant; the constant $C>0$ depends only on the diameters of the surfaces $F, F^{\prime}$. For $\alpha$ we can take 0.04 , for example. The largest possible value of $\alpha$ is not known, but it cannot exceed $1 / 2$; this is shown by comparing a doubly covered disc $F$ and the surface $F^{\prime}$ obtained from $F$ if one copy of the disc is replaced by a conical surface whose vertex projects into the centre of the disc and whose height is small.

A similar theorem is true for convex caps, that is, convex surfaces with boundary lying in a plane; in fact, the corresponding assertion for caps (with constant $\alpha \geqslant 0.08$ ) was first proved in Verner (1970a), and Theorem 5.2.1 can be derived from it.

Theorem 5.2.1 gives a positive answer to a question posed by Cohn-Vossen as long ago as 1936 (Klimentov (1984)). Clearly, it is sufficient to prove this theorem for any class that is dense in the space of all closed convex surfaces, for example, only for polyhedra or only for analytic surfaces. In Volkov (1968) the proof was carried out in the class of polyhedra. It is interesting that this proof makes essential use of the theory of mixed volumes of convex bodies. The possible geometrical applications of this theory have apparently still not been exhausted.
5.3. Use of the Bending Field. Let us turn to Theorems 5.1.1 and 5.1.2 on the unique determination and rigidity of convex surfaces. Geometrical observations, which serve as the starting point for the proofs of these theorems, are quite simple but not trivial. In the case of sufficiently smooth objects they lead quite quickly to the proofs. We cannot present all the key features of the proofs, particularly in the non-regular case, so we dwell on certain assertions that suggest the path along which these proofs were obtained.

Lemma 5.3.1 (Pogorelov (1969)). Suppose that a convex surface $F$, not containing flat domains, is given by an equation $z=f(x, y)$, and that $\zeta$ is the component along the $z$-axis of the bending field of $F$. Then the equation $z=\zeta(x, y)$ specifies a saddle surface.

From Lemma 5.3.1 it follows that the bending field of a surface is determined uniquely (up to a trivial term) by specifying its component $\zeta$ along the $z$-axis on the boundary of the surface.

The proof of Thcorem 5.1.2 on the basis of Lemma 5.3.1 can be obtained comparatively easily.

The difficult proof of this lemma is based on a subtle approximation of general objects by smooth ones. If the surface and the bending field are $C^{2}$ -
smooth, then the proof becomes very simple. In fact, it is not difficult to show that $\zeta$ satisfies the equation

$$
\begin{equation*}
f_{y y} \zeta_{x x}-2 f_{x y} \zeta_{x y}+f_{x x} \zeta_{y y}=0 \tag{3}
\end{equation*}
$$

For this we need to turn to the equations (2) of infinitesimal bendings, and putting $u=x, v=y, \rho=(\xi, \eta, \zeta)$, differentiate them with respect to $x$ and $y$, and then eliminate the derivatives of $\xi$ and $\eta$ from the resulting system.

Now suppose that a smooth surface $z=\zeta(x, y)$ is not a saddle surface. Then in a neighbourhood of some point we have $\zeta_{x x} \zeta_{y y}-\zeta_{x y}^{2}>0$. Since $d^{2} f \not \equiv 0$ in this neighbourhood, there is a point at which as well as $\zeta_{x x} \zeta_{y y}-\zeta_{x y}^{2}>0$ we have $d^{2} f \neq 0$. By a rotation of the axes we may assume that at this point $\zeta_{x x}>0$, $\zeta_{y y}>0, \zeta_{x y}=0$. Then equation (3) takes the form $f_{y y} \zeta_{x x}+f_{x x} \zeta_{y y}=0$. Hence either $f_{x x} f_{y y}<0$, which contradicts the convexity of $F$, or $f_{x x}=f_{y y}=0$. But then, again from the convexity of $F$, we have $f_{x y}=0$, which contradicts $d^{2} f \not \equiv 0$.

## §6. Infinite Convex Surfaces

6.1. Non-Compact Surfaces. By an infinite convex surface we mean a complete non-compact surface without boundary; such a surface is either homeomorphic to a plane or isometric to a cylinder. The total curvature of an infinite convex surface is always at most $2 \pi$. There is an essential difference between surfaces with curvature $2 \pi$ and surfaces with curvature strictly less than $2 \pi$.

Theorem 6.1.1 (Pogorelov (1969)). For any complete non-compact twodimensional manifold of non-negative curvature with total curvature $\omega=2 \pi$ there is a unique (up to congruence) complete convex surface in $E^{3}$ isometric to it.
6.2. Description of Bendings. Infinite surfaces $F$ with total curvature $\omega$ less than $2 \pi$ are bendable. To give a complete description of possible bendings of such a surface we need the concept of a limiting cone.

Let $h(p, \lambda)$ be a homothety with centre $p$ and coefficient $\lambda$. If $F$ is an infinite convex surface, then the surfaces $h(p, 1 / n)(F)$ converge as $n \rightarrow \infty$ to a cone $Q$, which is called the limiting cone of the surface $F$.

The cone $Q$ is defined up to a parallel displacement and may degenerate to a doubly covered angle, a ray, or a line (the last only if $F$ is a cylinder).

Now consider on $F$ a ray $\gamma$, that is, an infinite geodesic extended on one side that is a shortest curve on any finite part of it. As $n \rightarrow \infty$ the curves $h(p, 1 / n)(\gamma)$ converge to some generator of the limiting cone $Q$, which we denote by $R(\gamma)$.

Theorem 6.2.1 (Olovyanishnikov (1946)). Let $M$ be a complete non-compact oriented two-dimensional manifold of non-negative curvature with total curvature less than $2 \pi$. We fix a ray $\gamma$ in $M$ and let $Q$ be an infinite convex conical surface with the same total curvature as $M$, and la generator of $Q$. Then there is an infinite
convex surface $F$ in $E^{3}$ and an isometry $\psi$ of $M$ onto $F$ preserving the orientation ${ }^{9}$ such that $Q$ is the limiting cone of $F$ and $R(\psi(\gamma))=l$.

Theorem 6.2.2 (Pogorelov (1969)). The surface $F$ satisfying the conditions of Theorem 6.2.1 is unique.

## § 7. Convex Surfaces with Given Curvatures

7.1. Hypersurfaces. As a rule, the problems considered above are specific to two-dimensional surfaces. In fact, for surfaces in $E^{n}$ with $n>3$ even an arbitrarily small neighbourhood of any point at which the Gauss-Kronecker curvature is non-zero is unbendable. One the other hand, the conditions under which a Riemannian manifold $M^{n-1}$ at least locally admits an isometric immersion in $E^{n}$ have at present been obtained only in a form that excludes their geometrical applications; see Rozenson (1940-1943). As for the geometry of submanifolds of high codimension, we recall that within the bounds of the criteria adopted here there is no natural concept of convexity for them; see S.Z. Shefel' (1969).

In this section we dwell essentially on questions of extrinsic geometry. Many of them can be generalized in dimension. We shall therefore describe them in the natural $n$-dimensional formulation. The inclusion of these questions in the present article is justified by the generality of Aleksandrov's school and the methods of obtaining the results.
7.2. Minkowski's Problem. We recall that the Gauss-Kronecker curvature $\tilde{K}$ (or more briefly Gaussian curvature) at a point $p$ of an oriented $C^{2}$-smooth hypersurface $F$ in $E^{n}$ is the product of the principal curvatures. Suppose that a convex surface $F$ in $E^{n}$ has positive Gaussian curvature $\tilde{K}$. We denote by $K$ the Gaussian curvature "carried over" to the sphere $S^{n-1}$ by means of the spherical map $v$; in other words, $K(\xi)=\widetilde{K}\left(v^{-1}(\xi)\right)$ for $\xi \in S^{n-1}$.

According to Gauss's theorem,

$$
\begin{equation*}
K(\xi)=\lim _{E \rightarrow \xi} \frac{\sigma(E)}{S\left(v^{-1}(E)\right)} \tag{4}
\end{equation*}
$$

where $E$ are Borel subsets of $S^{n-1}$, and $S$ and $\sigma$ denote the $(n-1)$-dimensional areas on $F$ and $S^{n-1}$ respectively. The equality (4) can serve as a definition of $K$ that preserves the sense and does not assume that $F$ is $C^{2}$-smooth.

Theorem 7.2.1 (Minkowski (1903)). If a positive continuous function $K$ on the sphere $S^{n-1}$ satisfies the condition

$$
\begin{equation*}
\int_{S^{n-1}} \frac{\xi d \sigma(\xi)}{K(\xi)}=0 \tag{5}
\end{equation*}
$$

[^11]where $d \sigma$ is the area $(n-1)$-form on $S^{n-1}$, then there is a unique (up to parallel displacement) closed convex hypersurface $F$ for which $K$ is the Gaussian curvature transferred to the sphere.

The condition (5) is necessary; it expresses the fact that the vector area $\int_{F} v(x) d S_{x}$ of a closed hypersurface is equal to zero. Since smoothness of $F$ is not assumed a priori, the Gaussian curvature here is understood in the sense of definition (4), which goes back to Gauss.

The assumption in Theorem 7.2.1 that the function $K$ is continuous was substantially weakencd by Alcksandrov (Aleksandrov (1937-1938)) and Fenchel and Jessen (Fenchel and Jessen (1938)). For this instead of the point function $K$ we introduce a (not normalized) measure on $S^{n-1}$ - the so-called surface function $\omega$ defined by $\omega(E)-S\left(v^{-1}(E)\right)$. For a $C^{2}$-smooth hypersurface we have $\omega(E)=\int_{E} \frac{d \sigma(\xi)}{K(\xi)}$. In the case of a polyhedron, $\omega$ is concentrated on a finite set of points $\xi_{i} \in S^{n-1}$, and $\omega\left(\xi_{i}\right)$ is the area of the face with normal $\xi_{i}$.

Theorem 7.2.2 (Aleksandrov (1937-1938)). If the non-negative Borel measure $\omega$ on $S^{n-1}$ satisfies the conditions

1) $\int_{S^{n-1}} \xi d \omega(\xi)=0$,
2) for any unit vector $e$

$$
\int_{S^{n-1}}|e \xi| d \omega(\xi) \geqslant a>0
$$

then there is a unique (up to parallel displacement) convex surface $F$ whose surface function coincides with $\omega$.

In Theorems 7.2.1 and 7.2.2 the uniqueness of the hypersurface $F$ is a consequence of Minkowski's well-known inequality from the theory of mixed volumes. To prove the existence of a surface with given curvature $K$ a similar problem is solved first in the discrete version, for polyhedra, and then a limiting process is carried out.

Minkowski's problem is equivalent to the question of solutions of a certain non-linear second-order equation on the sphere. From this point of view Theorems 7.2.1 and 7.2.2 guarantee the existence and uniqueness of the generalized solution. However, in these theorems there is no mention of the degree of smoothness of the solution if the function $K$ is sufficiently smooth.

Theorem 7.2.3 (Pogorelov (1975)). If under the conditions of Theorem 7.2.1 the function $K$ is $C^{m}$-smooth, $m \geqslant 3$, then the surface $F$ itself is $C^{m+1, \alpha}$-smooth, $0<\alpha<1^{10}$.

[^12]For two-dimensional surfaces this result was obtained much earlier than in the general case, Pugorelov (1952b), Nirenberg (1953). In addition, for $n=2$ Theorem 7.2.3 can be made precise as follows.

Theorem 7.2 .4 (S.Z. Shefel' (1977)). If, under the conditions of Theorem 7.2.1, $n=2$ and $K \in C^{m, \alpha}, m \geqslant 0,0<\alpha<1$, then the surface $F$ is $C^{m+2, \alpha}$-smooth. If the Gaussian curvature $K$ of the surface is bounded (but not necessarily continuous), then $F \in C^{1, \alpha}$.

The assertions of Theorems 7.2.3 and 7.2.4 have a local character, that is, they hold also for an incomplete surface. The basis of the proof of Theorem 7.2.3 consists of a priori estimates for the normal curvatures of a hypersurface and their derivatives. These estimates make it possible in the case of a smooth function $K$ to obtain the proof of Theorem 7.2.1 by the usual method of continuation with respect to the parameter, independently of its proof in the general case.
7.3. Stability. Although we do not intend to describe the whole cycle of questions connected with Minkowski's problem, let us state a theorem of Volkov on stability.

Theorem 7.3.1 (Volkov (1963)). If the surface functions $\omega_{A}, \omega_{B}$ of convex bodies $A, B$ in $E^{n}$ are $\varepsilon$-close in the sense that $\left|\omega_{A}(E)-\omega_{B}(E)\right| \leqslant \varepsilon \omega_{A}(E)$ for any Borel set $E \subset S^{n-1}$, then the distance $\delta(A, B)$ between these bodies satisfies the inequality

$$
\delta(A, B) \leqslant C_{1} \varepsilon^{1 /(n+2)}\left(1+C_{2}(\varepsilon)\right)
$$

Here $\delta(A, B)$ is the smallest of those numbers $\tau$ such that each of the bodies $A, B$ can be moved by a parallel displacement into the $\tau$-neighbourhood of another, the constants $C_{1}, C_{2}(\varepsilon)$ depend on $n$ and the radii of the circumscribed and inscribed balls, and $C_{2}(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$.

This result was strengthened by Diskant to the estimate

$$
\delta(A, B) \leqslant C \varepsilon^{1 / n}
$$

for sufficiently small $\varepsilon>0$. The proof relies on a refinement of the analogues of the isoperimetric inequality associated with the coefficients of embeddability of one convex body in another; see Diskant (1988).
7.4. Curvature Functions and Analogues of the Minkowski Problem. The $i$-th order curvature function $W_{i}$ of a convex hypersurface $F$ in $E^{n}$ is the $i$-th elementary symmetric function of the principal radii of curvature $S_{i}\left(R_{1}, \ldots, R_{n-1}\right)$, regarded as a function of the normal. In other words, $S_{i}\left(R_{1}\left(v^{-1}(\xi), \ldots\right.\right.$, $\left.R_{n-1}\left(v^{-1}(\xi)\right)\right)$, where $v$ is the spherical mapping, and $\xi \in S^{n-1}$. We naturally assume that the hypersurface $F$ is $C^{2}$-smooth and has positive Gaussian curvature. Obviously, $W_{n-1}(\xi)=K(\xi)^{-1}$.

There arises the question of what functions on the sphere $S^{n-1}$ can be curvature functions of convex hypersurfaces and whether the curvature function $W_{i}$ determines a hypersurface uniquely (up to parallelism). When $i=n-1$, that is, in the case of the Minkowski problem, these questions, as we have seen, have a definite answer.

The question of uniqueness has been finally solved in the general case, while a complete solution of the existence problem is still not known, except for the cases $i=1$ and $i=n-1$.

Theorem 7.4.1 (Aleksandrov (1937-1938)). If for some $i, 0<i<n$, the $i$-th order curvature functions of two convex hypersurfaces coincide, then these hypersurfaces can be obtained from each other by a parallel displacement.

This theorem is a special case of a more general result (Aleksandrov (19371938)) concerned with the theory of mixed volumes and consisting in the following. With a convex compactum $A \subset E^{n}$ it is natural to associate the Borel measures $\omega_{i}, i=1, \ldots, n-1$, on $S^{n-1}$, which are called curvature measures and characterized by the following properties:
(a) if the boundary $A$ is a $C^{2}$-smooth hypersurface, then

$$
\omega_{i}(E)=\int_{E} W_{i}(\xi) d \sigma(\xi)
$$

(b) if the convex compacta $A_{m} \rightarrow A$ as $m \rightarrow \infty$, then the curvature measures $\omega_{i}^{m}$ corresponding to them converge weakly to $\omega_{i}$.

Theorem 7.4.2 (Aleksandrov (1937-1938)). If the convex compacta A, B in $E^{n}$ are at least $(i+1)$-dimensional and their $i$-th order curvature measures are equal, then the compacta themselves are equal up to a parallel displacement.

For the last theorem, only in certain special cases have the corresponding stability theorems been established; see Diskant (1985).

For two-dimensional surfaccs Thcorem 7.4.1 can also be generalized in another direction. It is a question of the conditions for equality of surfaces such that at points with the same normals certain (not necessarily symmetric) functions of the principal radii of curvature, and possibly of the normal itself, coincide; see Aleksandrov (1956-1958), Pogorelov (1969), Pogorelov (1975). As an example let us state the following theorem.

Theorem 7.4.3. Let $f(x, y, \xi)$ be a $C^{1}$-smooth function of the variables $x, y \in \mathbb{R}$, $\xi \in S^{n-1}, 0<x<y$, and suppose that $\frac{\partial f}{\partial x} \frac{\partial f}{\partial y}>0$. If for $C^{3}$-smooth closed strictly convex surfaces $F_{1}, F_{2}$ we have $f\left(R_{1}^{1}, R_{2}^{1}, \xi\right)=f\left(R_{1}^{2}, R_{2}^{2}, \xi\right)$ for all $\xi$, where $R_{1}^{1}$, $R_{2}^{1}$ and $R_{1}^{2}, R_{2}^{2}$ are the principal radii of curvature of the surfaces $F_{1}, F_{2}$ respectively (where we assume that $R_{1}^{1} \leqslant R_{2}^{1}, R_{1}^{2} \leqslant R_{2}^{2}$ ), then the surfaces $F_{1}$ and $F_{2}$ are equal and parallel to each other.

Let us turn to existence theorems. For all $i, 1 \leqslant i \leqslant n-1$, the condition

$$
\begin{equation*}
\int_{S^{n-1}} \xi W_{i}(\xi) d \sigma(\xi)=0 \tag{6}
\end{equation*}
$$

is necessary for the existence of a convex closed hypersurface with given curvature function $W_{i}$.

However, when $i>1$ condition (6) is not sufficient; see Aleksandrov (19371938). If $i=1$ (the Christoffel problem), then (6) is sufficient for the existence of a (unique) hypersurface with given curvature function $W_{1}(\xi)=R_{1}+\cdots+R_{n-1}$, but this hypersurface need not be convex. Necessary and sufficient conditions for solubility of the Christoffel problem in the class of convex surfaces have been obtained by Firey (Firey (1968)). These conditions turn out to be very cumbersome. When $1<i<n-1$ such conditions are not known. The most general sufficient (but not necessary) conditions for the existence of a convex hypersurface with a given curvature function of order $i, 1<i<n \quad 1$, have been found by Pogorelov (Pogorelov (1975)).
7.5. Connection with the Monge-Ampère Equations. As we have already mentioned, the theory of convex surfaces is closely connected with the theory of elliptic equations of Monge-Ampère type. In its most explicit form this connection appears in the case of the problem of "restoring" a convex surface given by the explicit equation $z=f(x, y)$ from its Gaussian curvature, transferred to the $(x, y)$-plane by orthogonal projection. In its analytic formulation this is a question of solutions of the equation

$$
\begin{equation*}
f_{x x} f_{y y}-\left(f_{x y}\right)^{2}=K(x, y)\left(1+\left(f_{x}\right)^{2}+\left(f_{y}\right)^{2}\right)^{3 / 2} . \tag{7}
\end{equation*}
$$

Under a natural substitution the function $K(x, y)$ is defined either in a strictly convex bounded domain $\Omega$ or on the whole plane. In the first case it is a question of Dirichlet's problem, when the boundary of the surface is fixed: $\left.f\right|_{i \Delta \Omega}=h$, where $h$ is a given function. We must observe that this problem is not always soluble; since the total curvature of a surface is at most $2 \pi$, we necessarily have $\int_{\Omega 2} K d x d y \leqslant \int K d S \leqslant 2 \pi$. The condition $\int_{\Omega} K d x d y<2 \pi$ is already sufficient for the solubility of (7). In the second case, that is, if $\Omega=E^{2}$, it is natural to specify the limiting cone of the surface.

Questions of this kind have now been well studied. As an example, the Dirichlet problem for equation (7) in the case of a strictly convex bounded domain $\Omega$ and a continuous function $h$ on $\partial \Omega$ has (on condition that $\int_{\Omega} K d x d y<2 \pi$ ) exactly two solutions $f$ with $\left.f\right|_{\overparen{ }, ~}=h$ : one is convex upwards, the other convex downwards, and these solutions are symmetrical if the boundary lies in a plane. If $K$ is positive and $C^{l, \alpha}$-smooth, $l \geqslant 0,0<\alpha<1$, then $f \in C^{l+2, \alpha}$.

It is essential that the same geometrical methods that enable us to obtain generalized solutions of (7), and establish their smoothness in the case when $K$ is positive and smooth, can be applied to the much wider class of equations of

Monge-Ampère type. The fact is that the Dirichlet problem for such equations can be reformulated as a question of the "construction" of a convex surface with given conditional curvatures; in the simplest case the conditional curvature is the product of $K$ and a weight function. One can become acquainted with these questions and multidimensional generalizations of them in the books Pogorelov (1969), Pogorelov (1975), Bakel'man, Verner and Kantor (1973).

## §8. Individual Questions of the Connection Between the Intrinsic and Extrinsic Geometry of Convex Surfaces ${ }^{11}$

8.1. Properties of Surfaces. The extrinsic properties of convex surfaces (for example, the existence of supporting plancs, the types of tangent cones, the existence almost everywhere of the second differential (Aleksandrov (1939)) and so on) are essentially concerned with the theory of convex bodies.

The generalized Gauss theorem due to Aleksandrov rcfers to the conncetions between extrinsic and intrinsic properties of a surface: the intrinsic curvature of a Borel set on a convex surface is equal to the area of its spherical image; see Aleksandrov (1948). The questions considered above are: the unique determination of a closed convex surface by its metric; an estimate of the extrinsic deformation of such a surface in terms of the change of the intrinsic metric; the inevitable smoothness of a convex surface of non-zero curvature when its metric is smooth also refers to connections between the intrinsic and extrinsic geometry.
8.2. Properties of Curves. A useful technique of the theory of convex surfaces consists of theorems on the connection between extrinsic and intrinsic properties of curves on a surface.
A point $p$ lying outside a convex body $\Phi$ with boundary $F$ has a unique closest point on $F$; we assume that it is the projection of $p$ on $F$. As Busemann and Feller showed (see Busemann and Feller (1935)), the following result is true.

Lemma 8.2.1. If two points on a convex surface $F$ are joined in space by a curve of length 1 going outside $\Phi$, then the length of the projection of this curve on $F$ does not exceed $l$.

Using this lemma, Liberman (Liberman (1941)) established the following result, which plays an important role.

Theorem 8.2.2. A shortest curve on a convex surface has one-sided halftangents in space at each of its points.

The existence of a direction in space for a curve $L$ at an initial point of it means the existence of a half-tangent, and the existence of a direction in the intrinsic

[^13]geometry means the property of forming a non-zero angle with itself (in the sense of Definition 2.2).

Theorem 8.2.3. An arc $L$ on a convex surface $F$ always either has or does not have a direction both in the intrinsic and the extrinsic geometry simultaneously.

For an arc $L$ on $F$ that has directions at the endpoints, in the footnote to 2.3 we defined the concept of a right turn $\tau_{1}$ and a left turn $\tau_{2}$. We naturally define the variations var $\tau_{1}$ and var $\tau_{2}$ of these turns; they may be infinite. On the other hand, in space by means of a limiting transition from inscribed open polygons we can define the spatial turn $x$; it may also be infinite. Obviously, var $\tau_{i} \leqslant \kappa$, $i=1,2$.

The following qualitative connection was proved independently by Zalgaller (Zalgaller (1950)) and Pogorelov (Pogorelov (1969)).

Theorem 8.2.4. For an arc L lying on a convex surface $F$ to have restricted variations of turns var $\tau_{1}$, var $\tau_{2}$ it is necessary and sufficient that $L$ should have finite turn $x<\infty$ in space.

The new proof of this theorem in Usov's papers (Usov (1976b), Usov (1977)) is accompanied by an exact numerical estimate:

Theorem 8.2.5. If the spherical image $v(L)$ is contained in a disc of radius $R<\pi / 2$ on $S^{2}$, then $x \leqslant\left(2+\operatorname{var} \tau_{i}\right) \tan R+\operatorname{var} \tau_{i}, i=1,2$.
8.3. The Spherical Image of a Shortest Curve. The ends of a shortest curve $l$ on a convex surface $F$ may be conical points, but an open arc $l$ cannot be extended through a conical point. In this connection Pogorelov (Pogorelov (1969)) discussed the following question: is the image $v(l)$ of an open arc of a shortest curve a curve on the sphere, and is $v(l)$ rectifiable?

The answer to the second part of the question turned out to be negative. Suitable examples were constructed by Usov in Usov (1976a) and in a number of papers by Milka; see Milka (1977).
An obstacle to answering the first part of the question is the fact that $l$ can be extended through a ridge point whose spherical image is an arc. Milka (Milka (1974a) and Dubrovin (Dubrovin (1974)) proved the following result.

Theorem 8.3.1. An open arc $l$ of a shortest curve on a convex surface can be extended through a ridge point only transversally to the direction of the ridge, except for the case when $l$ is a rectilinear part of the ridge.

From this we can easily obtain the following result.
Theorem 8.3.2. The spherical image $v(l)$ of an open arc $l$ of a shortest curve is always a (continuous) curve on the sphere.
8.4. The Possibility of Certain Singularities Vanishing Under Bendings. Milka (Milka (1977)) showed that non-rectifiability of $v(l)$ can hold even in a neigh-
bourhood of each point of the curve $v(l)$. Non-rectifiability of $v(l)$ may vanish under bendings of $F$.

An isolated ridge point on a convex surface has not only an extrinsic but also an intrinsic singularity: at such a point the specific curvature is automatically infinite. Itence the following result of Pogorclov (Pogorelov (1953)) was rather unexpected: an isolated ridge point can lose its ridge property under bendings in the class of convex surfaces.

## Chapter 3 <br> Saddle Surfaces

## §1. Efimov's Theorem and Conjectures Associated with It

1.1. Sufficient Criteria for Non-Immersibility in $E^{3}$. In the first two sections of this chapter we are concerned almost exclusively with smooth surfaces (immersions of smoothness $C^{m}, m \geqslant 2$ ). We recall (see 2.2 of Ch .1 ) that a smooth surface in $E^{n}$ is called a saddle surface if among its osculating paraboloids there are no elliptic ones, and a strictly saddle surface if in addition at each point of it there is at least one hyperbolic osculating paraboloid. The Gaussian curvature of a saddle surface is non-positive. A surface in $E^{3}$ is a saddle (strictly saddle) surface if and only if its Gaussian curvature is everywhere non-positive (negative). For a general definition of a saddle surface that is not connected with smoothness assumptions, see 3.1 below. Roughly speaking, a surface is a saddle surface if locally it does not have strictly supporting hyperplanes.

The central problems of the theory of saddle surfaces are the same as for convex surfaces. Basically this is the problem of the connection between intrinsic and extrinsic geometry for a surface with a Riemannian metric of negative (or non-positive) curvature; in the first place it is a question of the possibility of (isometrically) immersing such a metric in Euclidean space by a saddle surface. Another aspect is the problem of studying the purely extrinsic geometry of saddle surfaces. However, in contrast to the theory of convex surfaces, the results here are in many respects far from complete. It seems to us that this is connected with the fact already mentioned that saddle surfaces have been studied primarily in $E^{3}$. This is due to long tradition, rather than the internal logic of the subject. Thus, by no means all simply-connected two-dimensional Riemannian manifolds of negative curvature can be isometrically immersed in $E^{3}$. The first result of this kind is Hilbert's well-known theorem that in $E^{3}$ there is no regular surface isometric to the whole Lobachevskij plane. Further deep research in this direction is due mainly to N.V. Efimov. The best known of his results is the following theorem.

Theorem 1.1.1 (Efimov (1964)). In $E^{3}$ there is no $C^{2}$-smoothly immersed complete surface with negative Gaussian curvature uniformly separated from zero.

Completeness is understood here in the intrinsic sense. In other words, the theorem asserts that a $C^{2}$-smooth complete Riemannian metric with Gaussian curvature $K(x) \leqslant-c^{2}$, where $c>0$, does not admit a $C^{2}$-smooth isometric immersion in $E^{3}$.

The difficult proof of this theorem was presented in detail by the author and restated by Klotz-Milnor (Klotz-Milnor (1972)) with some improvements in the presentation. We cannot describe all the steps of the proof here, so we just outline below the direction in which it is developed. See also Part II of the present book.

Apart from the fact that the Gaussian curvature is separated from zero, an obstacle to the immersibility in $E^{3}$ of a Riemannian metric of negative curvature may be the slow change in the Gaussian curvature from point to point. In this direction Efimov obtained a number of results (see Efimov (1964), Efimov (1966), Efimov (1968)). Let us give one of them.

Theorem 1.1.2 (Efimov (1968)). If the Gaussian curvature $K$ of a complete surface $F, C^{2}$-smoothly immersed in $E^{3}$, is everywhere negative, then

$$
\sup _{x \in F} \frac{|\operatorname{grad} K|}{(-K)^{3 / 2}}=\infty .
$$

We can present the statement of this theorem more clearly if we introduce the radius of Gaussian curvature $\varkappa=(-K)^{-1 / 2}$. Then Theorem 1.1.2 is equivalent to the assertion that a complete two-dimensional Riemannian manifold of negative curvature cannot be immersed in $E^{3}$ (in the class of $C^{2}$-smooth surfaces) if $|\operatorname{grad} x| \leqslant$ const $<\infty$.

We say that the change in a function $f$, defined on a metric space $X$ with metric $\rho$, admits a linear estimate if there are constants $c_{1}, c_{2}$ such that for any $x_{1}, x_{2} \in X$ we have $\left|f\left(x_{1}\right)-f\left(x_{2}\right)\right| \leqslant c_{1} \rho\left(x_{1}, x_{2}\right)+c_{2}$. The next result of Efimov takes in both Theorem 1.1.1 and Theorem 1.1.2.

Theorem 1.1.3 (Efimov (1968)). If the Gaussian curvature $K$ of an intrinsically complete surface $F, C^{2}$-smoothly immersed in $E^{3}$, is everywhere negative, then the change in the function $\chi=(-K)^{-1 / 2}$ does not admit a linear estimate. ${ }^{1}$

The following example of Rozendorn shows that the conditions of Theorem 1.1.3 are in some sense close to being necessary. Namely, when $m>1$ the metric $d s^{2}=d u^{2}+\left(1+u^{2}\right)^{m / 2} d v^{2},-\infty<u<\infty,-\infty<v<\infty$, cannot be immersed in $E^{3}$ (by Theorem 1.1.3). However, the metric obtained when $m=1$ admits the following immersion:

$$
x=\ln \left(u+\sqrt{1+u^{2}}\right), \quad y=\sqrt{1+u^{2}} \cos v, \quad z=\sqrt{1+u^{2}} \sin v
$$

The proofs of Theorems 1.1.1-1.1.3 follow the same plan and are based on the study of the spherical mapping of a surface $F$ in a neighbourhood of a boundary point of the spherical image. If the Gaussian curvature of a $C^{2}$-smooth surface $F$ in $E^{3}$ is of constant sign (negative in our case), then the spherical mapping of it is an immersion, and so it determines a surface $\Sigma C^{1}$-smoothly immersed in $E^{3}$ and lying entirely on the unit sphere $S^{2}$ (of course, not necessarily as a single sheet). It is obvious that the surface $\Sigma$ has an intrinsic metric of constant curvature 1 . This metric is necessarily not complete, that is, it is different from its minimal metric completion $\bar{\Sigma}$. The difference $\bar{\Sigma} \backslash \Sigma=\partial \Sigma$ is called the boundary of $\Sigma$. A Riemannian manifold is said to be (metrically) convex if any two points of it can be joined by a geodesic whose length is equal to the distance between its ends. For example, every complete (connected without boundary) Riemannian manifold is convex. It is fairly easy to show that a convex incomplete two-dimensional Riemannian manifold of constant curvature 1 is isometric to a convex domain on the sphere (such a domain always lies in a hemisphere). It turns out (this is the basic and most difficult step in the proof) that under the conditions of Efimov's theorems the surface $\Sigma$ is certainly metrically convex, and so its area does not exceed $2 \pi$. On the other hand, we can calculate that under these conditions the absolute value of the total curvature of the surface $F$, that is, the area of the surface $\Sigma$, is infinite (in the case of Theorem 1.1.1 this is obvious). The resulting contradiction proves Theorems 1.1.1-1.1.3.

To prove that $\Sigma$ is metrically convex it is sufficient to verify that at no point $p$ of the boundary $\partial \Sigma$ does the surface have "concave support"; Fig. 4 shows what we have in mind. At this stage we can limit ourselves to a small neighbourhood of $p$. This neighbourhood, like the domain on $F$ corresponding to it under the spherical mapping, can be projected onto the tangent plane to $\Sigma$ at $p$. Then the main assertion about the absence of concave supports for $\Sigma$ can be restated as follows.

Basic Lemma. Suppose that a simply-connected domain D of the ( $x, y$ )-plane contains the set $\left\{(x, y) \mid 0<x^{2}+y^{2} \leqslant r, y^{2} \geqslant c x\right\}$, where $r$ and $c$ are positive constants but $(0,0) \notin D$. We assume that a $C^{1}$-smooth immersion $f$ of $D$ into the
${ }^{1}$ A deep generalization of this theorem has now been proved by Perel'man (1990a), (1990b).
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( $p, q$ )-plane satisfies the following conditions: 1) the Jacobian

$$
\Delta=\frac{D(p, q)}{D(x, y)} \geqslant \frac{1}{a^{2}(x, y)},
$$

where the function $a(x, y)$ has a change with a linear estimate; 2) $\frac{\partial p}{\partial y}=\frac{\partial q}{\partial x}$.
Then the metric induced in $D$ by the immersion $f$ cannot be complete.
1.2. Sufficient Criteria for Immersibility in $\boldsymbol{E}^{3}$. Hilbert's theorem and its generalizations obtained by Efimov are assertions "in the large". On the other hand, as Levi proved (Levi (1908)), a Riemannian metric of negative curvature locally always admits an immersion in $E^{3}$. The fact that significant (in their dimensions) domains of a two-dimensional Riemannian manifold of negative curvature are actually immersible in $E^{3}$ was proved comparatively recently by Poznyak (Poznyak (1966)). In particular, he established the following result.

Theorem 1.2.1 (Poznyak (1973)). Every domain with compact closure in a complete simply-connected $C^{4, \alpha}$-smooth Riemannian manifold of negative curvature admits a $C^{3, \alpha}$-isometric immersion in $E^{3}$.

Subsequently Poznyak and Shikin also distinguished classes of unbounded domains in two-dimensional Riemannian manifolds of negative curvature that admit regular isometric immersions in $E^{3}$. For example, any $\varepsilon$-neighbourhood of a complete geodesic on the Lobachevskij plane can be immersed in $E^{3}$; also any "ideal" (that is, with vertices on the absolute) polygon of the Lobachevskij plane can be immersed in $E^{3}$ (however, a Lobachevskij half-plane cannot be immersed in $E^{3}$; see Efimov (1975)). For comparison we observe that a universal covering of a pseudosphere does not contain any $\varepsilon$-neighbourhood of a complete geodesic. For more complete information about isometric immersions of different domains of Riemannian 2-manifolds of negative curvature in $E^{3}$ we refer the reader to the surveys Poznyak (1973), Poznyak and Shikin (1974), and also to Part II of the present book.
1.3. Conjecture About a Saddle Immersion in $E^{n}$. Despite the fundamental results of Efimov about non-immersibility and significant progress in the theory of isometric immersions, at present it is not obvious that there are any general properties that distinguish metrics immersible in the large in $E^{3}$ among all two-dimensional complete Riemannian metrics of negative curvature, and we can hardly hope for this in the near future. The general arguments expressed in Chapter 1 also give no basis for such a hope. Hence one of the most pressing questions (Conjecture A of Ch . 1) seems to us to be that of the immersibility of every complete simply-connected two-dimensional Riemannian manifold of negative curvature in some Euclidean space $E^{n}$ by a saddle surface. In this
connection we explain how this question can be reduced to the problem of the solubility of a certain system of differential equations ${ }^{1}$.

Let $F$ be a simply-connected two-dimensional surface in $E^{n}$ with intrinsic metric of non-positive curvature. We shall assume for simplicity that a unified system of coordinates $\left(u^{1}, u^{2}\right)$ has been introduced on $F$, and that the surface $F$ is specified by a vector-function $r\left(u^{1}, u^{2}\right)$. As usual, $r_{i}=\frac{\partial r}{\partial u^{i}}, r_{i j}=\frac{\partial^{2} r}{\partial u^{i} \partial u^{j}}$. Along $F$ we fix an orthonormal basis of normals $e_{1}, \ldots, e_{n-2}$. It is well known that the coefficients of the first and second fundamental forms $g_{i j}=r_{i} r_{j}, b_{i j}^{\alpha}=r_{i j} e_{\alpha}$; $i, j=1,2 ; \alpha=1, \ldots, n-2$, and the so-called torsion coefficients $\mu_{\alpha \beta k}=\frac{\partial e_{\alpha}}{\partial u^{k}} e_{\beta}$ satisfy the system (1)-(3) consisting of the Gauss equation

$$
\begin{equation*}
\left(\operatorname{det} g_{i j}\right) K=\sum_{\alpha=1}^{n-2}\left(b_{11}^{\alpha} b_{22}^{\alpha}-\left(b_{12}^{\alpha}\right)^{2}\right) \tag{1}
\end{equation*}
$$

the $2(n-2)$ Peterson-Codazzi equations

$$
\begin{align*}
& \frac{\partial}{\partial u^{1}} b_{12}^{\alpha}-\frac{\partial}{\partial u^{2}} b_{11}^{\alpha}=\sum_{k=1}^{2}\left(\Gamma_{11}^{k} b_{k 2}^{\alpha}-\Gamma_{12}^{k} b_{k 1}^{\alpha}\right)+\sum_{\beta=1}^{n-2}\left(b_{11}^{\beta} \mu_{\alpha \beta 2}-b_{12}^{\beta} \mu_{\alpha \beta 1}\right), \\
& \frac{\partial}{\partial u^{2}} b_{12}^{\alpha}-\frac{\partial}{\partial u^{1}} b_{22}^{\alpha}=\sum_{k=1}^{2}\left(\Gamma_{22}^{k} b_{k 1}^{\alpha}-\Gamma_{12}^{k} b_{k 2}^{\alpha}\right)+\sum_{\beta=1}^{n-2}\left(b_{22}^{\beta} \mu_{\alpha \beta 1}-b_{12}^{\beta} \mu_{\alpha \beta 2}\right), \tag{2}
\end{align*}
$$

and the $\frac{1}{2}(n-2)(n-3)$ Ricci equations

$$
\begin{equation*}
\frac{\partial \mu_{\alpha \beta 1}}{\partial u^{2}}-\frac{\partial \mu_{\alpha \beta 2}}{\partial u^{1}}=\sum_{\gamma=1}^{n-2}\left(\mu_{\alpha \gamma 1} \mu_{\beta \gamma 2}-\mu_{\alpha \gamma 2} \mu_{\beta \gamma 1}\right)+\sum_{k, p=1}^{2} g^{k p}\left(b_{1 p}^{\alpha} b_{2 k}^{\beta}-b_{2 p}^{\alpha} b_{1 k}^{\beta}\right) . \tag{3}
\end{equation*}
$$

Assuming that the $g_{i j}$ and the Christoffel symbols $\Gamma_{i j}^{k}$ are known, we regard (1)-(3) as a system of equations for the functions $b_{i j}^{\alpha}$ and $\mu_{\alpha \beta k}$. Then equation (1) is algebraic, and (2) and (3) are quasilinear first-order equations. So long as the $b_{i j}^{\alpha}$ and $\mu_{\alpha \beta k}$ satisfy (1)-(3), according to Bonnet's multidimensional theorem (see Chen (1973), for example) there is a parametrized surface $F$ in $E^{n}$ and an orthonormal basis of normals to it such that the functions $g_{i j}, b_{i j}^{\alpha}$ and $\mu_{z \beta k}$ are respectively the coefficients of the first and second fundamental forms and the torsion coefficients of $F$ with respect to the basis of normals that we have found.

However, we need to find these functions so that the resulting surface $F$ is automatically a saddle surface. For this we specialize the choice of the $b_{i j}^{\alpha}$. A saddle surface is characterized by the fact that all its points are hyperbolic. In all there are three affinely distinct types of hyperbolic points (see 2.1 of Ch .1 ), and one of them corresponds to the case of general position, and the other two are
${ }^{1}$ We must observe that the fact that there is at least one complete regular saddle surface with Gaussian curvature $K \leqslant$ const $<0$ in $E^{4}$ is not self-evident. An example of this kind (which shows that Efimov's theorem cannot be generalized to saddle surfaces in $E^{n}, n>3$ ) was constructed recently by Perel'man; see Perel'man (1989).
limiting cases of it. In the first basic case the space of osculating paraboloids at a point of the surface is two-dimensional, and for the generators we can take any two hyperbolic paraboloids for which the asymptotic directions regularly alternate. Conversely, a linear combination of two hyperbolic paraboloids with alternating asymptotic directions is a hyperbolic paraboloid. These arguments give a basis for looking for second fundamental forms

$$
\begin{equation*}
\sum_{i, j=1}^{2} b_{i j}^{\alpha} u^{i} u^{j}=A^{\alpha}\left(\left(u^{1}\right)^{2}+c_{1} u^{1} u^{2}-c_{2}\left(u^{2}\right)^{2}\right)+B^{\alpha} u^{1} u^{2} \tag{4}
\end{equation*}
$$

Substituting in (1)-(3) the expressions for the $b_{i j}^{\alpha}$ in terms of $A^{\alpha}, B^{\alpha}, c_{j}$ obtained from (4), we arrive at a system of equations with unknown functions $A^{\alpha}, B^{\alpha}, \mu_{\alpha \beta k}$, $c_{j}$, and to each solution of this system there corresponds in $E^{n}$ a saddle surface with a given metric.

We observe that the difference between the number of unknowns and the number of equations (which to some extent characterizes the degree of indefiniteness of the system) does not change here with the growth of the dimension $n>3$ of the Euclidean space, in contrast to the case of arbitrary (not saddle) immersions, where this difference increases without limit.

### 1.4. The Possibility of Non-Immersibility When the Manifold is Not Simply-

Connected. As we mentioned in 2.4 of Ch. 1, complete non-simply-connected two-dimensional Riemannian manifolds of both negative and non-positive curvature may be non-immersible in any $E^{n}$ as a saddle surface. The simplest example of this kind consists of two copies of an "ideal" (that is, with vertices on the absolute) triangle of the Lobachevskij plane whose sides are glued together in the natural way (by isometry). The non-immersibility of such a manifold follows easily from the properties of tapering surfaces; see 2.2 below. Other examples can be obtained on the basis of inequality (5) of $\mathrm{Ch} .4^{2}$. Among these examples there are no manifolds homeomorphic to an annulus, but there is such an example in the class of polyhedra; see 4.3 of Ch .4 .

## § 2. On the Extrinsic Geometry of Saddle Surfaces

2.1. The Variety of Saddle Surfaces. The extrinsic geometry of saddle surfaces has not been studied much, certainly less than in the case of convex surfaces. This is explained by a number of circumstances. Firstly, as we have already emphasized, saddle surfaces in contrast to convex surfaces are objects of a finitedimensional Euclidean space of arbitrary dimension, which is not traditional for classical differential geometry; even if saddle surfaces are situated in $E^{3}$, an understanding of the more general properties of their extrinsic geometry must apparently take this into account. Secondly, although the concept of the saddle
shape of a surface may be in some sense no less significant than convexity, the extrinsic geometry of saddle surfaces is much more varied, in particular, there are saddle surfaces of very different topological types. Here an analogy with Riemannian metrics suggests itself: while complete metrics of positive and zero curvature exist only for finitely many topologically distinct two-dimensional manifolds, which are easy to calculate, metrics of negative (even constant) curvature exist both on any two-dimensional open manifold and on any closed manifold with Euler characteristic $\chi<0$.

Similarly, for any finitely-connected orientable non-compact (without boundary) two-dimensional manifold there is a saddle surface homeomorphic to it and embedded in $E^{3}$ that is externally complete (that is, the embedding is proper), and this surface can be chosen to be $C^{\infty}$-smooth and with everywhere negative Gaussian curvature. A method of constructing such surfaces was first given by Hadamard (Hadamard (1898)). The construction can easily be seen from Fig. 5; we first construct a piecewise smooth (with edges) surface that is the boundary of the union of bodies bounded by hyperboloids of one sheet; then the edges are smoothed out. For the technique of such a smoothing, see Bakel'man, Verner and Kantor (1973) and Rozendorn (1966). This construction is not suitable if the surface is homeomorphic to a closed surface with a point deleted; however, in this case we can modify the construction as shown in Fig. 6: the surface shown in Fig. 5 is cut along the curve $a b$ and to the sides of the cut we glue surfaces homeomorphic to a half-plane that wind asymptotically onto the hyperboloids of one sheet. Less clear is the question of the existence of complete unorientable saddle surfaces of different topological types in $E^{n}$.

In passing we give an example of a saddle surface in $E^{4}$ that does not fit into any 3 -plane. This is the intersection of two hyperbolic cylinders: $x_{3}=x_{1}^{2}-x_{2}^{2}$, $x_{4}=x_{1} x_{2}$.

Since in this section we shall be dealing mainly with complete surfaces, we first dwell on questions of the connection between the intrinsic and extrinsic com-
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pleteness of a surface. We recall that for a surface immersed in $E^{n}$ it makes sense to talk about its intrinsic completeness, that is, about the completeness of the induced metric, and about its extrinsic completeness, that is, about the situation when the immersion is proper (the inverse image of any compactum is a compactum). Clearly, extrinsic completeness always implies intrinsic completeness. For convex surfaces the converse is also true. However, an intrinsically complete saddle surface may not be extrinsically complete. An example is the analytic surface of strictly negative curvature given by the equation

$$
z=x \tan y-e^{(\tan y)^{2}} \sin (\tan y), \quad-\infty<x<\infty, \quad-\frac{\pi}{2}<y<\frac{\pi}{2}
$$

see Bakel'man, Verner and Kantor (1973). Moreover, in $E^{3}$ there are intrinsically complete saddle surfaces that are bounded in space. Such examples were constructed by Rozendorn (Rozendorn (1961)). The main idea of Rozendorn's construction is described in Part II of the present book and explained there by a figure. The surface is constructed from blocks $Q_{i}$ of the same type, it is not simply-connected, and in the intrinsic sense it has infinitely many "exits to infinity". Transition to the universal covering gives a similar example of an immersed simply-connected surface. We can become acquainted with the details of the construction in Rozendorn (1961), Rozendorn (1966).

We observe that in all examples of this kind constructed up to now there are flat points, which are certainly branch points for the spherical mapping ${ }^{3}$. The assumption that there is no $C^{2}$-smooth surface of strictly negative curvature that is intrinsically complete and bounded in $E^{3}$ is sometimes called Hadamard's

[^14]
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conjecture. It would be interesting to determine whether it is possible to construct such a surface on the lines of Rozendorn's example mentioned above, using instead of the blocks $Q_{i}$ similar constructions from Vaigant's example, which we deal with in 2.2 below. Such blocks must then be glued together along non-convex curves.
2.2. Tapering Surfaces. Let us dwell on one class of saddle surfaces for which, in particular, intrinsic completeness implies extrinsic completeness. These are the so-called tapering surfaces. With respect to a number of properties, these surfaces occupy the same place in the theory of saddle surfaces as closed surfaces in the class of all convex surfaces. Tapering surfaces are distinguished by purely intrinsic properties. Bcfore describing them we give some definitions.

A complete Riemannian manifold homeomorphic to a disc with the centre removed is called a tube. In the case of metrics of non-positive curvature tubes are naturally divided into "tapering" (or horns) and "widening" (bowls), see Fig. 7; a Euclidean half-cylinder belongs to the bowls ${ }^{4}$. The concepts of horn and bowl were introduced by Cohn-Vossen (Cohn-Vossen (1959)). A surface in $E^{n}$ is called a tube, a horn or a bowl respectively if it is of this kind with respect to its intrinsic geometry. Finally, a horn is said to be pointed if there are arbitrarily short loops on it that are not homotopic to zero.

[^15]An intrinsically complete (without boundary) saddle surface in $E^{n}, n \geqslant 3$, is said to be tapering if it admits a partition into a compact surface with boundary and finitely many tapering tubes (horns). It is not difficult to see that this definition has an intrinsic character. We shall be concerned with sufficiently smooth (of class $C^{2}$ ) tapering surfaces.

It is well known that an open Riemannian 2-manifold $M$ satisfies CohnVossen's inequality $\int_{M} K d S \leqslant 2 \pi \chi$ (so long as this integral makes sense). Here $K$ is the Gaussian curvature, $d S$ is the element of area, and $\chi$ is the Euler characteristic. For tapering manifolds we have equality, that is, the GaussBonnet formula is true for them in the same form as for closed manifolds. Generally speaking, Cohn-Vossen's inequality becomes an equality not only for tapering complete surfaces (for example, for a cylinder and an elliptic paraboloid). But in the class of complete surfaces of non-positive curvature such that on each convergent tube there are arbitrarily distant points with negative curvature, this equality distinguishes precisely the tapering surfaces; see Verner (1968).

Theorem 2.2.1. Every $C^{3}$-smooth saddle horn $T$ in $E^{n}$ is unbounded in space.
This theorem for a non-pointed horn follows from Theorem 1.3.1 of $\mathbf{C h} .4$, concerned with general surfaces of bounded extrinsic curvature. In the case of a pointed horn this theorem can be proved in the same way as Verner's theorem (Verner (1970a)) on a pointed horn in $E^{3}$. We observe straight away that Theorem 2.2.1 is obviously true for general surfaces of bounded extrinsic curvature in $E^{n}$ (see 1.3 of Ch .4 ); for $C^{2}$-smooth surfaces in $E^{3}$ this was proved in Burago (1984), and for general surfaces in $E^{n}$, but under additional assumptions, which are evidently unconnected with the heart of the matter, in Yu.D. Burago (1968b). However, Verner's proof (Verner (1970a)) is specific for saddle surfaces, while D.Yu. Burago's proof (D.Yu. Burago (1984)) cannot be carried over to surfaces in $E^{n}, n>3$.

From Theorem 2.2.1 it follows easily that a saddle horn $T$ has a limiting cone ${ }^{5}$ in the form of a ray $L$; the direction of this ray is called the direction of the horn. There is a cylinder with axis parallel to $L$ such that the horn $T$ is entirely contained in this cylinder (Verner (1967-1968)). From what we have said it follows that a tapering surface is unbounded in $E^{n}$, and every horn of it exits to infinity in a definite direction. If such a tapering surface has no supporting hyperplane, that is, it does not fit into any half-space of $E^{n}$, then there are at least $n+1$ of these exits to infinity. (If there is a supporting hyperplane, then its intersection with the surface "exits to infinity" non-compactly along certain horns. Examples of such surfaces are tapering saddle surfaces lying in a subspace $E^{k} \subset E^{n}, 2 \leqslant k<n$.) In passing we observe that there are orientable tapering surfaces with any number $N \geqslant n+1$ of exits to infinity. An example of one of them is the algebraic surface given in $E^{3}$ by the equation

[^16]
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$$
x^{2} y^{2}+y^{2} z^{2}+z^{2} x^{2}=3 a^{4}
$$

Six of its horns exit along the coordinate axes (Fig. 8), and the Gaussian curvature

$$
K=-\frac{6 a^{4}\left(a^{4}\left(x^{2}+y^{2}+z^{2}\right)-3 x^{2} y^{2} z^{2}\right)}{\left(a^{4}\left(x^{2}+y^{2}+z^{2}\right)+x^{2} y^{2} z^{2}\right)^{2}} \leqslant 0
$$

vanishes at the eight points where $|x|=|y|=|z|-a$. These points arc saddlcs of the third order; see Bakel'man, Verner and Kantor (1973).

Further investigation of tapering surfaces in $E^{3}$ consists in studying the dependence between the presence (and number) of branch points of the spherical mapping of the surface and the behaviour of the surface at infinity.

For simplicity we shall assume that the spherical mapping $v$ of the surface $F$ has only isolated branch points, and outside them $v$ is a local homeomorphism ${ }^{6}$. The spherical mapping of the surface $F$ determines a new surface $\Phi$, which even lies on the sphere $S^{2}$, but may cover certain domains of the sphere repeatedly and is ramified like the Riemann surface of a many-valued function of a complex variable. As usual, the surface is endowed with the induced metric, which has constant curvature 1 outside the branch points, since it coincides locally with the metric of the sphere. We complete the surface $\Phi$ by its limiting points. The completion $\bar{\Phi}$ of the surface is (in the case of a tapering surface $F$ ) a compact

[^17]surface with boundary $\partial \Phi$ consisting of finitely many components $\gamma_{i}$ corresponding to the exits of $F$ to infinity. Each component $\gamma_{i}$ from the viewpoint of the intrinsic geometry of $\Phi$ is a simple closed geodesic open polygon lying on a great circle of the sphere $S^{2}$, possibly with self-overlappings.

The following remark, which is important for what comes later, explains why the boundary $\partial \Phi$ is a geodesic open polygon. With each horn of the surface $F$ we associate a circle $O_{i}$ on $S^{2}$ perpendicular to the direction of the horn. Then the corresponding component $\gamma_{i}$ of $\partial \Phi$ lies on $O_{i}$ and fills either the whole circle $O_{i}$ or an arc not less than a semicircle. The surface $\Phi$ either has no intersections with each polygon $P$ into which $\bigcup O_{i}$ splits $S^{2}$ or it forms a ramified covering over $P$, so the number of layers is constant over $P$ except at the branch points. Since the area of $\Phi$ is finite (it is equal to $2 \pi \chi(F)$ ) the number of branch points is finite.

The open polygon $\gamma_{i}$, considered from the viewpoint of the intrinsic geometry of $\Phi$, has a definite turn $\tau_{i}=\tau\left(\gamma_{i}\right)$ from the side of $\Phi$. Verner (Verner (1970b)) proved the following result.

Theorem 2.2.2. For a tapering surface $F$ in $E^{3}$ with $l$ exits to infinity we have

$$
\begin{equation*}
2 \chi(F)=\sum_{i}\left(1-s\left(b_{i}\right)\right)+\frac{1}{2 \pi} \sum_{j=1}^{l} \tau_{j}, \tag{5}
\end{equation*}
$$

where $s\left(b_{i}\right)$ is the multiplicity of the branch point $b_{i}$ of the spherical mapping of the surface $F$; the first sum is taken over all such branch points. We always have $\tau_{j} \leqslant 0$. Equality holds here if and only if for some neighbourhood $U \subset \bar{\Phi}$ of each open polygon $\gamma_{i}$ we have $\left(U \backslash \gamma_{i}\right) \cap O_{i}=\varnothing$.

Suppose that the Gaussian curvature $K$ of a surface $F$ in $E^{3}$ is negative in a neighbourhood of a point $p$, except possibly for the point itself. Then the tangent plane to $F$ at $p$ intersects $F$ close to $p$ in an even number $2 m$ of simple arcs with origin at $p$. The number $m$ is called the order of saddleness of $F$ at $p$. We always have $m \geqslant 2$. If $K(p)<0$, then obviously $m=2$. A point with order of saddleness $m>2$ is a branch point of multiplicity $s=m-1$ for the spherical mapping.

A tapering surface $F$, regarded as a topological space, can be compactified by completing each horn by one point (this is called the point at infinity of the horn). The completion is a closed manifold. The order of saddleness of a horn at a point at infinity $a_{i}$ is the number $m\left(a_{i}\right)=-(1 / 2 \pi) \tau\left(\gamma_{i}\right)$. Verner (Verner (1970b)) proved that if the spherical mapping of a horn in some neighbourhood of a point at infinity $a$ is univalent, then $m(a)$ is equal to 0 or +1 . From this and Theorem 2.2.2 it follows that, for example, if a tapering surface $F$ with Euler characteristic $\chi(F) \neq 2$ close to each point at infinity has a one-to-one spherical mapping, then on $F$ there are points with Gaussian curvature $K=0$ and order of saddleness greater than two.

The simplest tapering surfaces in $E^{3}$ are those with $\chi=-2$. Such a surface has four exits to infinity and is homeomorphic to a sphere with four handles. However, in this case the formulae (5) are insufficient to establish whether there are points on $F$ with order of saddleness greater than two, and how many of
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them there are. The structure of such surfaces has been studied by P. Sh. Rechevskij and S.Z. Shefel'.

It turns out that a tapering surface $F$ in $E^{3}$ with $\chi(F)=-2$ has the following structure. Generally speaking, it has four points at which the order of saddleness is equal to three. Correspondingly, the spherical mapping has four branch points. In this general case, close to each point at infinity the spherical mapping of $F$ is one-to-one, and each horn is given explicitly by $z=f(x, y)$. The branch points of the spherical mapping cannot "stick together", so for example instead of two points with order of saddleness three there cannot be one point with order of saddleness four. However, a priori we do not exclude the "limiting" cases when the singular points "exit to infinity", so the spherical mapping has branch points on the boundary; see Fig. 9. It is not known whether all possibilities of this kind can be realized (for example, whether only one singular point exits to infinity). The construction of examples of this kind is very difficult. However, Vaigant constructed an example of an analytic tapering surface $F$ with $\chi(F)=-2$ whose Gaussian curvature is negative everywhere, so all four branch points of the spherical mapping lie on its boundary. The surface in question is given by the equation

$$
\begin{aligned}
& \left(z-\sqrt{1+x^{2}}+\sqrt{1+y^{2}}\right)^{2}\left(8+\sqrt{1+x^{2}}+\sqrt{1+y^{2}}\right)^{2} \\
& \quad-M^{2}\left[2-\left(\sqrt{1+x^{2}}-1\right)\left(\sqrt{1+y^{2}}-1\right)\right]=0,
\end{aligned}
$$

where $0<M<10^{-4}$.
Figure 10 shows the rough form of this surface; it is essential that its sections perpendicular to the directions of the horns are not convex.
The qualitative description given above is based on the following theorems of Rechevskij and Shefel'. We first observe that if a tapering surface $F$ has Euler characteristic 2 , then the circles $O_{i}(i=1,2,3,4)$ on the sphere $S^{2}$ perpendicular to the directions of the horns split the sphere into eight triangles $T_{j}$ and six quadrangles $Q_{k}$

Theorem 2.2.3. The spherical mapping of a tapering surface $F$ in $E^{3}$ with $\chi(F)=-2$ satisfies the following condition: in each of the quadrangles $Q_{k}$ the
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spherical mapping is bijective; of any two diametrically opposite triangles $T_{j}$ one is always doubly covered (possibly with a branch point), and the second is empty. The points of intersection $O_{i j}=O_{i} \cap O_{j}$ of the circles with $i \neq j$ do not belong to the spherical image of $F$.

Theorem 2.2.4. For a tapering surface $F$ in $E^{3}$ with $\chi(F)=-2$ the following three conditions are equivalent.

1. Of any two diametrically opposite points of the set $S^{2} \backslash \bigcup_{i \neq j} O_{i j}$ at least one belongs to the spherical image of $F$.
2. The spherical mapping of $F$ has exactly four branch points (of multiplicity 2), one in each of the triangles.
3. The spherical mapping of $F$ is one-to-one close to each point at infinity.

If conditions 1-3 are satisfied, then every horn can be given by an explicit equation $z=f(x, y)$.

From Theorems 2.2.2 and 2.2.3 it follows that a tapering surface in $E^{3}$ cannot have a one-to-one spherical mapping. Hence a complete saddle surface with a one-to-one spherical mapping contains a bowl. In a series of papers (see Verner (1967-1968)) Verner studied the extrinsic geometry of complete regular saddle surfaces with a one-to-one spherical mapping, or spherically one-to-one saddle surfaces for short. Before stating the results, let us recall one definition. Suppose that a surface is a horn. The direction of the horn corresponds to a point $p \in S^{2}$. Let us remove from $S^{2}$ the point $p^{\prime}$ diametrically opposite to $p$. The degree of $p$ on $S^{2} \backslash p^{\prime}$ with respect to the spherical image of some horn $\gamma$ is the same for all horns sufficiently far from the boundary of the horn. This degree is called the turn of the horn $F$.

Theorem 2.2.5. For a spherically one-to-one saddle surface we certainly have $\chi(F) \geqslant-1$. Such surfaces can only be of the following types: a) surfaces homeomorphic to a plane; b) surfaces homeomorphic to a cylinder (these surfaces consist
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of a horn and a bowl or two bowls); c) surfaces with $\chi(F)=-1$ consisting of two horns and a bowl.

However, it is not known whether there is at least one spherically one-to-one saddle surface of the last type.

If a surface consists of a horn and a bowl, then its properties depend strongly on whether the horn has non-zero turn. If the turn of the horn is zero, then the surface certainly has sclf-interscctions; such surfaces exist: an example is the surface given in cylindrical coordinates by the equation

$$
\rho=e^{-z} \frac{\sqrt{\cos ^{2} \varphi-e^{2 z} \sin ^{2} \varphi}}{\cos ^{2} \varphi+e^{2 z} \sin ^{2} \varphi}
$$

see Fig. 11. The most completely studied are the surfaces with $\chi=0$ having a horn with non-zero turn.

Theorem 2.2.6. If a spherically one-to-one saddle surface $F$ with $\chi(F)=0$ contains a horn with non-zero turn, then

1) in some coordinate system $x, y, z$ (with $z$-axis parallel to the direction of the horn) the surface $F$ is given by an equation $z=f(x, y)$ over the domain of the $(x, y)$-plane that is a completion to a closed convex set;
2) the surface $F$ has a limiting cone consisting of a ray and a convex horn;
3) the closure of the spherical image of $F$ is obtained from $S^{2}$ by removing the hemisphere corresponding to the horn and some convex domain (possibly empty) of the interior of the spherical image of the limiting cone of the bowl.

## §3. Non-Regular Saddle Surfaces

3.1. Definitions. Suppose that the surface $F$ is given by a continuous mapping $f$ of a two-dimensional manifold $M$ into $E^{n}, n \geqslant 2$. A non-empty open set $E \subset M$ with compact closure $\bar{E} \subset$ int $M$ is called a crust if there is a hyperplane $P$ such that $E$ is a component of the set $M \backslash f^{-1}(P)$. In this case we say that the hyperplane $P$ cuts off the crust $E$. The surface $F$ is called a saddle surface if it is


Fig. 12
impossible to cut off a crust from it by any hyperplane. We note that a crust is not assumed to be simply-connected; Fig. 12 explains the visual meaning of this concept. Clearly, a smooth surface in $E^{3}$ is a saddle surface if and only if its Gaussian curvature is non-positive.

If in the definition of a crust we replace the words "hyperplane $P$ " by "hypersphere $S^{n-1}$ ", then we arrive at the definition of a spherical crust. A surface $F$ is called an $R$-saddle surface, $0<R<\infty$, if it is impossible to cut off a spherical crust from it by any hypersphere whose radius is at least $R$. Finally, a surface is called a strictly saddle surface if each point $p$ of it has a neighbourhood in the form of an $R$-saddle surface for some $R=R(p)$. A smooth saddle surface in $E^{3}$ is an $R$-saddle surface if all its principal curvatures are at least $R^{-1}$ in absolute value, and a strictly saddle surface if the Gaussian curvature of its intrinsic metric is negative everywhere.

If the boundaries of compact simply-connected saddle surfaces lying in $E^{n}$ form a compact set, then the set of such surfaces itself is compact (in the space of surfaces with Fréchet metric) (S.Z. Shefel' (1967)). Saddle and $R$-saddle (for fixed $R$ ) surfaces form closed sets, but the set of strictly saddle surfaces is not closed.
3.2. Intrinsic Gcometry. In the theory of non-regular saddle surfaces we should like to distinguish questions that seem to us to be fundamental for the development of this theory. Although these questions are similar to those that arose in the theory of general convex surfaces, their solution is apparently beset
with much greater difficulties. In accordance with the general principles that we discussed in Chapter 1, in the first place two questions arisc. Here is the first. Is any saddle surface with rectifiable boundary a manifold of non-positive curvature with respect to its intrinsic geometry? Although in the general case the answer to this question has still not been obtained, the following partial result is true.

Theorem 3.2.1 (S.Z. Shefel' (1964)). Suppose that a saddle surface $F$ in $E^{3}$ bounded by a rectifiable curve can be represented as the graph of a function $z=f(x, y)$. Then $F$ is a manifold of non-positive curvature with respect to its intrinsic geometry.

It is known that at each point of a surface with finite Lebesgue area there are arbitrarily small neighbourhoods bounded by rectifiable curves (Cesari (1956)). On the other hand, by the isoperimetric inequality for saddle surfaces (S.Z. Shefel' (1963)) a compact saddle surface with rectifiable boundary has finite area. Hence Theorem 3.2.1 can be strengthened as follows.

Theorem 3.2.2 (S.Z. Shefel' (1964)). If a saddle surface $F$ in $E^{3}$ has finite Lebesgue area (or is compact and has rectifiable boundary) and in a neighbourhood of each of its points it can be represented as the graph of a function $z=f(x, y)$, then $F$ is a manifold of non-positive curvature with respect to its intrinsic geometry.

The proof of Theorem 3.2.2 is based on the possibility of approximating a saddle surface that is the graph of a function by saddle polyhedra, and on a suitable criterion for the curvature to be non-positive due to Reshetnyak (Reshetnyak (1960a)). Since the question of the possibility of approximating a general saddle surface by saddle polyhedra (or sufficiently smooth saddle surfaces) remains open and has independent interest, we explain briefly how to solve it for a surface that is the graph of a function. The essence of the matter is that in this case a polyhedron lying in the layer between the surfaces $P_{1}: z=$ $f(x, y)-h$ and $P_{2}: z=f(x, y)+h$ can be transformed into a saddle polyhedron lying in the same layer. It is sufficient first to remove from the polyhedron the crusts $E$ lying over the planes that cut them off for which the flat domain $\Omega$ bounded by $\partial E$ does not cut off a crust from $P_{1}$, each time replacing the crust by the corresponding domain $\Omega$, and then repeating the procedure, but replacing $P_{1}$ by $P_{2}$, cutting off "lower" crusts instead of "upper" crusts. In fact this procedure is carried out successively for a countable everywhere dense set of "upper" (and then "lower") planes.
3.3. Problems of Immersibility. The second question is as follows: is every metric of non-positive curvature at least locally the intrinsic metric of some saddle surface in Euclidean space of some finite dimension? For a Riemannian metric this problem, as we explained above, reduces to the question of the solubility of a definite system of differential equations. Here we should just like to draw attention to the existence of an alternative approach in the case of
general metrics of non-positive curvature, which consists in solving the analogous problem in the class of polyhedra and then carrying out a limiting process.

It is rather encouraging here that, as Perel'man recently proved (Perel'man (1988b)), every complete simply-connected polyhedral metric of non-positive curvature admits an isometric $C^{0}$-embedding in $E^{3}$ as a saddle polyhedron (so in particular the vertices of this polyhedron are only the images of the existing vertices of the metric). Although the set of saddle polyhedra in $E^{n}$ whose metrics approximate a certain metric of non-positive curvature on a closed disc is compact (on condition that the lengths of the bounding curves are uniformly bounded), the convergence of these polyhedra to a limiting surface is not necessarily too "good" in the sense that the areas of the Grassmann images (the analogue of the spherical mapping in $E^{3}$ ) of the approximating polyhedra for a "typical" saddle surface in $E^{n}, n>3$, cannot converge to the area of the Grassmann image of the surface itself; for the details see 1.1 and 1.4 of Ch .4 . An additional obstacle in this path is the fact that in contrast to the case of convex surfaces it is not at all clear under which additional conditions convergence of the saddle polyhedra implies convergence of their metrics.
3.4. Problems of Non-Immersibility. If we turn to surfaces in threedimensional space, then here the question arises first of all of the geometrical conditions that replace the requirement of $C^{2}$-smoothness in Efimov's theorem discussed above. Experience accumulated in the theory of convex surfaces says that in the case of geometrically meaningful results smoothness conditions can be successfully replaced by assumptions of "geometrical regularity". The requirement of $G$-stability can apparently serve as such an assumption here, as in many other cases. The class of affinely stable immersions of metrics of negative curvature is the class of strictly saddle surfaces (see 3.1). This makes the following conjecture plausible. A complete Riemannian ${ }^{7}$ metric with Gaussian curvature not exceeding a negative number does not admit immersions in $E^{3}$ in the class of strictly saddle surfaces ${ }^{8}$.

Similar conjectures were made by Rozendorn in Rozendorn (1966). In them, in contrast to the supposition made here, for the extrinsically geometrical condition that compensates for the absence of $C^{2}$-smoothness we put forward the requirement that the order of saddleness of a surface at each point is equal to two, and so the spherical mapping does not have branch points. We observe that this condition does not guarantee that the surface is strictly saddle-shaped. In

[^18]fact, there is an example of a $C^{1}$-smooth surface with the following properties: 1) The surface $F$ is $C^{\infty}$-smooth outside some point $a$. 2) The surface $F$ has a $C^{\infty}$-smooth intrinsic metric of strictly negative curvature. 3) At the point $a$ the surface $F$ has order of saddleness equal to two. Nevertheless, in a neighbourhood of a point the surface $F$ is not a strictly saddle surface, nor $C^{2}$-smooth ${ }^{9}$.

This example is interesting in another respect. It shows that smoothness of the intrinsic metric of a surface and the fact that the curvature of the intrinsic metric in the class of saddle surfaces is negative do not imply that the surface is smooth (so here again there is no complete analogy with convex surfaces).

On the other hand, from Theorem B of Rozendorn (1966) we have the following result.

Theorem 3.4.1. $A C^{1}$-smooth strictly saddle surface, with $C^{\infty}$-smooth metric of negative curvature, that is $C^{\infty}$-smooth everywhere except possibly for isolated points is actually $C^{\infty}-$ smooth everywhere.

It seems to us that these facts can serve as arguments for using the conjecture stated above.

Generally the question of smoothness of a saddle surface with sufficiently smooth metric, except for theorems on removing isolated singularities, has hardly been studied. Only the following result is known.

Theorem 3.4.2 (Rozendorn (1967)). Suppose that a simply-connected surface $F$ bounded by a closed curve is $C^{2}$-smooth and has $a C^{k}$-smooth intrinsic metric of negative curvature. If $F$ is $C^{k}$-smooth in some neighbourhood of a bounding curve, then it is $C^{k}$-smooth everywhere.

See also Part II of the present book.

## Chapter 4 Surfaces of Bounded Extrinsic Curvature

## §1. Surfaces of Bounded Positive Extrinsic Curvature

1.1. Extrinsic Curvatures of a Smooth Surface. For surfaces $F$ in $E^{n}, n \geqslant 4$, the concept of spherical mapping can be generalized in two different ways. For simplicity we assume that the surface is oriented (otherwise it is sufficient to go over to a double covering). Then firstly there is a Grassmann mapping $g: F \rightarrow$ $G(n, 2)$ that associates with a point $x$ of the surface the oriented tangent plane to
${ }^{9}$ The existence of such a surface follows from Theorems $6, A$ and $B$ of Rozendorn (1966) and the fact
that if $|K| \leqslant c<\infty$ for the surface, and the mean curvature in a neighbourhood of a point $a$ is not bounded, then the absolute values of the radii of curvature are not necessarily bounded above.
$F$ at this point. Let $S_{g}(E)$ be the area of the Grassmann image of a set $E$ of the surface $F$ with respect to the canonical ${ }^{1}$ metric in $G(n, 2)$.

Secondly, let $W$ be the subbundle of unit vectors of the normal bundle of a surface $F$ in $E^{n}$. Then in $W$ there are pairs $(x, v)$, where $v$ is the unit normal to $F$ at $x$. The mapping $\gamma: W \rightarrow S^{n-1}$, where $\gamma(x, v)=v$, induces in $W$ an $(n-1)$ dimensional measure $\bar{S}_{\gamma}-$ the "area" of the surface $(W, \gamma)$. For a set $E \subset F$ we put $\bar{S}_{y}(E)=\bar{S}_{\gamma}\left(p^{-1}(E)\right)$, where $p$ is the projection of $W$ on $F, p(x, v)=x$. The measure $\vec{S}_{\gamma}$, usually additionally normalized, is called the Chern-Lashof curvature (Chern and Lashof (1957)). We choose the normalization by putting $S_{\gamma}=\left(4 \pi / \omega_{n-1}\right) \bar{S}_{\gamma}$, where $\omega_{n-1}$ is the $(n-1)$-area of the unit sphere $S^{n-1}$.

The space $W$, other than critical points of the mapping $\gamma$, splits into subsets $W^{+}, W^{-}$, on which $\gamma$ preserves or reverses the orientation. The extrinsic positive and negative total curvatures of $F$ are defined by the equalities ${ }^{2} \mu^{+}=S_{\gamma}\left(W^{+}\right)$, $\mu=S_{\gamma}(W)$. The calculations carried out in Chern and Lashof(1957) show that

$$
\begin{equation*}
\mu^{ \pm}(F)=\frac{n-2}{\omega_{n-3}} \int_{F} \int_{S^{n-3}} x_{v}^{ \pm}(x) d \sigma_{v} d S_{x} \tag{1}
\end{equation*}
$$

where $\varkappa_{\nu}(x)$ is the Lipschitz-Killing curvature (that is, the product of the principal curvatures of $F$ at $x$ with respect to the normal $v$ ), $a^{+}=\max (a, 0), a^{-}=$ $\max (-a, 0)$, and $d S_{x}$ and $d \sigma_{v}$ are the elements of area of the surface $F$ and the sphere $S^{n-3}$ respectively.

By Gauss's theorem it follows from (1) that

$$
\begin{equation*}
\mu^{+}-\mu^{-}=\omega \tag{2}
\end{equation*}
$$

where $\omega(E)=\int_{E} K d S$ is the integral curvature of the intrinsic metric of $F$. Since $\mu^{+}+\mu^{-}=S_{\gamma}$, it follows from (2) that $S_{\gamma} \geqslant \operatorname{var} \omega$, and in the case of metrics with curvature of definite sign, equality holds only for convex and saddle surfaces respectively.

Thus, for saddle surfaces in $E^{n}, n \geqslant 4$, as for any surfaces in $E^{3}$, the ChernLashof curvaturc is completely determined by the intrinsic metric of the surface. If the surface does not lie in $E^{3}$ and is not a saddle surface, then a kind of "splitting" of the curvature may take place, for which $\mu^{+}-\mu^{-}=\omega$, but $S_{\gamma}=$ $\mu^{+}+\mu^{-}>\operatorname{var} \omega$. (We recall that it is a question of sufficiently smooth surfaces, say immersions of class $C^{2}$.)

As Hoffman and Osserman showed (Hoffman and Osserman (1982)), we always have $S_{g} \geqslant S_{\gamma} \geqslant \operatorname{var} \omega$, and the left inequality may be strict.

To describe the extrinsic geometry of a surface in $E^{n}$ it is helpful to use also the concept of the ellipse of normal curvatures. Consider the geodesics passing

[^19]through a fixed point $x$ of a surface $F$ in $E^{n}$. Their curvature vectors at $x$ fill an ellipse $E$ lying in a two-dimensional plane of the normal space $N$ of $F$ at $x$. In other words, the ellipse of normal curvatures $E$ is the image of the unit circle $|X|=1$ of the tangent space under the mapping $X \mapsto B(X, X)$, where $B$ is the second fundamental form of $F$ with values in $N$.

If we choose a basis in $N$ so that the first two unit vectors are parallel to the axes of $E$, and its centre has coordinates ( $\alpha, \beta, \gamma, 0, \ldots, 0$ ), then (see Hoffmann and Osserman (1982), Aminov (1980))

$$
\begin{equation*}
\frac{d S_{g}}{d S}=\left[K^{2}+4\left(\alpha^{2} b^{2}+\beta^{2} a^{2}\right)\right]^{1 / 2} \geqslant|K| \tag{3}
\end{equation*}
$$

where $a$ and $b$ are the semi-axes of $E$, and $K$ and $d S$ are the Gaussian curvature and element of area of $F$. From (3) it follows that $S_{\gamma} \geqslant \operatorname{var} \omega$. It is not difficult to verify that saddle surfaces are characterized by the fact that the null-vector of $N$ is contained in the flat domain bounded by $E$. We also note that the centre of the ellipse is the mean curvature vector of $F$ (see $\S 2$ below). For surfaces in $E^{3}$, but not only for them, the ellipse of normal curvatures degenerates to an interval.
1.2. Extrinsic Curvatures of a General Surface. To extend the concept of extrinsic curvatures to non-regular surfaces, it is useful to characterize $\mu^{+}$and $\mu^{-}$by the same method. We fix a point $O \in E^{n}$ and identify $f(x)$ with the "radius vector" $O f(x)$. By Sard's theorem the function $\varphi_{v}(x)=\langle v, f(x)\rangle$, where $\langle$,$\rangle is$ the scalar product, has only nondegenerate critical points for almost all $v \in S^{n-1}$. For such $v$ we denote by $m^{+}(v), m^{-}(v)$ the number of critical points of $\varphi_{v}$ having even (respectively, odd) indices. For two-dimensional surfaces $m^{+}(v)$ is the number of local maxima and minima of $\varphi_{v}$, and $m^{-}(v)$ is the number of saddles of index 1 . Then

$$
\begin{equation*}
\mu^{+}=\frac{4 \pi}{\omega_{n-1}} \int_{S^{n-1}} m^{+}(v) d \sigma_{v}, \quad \mu^{-}=\frac{4 \pi}{\omega_{n-1}} \int_{S^{n-1}} m^{-}(v) d \sigma_{v} \tag{4}
\end{equation*}
$$

In the case of a general (not necessarily smooth) surface in $E^{n}$ we determine $\mu^{+}$from the first of the inequalities (4), putting $m^{+}(v)$ equal to the number of points of the surface at which it has locally a strictly supporting hyperplane with outward normal $\nu$. (The possibility $m^{+}(\nu)=\infty$ is not excluded.) The hyperplane $P$, oriented by the choice of its normal $v$, is called a strictly supporting hyperplane to the parametrized surface $(M, f)$ at a point $x \in M$ if $f(x) \in P$ and there is a neighbourhood $U \subset M$ of $x$ such that $f(U) \backslash f(x)$ is not empty and lies in the open half-space with outward normal ${ }^{3} v$. If locally a strictly supporting hyperplane $P$ is moved a little parallel to itself in the direction opposite to its outward

[^20]normal $v$, then the new surface cuts off a "crust" from $F$ (see the definition in 3.1 of Ch .3 ). Hence it is easy to conclude that $m^{+}(v)$ is equal to the largest number of pairwise disjoint crusts that can be cut off by hyperplanes with normal directed towards the crust.

The class of surfaces with $\mu^{+}<\infty$ includes all convex and saddle surfaces. It is easy to see that the latter are characterized by the condition $\mu^{+}(F)=0$. For $C^{1}$-smooth surfaces in $E^{3}$ satisfying the condition $\mu^{+}(F)<\infty$ it is probable that $\mu^{+}=\omega^{+}$, but this has been proved only under certain additional assumptions; see Pogorelov (1956b), S.Z. Shefel' (1974), S.Z. Shefel' (1975). If a surface $F$ in $E^{3}$ is not smooth, then the equality $\mu^{+}=\omega^{+}$may be violated independently of the degree of smoothness of the metric. As an example it is sufficient to consider the surface $Q$ of a convex-concave lens with rim $R$. A lens of this kind is obtained if we cut a standard sphere $S^{2} \subset E^{3}$ by some plane $P$ not passing through the centre of the sphere, and replace one of the two resulting spherical caps by the surface symmetrical to it about $P$. On the $\operatorname{rim} R=S^{2} \cap P$ is concentrated the non-zero portion of $\mu^{+}$, but the intrinsic curvature $\omega(R)=0$, since $Q$ is isometric to $S^{2}$. If we change the example by gluing together the lens $Q$ from spherical caps of different radii, it is obvious that on $R$ there occurs a kind of "splitting" of the curvature

$$
\mu^{+}(R)-\mu^{-}(R)=\omega(R) \neq 0
$$

Apparently such a splitting is a general situation. As we mentioned above, for surfaces in $E^{n}, n>3$, splitting of the intrinsic curvature into the extrinsic positive and negative curvatures is also typical of $C^{\infty}$-smooth immersions.

The usual concept of a surface according to Fréchet does not exclude "exotic" cases when for any parametrization $f: M \rightarrow E^{n}$ of the surface $F$ the space $\Gamma$ of components of the sets $f^{-1}(x), x \in f(M)$, contains components that separate $\Gamma$. In these cases the mapping $f$ does not induce the structure of a manifold. With the intention of considering isometric immersions of manifolds of bounded curvature, henceforth as a rule we assume that the surface is a $C^{0}$-immersion. We recall that a surface is said to be metrically connected if any two points of it can be joined by a rectifiable curve lying on the surface; the intrinsic (induced) metric is defined for such a surface $F$.

Let $\Phi$ denote the class of metrically connected surfaces $F$ that are $C^{0}$-immersions and satisfy the condition $\mu^{+}(F)<\infty$.

The example of a cylinder with a nowhere rectifiable generator shows that a connected surface $F$ with $\mu^{+}(F)<\infty$ need not be metrically connected. Some sufficient criteria for metrical connectedness are contained in Theorems 1.2.1 and 1.3.2 below. For surfaces of class $\Phi$ the topology induced by the metric coincides with the original topology of the manifold $M$.

The choice of the class $\Phi$ of surfaces of bounded positive extrinsic curvature was connected with the search for a "successful" class of surfaces corresponding to the class $\mathscr{K}$ of metrics of bounded curvature. In their time different authors (see Aleksandrov (1949), Aleksandrov (1950a), Bakel'man (1956), Pogorelov (1956b), Borisov (1958-1960), Yu.D. Burago (1968a)) considered sev-
eral classes of surfaces that are manifolds of bounded curvature with respect to their intrinsic geometry, but without a clear statement about the character of the correspondence between classes of metrics and surfaces. If we start from the principle of affine stability, as we did above, then accumulated geometrical observations suggest the conjecture, already mentioned in 4.2 of Ch .1 , about the affine compatibility between the classes $\mathscr{K}$ and $\Phi$. In the scheme for confirming it there is a partial result, which we state now. First of all we observe that for any set $E$ on a surface $F \in \Phi$ it is natural to define the extrinsic positive curvature $\mu^{+}(E)$ "concentrated on $E$ "; on $F$ there arises the (not normalized) Borel measure $\mu^{+}$.

Theorem 1.2.1. Suppose that a compact surface $F$ in $E^{3}$ with finite positive extrinsic curvature bounded by finitely many rectifiable curves admits an explicit definition $z=f(x, y)$ and does not contain points $x$ with $\mu^{+}(x)=2 \pi$. Then $F$ is a manifold of bounded curvature with respect to its intrinsic geometry. For any Borel set $E \subset F$ we have $\omega^{+}(E) \leqslant \mu^{+}(E)$, where $\omega^{+}$is the positive curvature of the intrinsic metric.

A certain strengthening of this theorem, under which, in particular, the requirement of explicit definition is imposed only locally, is given in 1.3 below. It is possible that this requirement is quite unnecessary. Difficulties arising in attempts to reject it are probably the same as in the case of saddle surfaces; see 3.2 of Ch . 3. As for the condition $\mu^{+}(x)<2 \pi$, it can be discarded if we generalize the main result of D.Yu. Burago (1984) to the case of non-regular surfaces.
1.3. Inequalities. An important property of the inequalities given below between the extrinsic and intrinsic characteristics of a surface is that they hold without any smoothness assumptions for all surfaces of the class under consideration, and hence they show that in the class $\Phi$ the properties of the metric have an influence on the extrinsic geometry of a surface in $E^{n}$ for any $n$.

Theorem 1.3.1 (Yu.D. Burago (1968b)). Let $F$ be a compact surface in $E^{n}$ (closed or with boundary). Then for its (Lebesgue) area $S$, length L of the boundary and radius $R$ of a ball in $E^{n}$ containing $F$ we have

$$
\begin{equation*}
S<C_{n}\left(\left(\mu^{+}+|\chi|\right) R^{2}+L R\right) \tag{5}
\end{equation*}
$$

where $\chi$ is the Euler characteristic of $F$, the constant $C_{n}$ depends only on $n$, and if $F$ is $C^{2}$-smooth, then it may be replaced by an absolute constant $C$ (see Yu.D. Burago and Zalgaller (1980)).

In particular, a compact surface with finite positive extrinsic curvature and bounded by rectifiable curves has finite Lebesgue area.

Hence the next result follows from Theorems 1.2.1 and 1.3.1.
Theorem 1.3.2 (Yu.D. Burago (1968b)). Suppose that a surface F lying in $E^{3}$ of bounded positive extrinsic curvature has finite Lebesgue area, or is compact and bounded by finitely many rectifiable curves (in particular, is closed). If in addition
$F$ in some neighbourhood of each of its points admits an explicit definition and does not contain points with $\mu^{+}(x)=2 \pi$, then $F$ is a manifold of negative curvature with respect to its intrinsic geometry.

Suppose that $F$ is an isometric $C^{0}$-immersion of a manifold of bounded curvature, as, for example, in the conditions of Theorems 1.2.1 and 1.3.2. Then the Lebesgue area coincides with the area defined by the intrinsic geometry, see S.Z. Shefel' (1970), and inequality (5) enables us to obtain relations between the extrinsic characteristics $\mu^{+}$and $R$, depending on the parameters $S$ and $L$ of the intrinsic metric.

For $C^{2}$-smooth surfaces in $E^{3}$, inequality (5) can he somewhat strengthened. However, here it is more important that for such surfaces the extrinsic curvature $\mu^{+}$coincides with the positive part of the curvature of the intrinsic metric $\omega^{+}=\int K^{+} d S$.

Theorem 1.3.3 (see Yu.D. Burago and Zalgaller (1980)). For a $C^{2}$-smooth closed surface $F$ in $E^{3}$ we have

$$
\begin{equation*}
S \leqslant 2 R^{2}\left(\omega^{+}-\pi \chi\right) \tag{6}
\end{equation*}
$$

If a $C^{2}$-smooth compact surface $F$ in $E^{3}$ has a non-empty boundary, then

$$
S< \begin{cases}C\left(\omega^{+} R^{2}+L R\right) & \text { when } \chi(F)=1  \tag{7}\\ C\left(\left(\omega^{+}-2 \pi \chi\right) R^{2}+L R\right) & \text { when } \chi(F) \leqslant 0\end{cases}
$$

where $C$ is an absolute constant.
Inequalities (6) and (7) show that for any two-dimensional Riemannian manifold $M$ there is an $R_{0}=R_{0}\left(S, L, \chi, \omega^{+}\right)>0$ such that $M$ does not admit a $C^{2}$-smooth isometric immersion $f$ in $E^{3}$ under which $f(M)$ is contained in a ball of radius $R_{0}$. In particular, this is the basis for some examples of Riemannian metrics that do not admit isometric immersions in $E^{3}$; see Gromov and Rokhlin (1970).

From Theorem 1.3.1 it is not difficult to deduce that a horn (tapering tube) $F$ in $E^{n}, n \geqslant 3$, for which $m^{+}<\infty$ and the area $S(F)$ is infinite, is unbounded in $E^{n}$. Apparently the requirement $S(F)=\infty$ is caused only by the method of proof, at least, it can be omitted in the case of a $C^{2}$-smooth horn in $E^{3}$ (see D.Yu. Burago (1984)) and a $C^{3}$-smooth saddle horn in $E^{n}$; see Theorem 2.2.1 of Ch. 3.

## § 2. The Role of the Mean Curvature

2.1. The Mean Curvature of a Non-Smooth Surface. Let us recall the definition of the mean curvature of a smooth surface in $E^{n}$. Let $F$ be such a surface, specified by a vector-function $r\left(u^{1}, u^{2}\right)$, and $B(X, Y)$ its second fundamental form at a point $p$; see 2.1 of Ch. 1. The second fundamental form of a surface $F$ at a point $p$ with respect to the normal $v$ is the form $B^{v}(X, Y)=\langle B(X, Y), v\rangle$, or in local coordinates

$$
B^{v}(X, Y)=\sum_{i, j=1}^{2} b_{i j}^{v} X^{i} Y^{j}
$$

where $X^{i}, Y^{j}$ are the coordinates of the tangent vectors $X, Y$ to $F$, and $b_{i j}^{v}=\left\langle\frac{\partial^{2} r}{\partial u^{i} \partial u^{j}}, v\right\rangle$. Here $\langle$,$\rangle is the scalar product.$

There is a unique linear transformation $A^{v}$ such that $B^{v}(X, Y)=-\left\langle A^{v}(X), Y\right\rangle$. In local coordinates the matrix of the transformation $A^{v}$ has the form $A_{i j}^{v}=$ $\sum_{k=1}^{2} b_{i k}^{v} g^{k j}$. The quantity $H(v)=-\frac{1}{2}$ trace $A^{v}$ is called the mean curvature of $F$ with respect to $v$. In local coordinates $H(v)=\frac{1}{2} \sum_{i, j=1}^{2} b_{i j}^{v} g^{i j}$.

The mean curvature vector $H(p)$ is the mean value of the vector function $v H(v)$ on $S^{n-3}$. If $v_{1}, \ldots, v_{n-2}$ is an orthonormal basis of normals, then $H(p)=$ $\sum_{i=1}^{n-2} v_{i} H\left(v_{i}\right)$. The number $|H(p)|=\left(\sum_{i} H\left(v_{i}\right)^{2}\right)^{1 / 2}$ is called the mean curvature of the surface at $p$.

The Beltrami-Laplace operator of the vector function $r\left(u^{1}, u^{2}\right)$ is understood to be the vector-function $\Delta r=\left(\Delta x^{1}, \ldots, \Delta x^{n}\right)$, where $\Delta x^{i}$ is the Beltrami-Laplace operator of the coordinate function $x^{i}\left(u^{1}, u^{2}\right)$ in the intrinsic metric of the surface. If $F$ is specified by the vector-function $r\left(u^{1}, u^{2}\right)$, then its mean curvature vector $H=\frac{1}{2} \Delta r$.

The last equality enables us to generalize the concept of mean curvature to non-smooth surfaces in the following way. Suppose that some parametrization $r\left(u^{1}, u^{2}\right)$ of a surface $F$ has first generalized derivatives that are square summable on any compactum, that is, $r \in W_{2, \text { loc }}^{1}$, and the Laplace operator $\Delta r$, understood in the sense of the theory of generalized functions, is completely additive on the ring of Borel sets of a vector-valued set function with finite variation var $A r<\infty$. In this case $F$ is callcd a surface of bounded (or finite) mean curvature, and $\frac{1}{2} \Delta r(E)=H(E)$ is called its mean curvature vector ${ }^{4}$ on the set $E$.

### 2.2. Surfaces of Bounded Mean Curvature

Theorem 2.2.1 (S.Z. Shefel' (1970)). In order that a surface F in $E^{n}, n \geqslant 3$, with intrinsic metric of bounded curvature, should be a conformally stable immersion of a manifold of bounded curvature, it is necessary and sufficient that $F$ should be a surface of bounded mean curvature.
(We recall that conformal transformations in $E^{n}, n \geqslant 3$, are superpositions of finitely many similarities and inversions.)

Theorem 2.2.2 (S.Z. Shefel' (1970)). Suppose that a surface $F$ is an isometric $C^{0}$-immersion in $E^{n}$ of a Riemannian metric of smoothness $C^{k . \alpha}, k \geqslant 2,0<\alpha<1$. Then the following three assertions are equivalent.
${ }^{4}$ We should observe that if $F$ is a surface of bounded mean curvature, then extrinsically-isothermal parametrizations, that is, those such that $\left(\frac{\partial r}{\partial u^{1}}\right)^{2}=\left(\frac{\partial r}{\partial u^{2}}\right)^{2},\left\langle\frac{\partial r}{\partial u^{1}}, \frac{\partial r}{\partial u^{2}}\right\rangle=0$ almost everywhere, are "admissible" in the sense of the definition just given. If $F$ has a metric of bounded curvature, then intrinsically-isothermal coordinates are simultaneously extrinsically-isothermal; see S.Z. Shefel' (1970).

1) The mean curvature of $F$ (understood a priori as a generalized vectorfunction) is a vector-function of class $C^{k-2, a}$ :
2) The image of $F$ under every inversion (with pole outside $F$ ) has an intrinsic metric of smoothness $C^{k, \alpha}$.
3) The surface $F$ has smoothness $C^{k, \alpha}$.

We recall that a group (or pseudogroup) of transformations of $E^{n}$ is said to be geometric if it contains the group of similarities and is distinct from it. According to G.S. Shefel' (1985), geometric groups and pseudogroups of transformations of smoothness $C^{\infty}$ are of only three types:

1) The affine group and the group of affine equiareal transformations.
2) The conformal pseudogroup (when $n \geqslant 3$ it is generated by similarities and inversions).
3) The so-called general groups. A general group $G$ is characterized by the fact that for any integer $l \geqslant 2$ there is an element $g \in G$ that has at some point of space any preassigned $l$-growth of the Taylor series that certainly satisfies the condition that the Jacobian is non-singular, and possibly the condition of being equiareal.

It is not difficult to see that there are general groups other than the group of all diffeomorphisms.

Hence for surfaces in $E^{n}$ we can consider three types of stability - affine, conformal, and general ${ }^{5}$.

According to Theorem 2.2 .1 conformally stable immersions of metrics of bounded curvature are surfaces of bounded mean curvature. In 4.2 of Ch .1 we made the conjecture that affinely stable immersions of metrics of this class are surfaces of class $\Phi$ of bounded positive extrinsic curvature. This conjecture has been confirmed in the most important special cases; see Theorem 3.3.2, for example. Thus, for manifolds of bounded curvature there are probably two types of $G$-stable immersions - conformal and affine. Immersions of these types have, so to speak, the smallest possible "regularity". On the other hand, if a manifold of bounded curvature admits an isometric immersion in $E^{n}$ that is stable under the whole group of diffeomorphisms $D$, then such an immersion is maximally "regular".

[^21]It is known (G.S. Shefel' (1985)) that a group $G$ generated by similarities and non-empty sets of inversions and affine transformations other than similarities is general. Hence every diffeomorphism (at any point) can be approximated, together with derivatives up to any fixed order $l$, by composition of finitely many affine transformations and inversions. Hence it is very likely that an immersion of a manifold of bounded curvature in $E^{n}$ that is stable under such a group $G$ always has "maximal regularity", that is, it is $D$-stable. Thus we should expect that for manifolds of bounded curvature that are exactly three types of $G$-stable immersions in $E^{n}$ - two independent types with least "regularity" and one with the greatest.
2.3. Mean Curvature as First Variation of the Area. Another approach to the generalization of the concept of mean curvature to non-smooth surfaces is as follows. Let $\rho$ be a smooth vector field with compact support supp $\rho$ in $E^{n}$, and $F$ a surface with finite Lebesgue area, where $\partial F \cap \operatorname{supp} \rho=\varnothing$. Consider a variation of $F$ of the form $F_{t}(x)=F(x)+t \rho(x)$ and the corresponding variation $\delta S(\rho)$ of the area of the surface; this is an additive functional on the set of smooth vector fields of compact support that admits infinite values. If it is bounded, that is, if $|\delta S(\rho)| \leqslant C \max _{x}|\rho(x)|, C<\infty$, then there is a vector-valued measure $\lambda$ such that $\delta S(\rho)=\int \rho d \lambda$. In the case of a smooth surface

$$
\begin{equation*}
\delta S(\rho)=-2 \int\langle H, \rho\rangle d S \tag{8}
\end{equation*}
$$

where $H$ is the mean curvature vector.
On this basis we call $F$ a surface of bounded mean curvature if the functional $\delta S$ is bounded, and we call the vector measure $\frac{1}{2} \lambda$ the mean curvature of $F$. We can show that the definition of mean curvature given earlier is equivalent to that just given.

There are several important inequalities that include the mean curvature, in the first place the simple inequality

$$
2 S \leqslant R(L+Q),
$$

wherc $R$ is the radius of a ball containing $F, Q=\int|H| d S$, and $L$ is the length of the boundary of $F$, and also the isoperimetric inequality

$$
S<C(L+Q)^{2},
$$

where $C$ is an absolute constant (its exact value is known only in special cases). Since the proofs of these inequalities can be obtained on the basis of (8), the inequalities are true in the general class of surfaces of bounded mean curvaturc; see Allard (1972), Michael and Simon (1973).

In conclusion, let us dwell on the connection between surfaces of bounded mean curvature and the theory of currents and varifolds. As Federer proved (Federer (1961)), to each surface $F$ in $E^{n}$ that has finite Lebesgue area there naturally corresponds a (unique) integral current $\mu_{F}$. Hence there arises a current-valucd function $\mu$ that associates with each domain $G$ on $F$ the cor-
responding current $\mu_{G}$. It turns out that var $\mu$ coincides with the area $S$ of the surface $F$. It is more convenient to state this in the language of varifolds. Every current $T$ induces a natural varifold $V_{T}$. In the given case $S$ is equal to the mass of the varifold $V_{\mu_{F}}$. Hence the mean curvature of a general surface coincides with the first variation of the mass of the corresponding varifold.

## §3. $C^{1}$-Smooth Surfaces of Bounded Extrinsic Curvature

3.1. The Role of the Condition of Boundedness of the Extrinsic Curvature. The following classic result of Nash (Nash (1956)) is well known.

Theorem 3.1.1. Every $C^{k}$-smooth $(k \geqslant 3) n$-dimensional Riemannian manifold admits a $C^{k}$-smooth isometric immersion in a Euclidean space $E^{m}$ of some dimension $m=m(n)<\frac{3}{2} n(n-1)+\frac{11}{2} n+5$.

A great deal of attention ${ }^{6}$ has been paid to improving the upper bound for the least admissible value of $m(n)$. However, the main content of the theorem is the fundamental fact that the class of Riemannian metrics coincides with the class of intrinsic metrics of sufficiently smooth surfaces in Euclidean spaces.

In Theorem 3.1.1, as in the majority of theorems about the existence of isometric immersions, the class of admissible surfaces is not distinguished by any geometrical property. This leads to the fact that the extrinsic geometry of admissible immersions of a surface "does not correspond" to its intrinsic metric. For example, if a Riemannian manifold $M^{n}$ admits an isometric immersion in $E^{m}$, then it can be isometrically imersed in an arbitrarily small ball of the space $E^{m+2}$. When $m \geqslant n(n+1) / 2+3 n+5$ any two free $C^{\infty}$-isometric immersions of $M^{n}$ in $E^{m}$ can be joined by a homotopy of isometric immersions of $M^{n}$ in $E^{m}$; see Gromov and Rokhlin (1970). We can say that here isometric immersions are formed with almost the same arbitrariness as topological ones. Although stricter limitations on the codimension of the immersion enable us to trace some connections between the extrinsic and intrinsic geometries of a surface, the class of Riemannian metrics that can be realized in this way decreases sharply, and as a rulc uncontrollably.

For $C^{1}$-smooth immersions a similar violation of the connections between the intrinsic and extrinsic geometries occurs even for small codimension. Namely, Nash (Nash (1954)) made the following conjecture and outlined a proof of it, and Kuiper (Kuiper (1955)) completely proved it.

Theorem 3.1.2. Every $n$-dimensional compact Riemannian manifold $M^{n}$ can be $C^{1}$-smoothly and isometrically immersed in $E^{2 n-1}$ and embedded in $E^{2 n}$.

In the case $n=2$ of interest to us, Theorem 3.1.2 guarantees the existence of an isometric $C^{1}$-smooth immersion in $E^{3}$. Despite the codimension 1, this im-

[^22]mersion can be carried out with just as much arbitrariness as in the case of $C^{\infty}$-smooth isometric immersions with large codimension. For example, if $M$ is a two-dimensional Riemannian manifold and $\varphi: M \rightarrow E^{3}$ is a so-called short immersion, that is, a $C^{1}$-smooth immersion such that $|d \varphi(X)|<|X|$ for any $X \in T M$, then there is a $C^{1}$-smooth isometric immersion of $M$ in $E^{3}$ arbitrarily $C^{0}$-close to $\varphi$. (If $M$ is compact, a short immersion $\varphi$ can be obtained from an arbitrary $C^{1}$-smooth one by a homothety.) In addition, any smooth surface $F$ in $E^{3}$ can be continuously bent, in the class of surfaces isometric to it, into a surface lying in an arbitrarily small ball. In particular, a $C^{1}$-smooth surface with an analytic intrinsic metric of positive curvature need not be convex.

Apparently these assertions are not intuitively obvious; rather, they even contradict our intuitive ideas. At least in their time they were for many people unexpected and served as the starting point for a number of subtle investigations, the first of which was the book by Pogorelov (Pogorelov (1956b)); see also Borisov (1958-1960).

The assertions stated below show that similar phenomena are impossible if the positive extrinsic curvature $\mu^{+}$of the surface is finite, and this is explained by the fact that the finiteness of $\mu^{+}$guarantees the affine stability of the corresponding class of surfaces with a metric having curvature of definite sign.
3.2. Normal $C^{1}$-Smooth Surfaces. A $C^{1}$-smooth surface in $E^{3}$ is called a normal surface of non-negative curvature if at least one of the following assertions is true for each point $x$ of it: (a) $x$ has a neighbourhood in the form of a convex surface (in particular, this surface may be a flat domain); (b) through $x$ there passes a rectilinear generator along which the tangent plane is stationary ${ }^{7}$.

A normal developable surface is a normal surface of non-negative curvature that does not have points of strict convexity, that is, it is a saddle surface.

It is well known that a $C^{2}$-smooth surface is a normal surface of non-negative curvature (a normal developable surface) if and only if its Gaussian curvature is not negative (equal to zero).

It is not difficult to see that if a point of a normal surface of non-negative curvature does not have a neighbourhood in the form of a convex surface, then the rectilinear generator passing through this point is unique, and no other point of this rectilinear generator has such a neighbourhood; this generator can be extended to the boundary of the surface.
A normal surface of non-negative curvature is a manifold of non-negative curvature with respect to its intrinsic geometry, and a normal developable surface is locally isometric to a plane.

A complete normal surface of non-negative curvature whose intrinsic curvature is not equal to zero is a convex surface, and a complete normal developable surface is a cylinder. Every crust cut off from a normal surface of non-negative curvature by a plane is a convex surface.

[^23]3.3. The Main Results. Let us recall that we have denoted by $K_{0}^{+}, K_{0}^{-}, K_{0}$ the classes of two-dimensional manifolds of non-negative, non-positive and zero curvature respectively.

Theorem 3.3.1 (S.Z. Shefel' (1974)). Suppose that a $C^{1}$-smooth surface $F$ in $E^{3}$ has finite positive extrinsic curvature $\mu^{+}$. If the intrinsic metric of $F$ belongs to one of the classes $K_{0}^{\prime}, K_{0}, K_{0}$, then $F$ itself is a normal surface of non-negative curvature, a saddle surface, or a normal developable surface, respectively.

Remark. If under the conditions of Theorem 3.3.1 the intrinsic metric of a surface $F$ has positive specific curvature, then $F$ is a locally convex surface; see Borisov and Shefel' (1971).

The last assertion becomes false if instead of the specific curvature being positive we only assume that the curvature of the intrinsic metric is positive on any open subset of the surface. In fact, the surface $F$ shown in Fig. 1 can be chosen in such a way that the line $l$ that is its axis of symmetry splits $F$ into two convex surfaces whose Gaussian curvatures are positive, but tend to zero as $l$ is approached; see Borisov and Shefel' (1971).

Theorem 3.3.1 follows directly from the next two assertions.
Theorem 3.3.2 (S.Z. Shefel' (1974), S.Z. Shefel' (1975)). If a $C^{1}$-smooth surface $F$ in $E^{3}$ has finite positive extrinsic curvature and belongs to one of the classes $K_{0}^{+}$, $K_{0}^{-}, K_{0}$ with respect to its intrinsic geometry, then the image of $F$ under an affine transformation has intrinsic metric of the same class.

In other words, the theorem asserts that $C^{1}$-smooth surfaces of bounded positive extrinsic curvature are affinely stable immersions for the metrics of the classes listed in the theorem.

Theorem 3.3.3 (S.Z. Shefel' (1974), Shefel' (1975)). If a $C^{1}$-smooth surface $F$ is an affinely stable immersion in $E^{3}$ of a metric of one of the classes $K_{0}^{+} . K_{0}^{-}, K_{0}$, then $F$ is a normal surface of non-negative curvature, a saddle surface, or a normal developable surface, respectively.
3.4. Gauss's Theorem. One of the basic relations between the intrinsic and extrinsic geometries of smooth surfaces in $E^{3}$ is Gauss's theorem, which says that the curvature of the intrinsic metric of a surface is equal to the area of its spherical image. Although Gauss's theorem can be generalized to surfaces in $E^{n}$, $n>3$, its role in the theory of such surfaces is incomparably less important than for surfaces in $E^{3}$.

As we mentioned above, Gauss's theorem remains true for $C^{1}$-smooth normal surfaces of non-ncgative curvature in $E^{3}$, but for $C^{1}$-smooth saddle surfaces in $E^{3}$ (and, more generally, for $C^{1}$-smooth surfaces of bounded positive extrinsic curvature) its truth has not been proved, apparently. Subtle, but not very conclusive, results on the generalization of Gauss's theorem were obtained by Pogorelov in 1955-56.

He studied the class $\Pi$ of so-called $C^{1}$-smooth surfaces of bounded extrinsic curvature. The author defined this class by the following condition: for any finite
choice of pairwise disjoint closed sets on a surface $F \in \Pi$, the sum of the areas of their spherical images must not exceed some constant $C(F)<\infty$. For a surface $F \in \Pi$ we necessarily have $\mu^{+}<\infty$, and although formally the class $\Pi$ is narrower than $\Phi$, we know of no examples of $C^{1}$-smooth surfaces in $\Phi \backslash \Pi$, for example, $C^{1}$-smooth saddle surfaces not belonging to $\Pi$.

Points of a $C^{1}$-smooth surface admit a natural classification into non-regular and regular, and the latter into elliptic, hyperbolic, and parabolic; see Efimov (1949), Pogorelov (1956b).

Let $E$ be a Borel subset of $F$ and suppose that the complete inverse image of a point $y \in S^{2}$ under the spherical mapping restricted to $E$ consists of $n_{E}(y)$ points, of which $n_{E}^{+}(y)$ are elliptic and $n_{E}^{-}(y)$ are hyperbolic (the case $n_{E}(y)=\infty$ is not excluded a priori). It turns out that for a surface of class $\Pi$ we have $n_{E}(y)<\infty$ almost everywhere on $S^{2}$ and $\int_{S^{2}} n_{E}(y) d y<\infty$. (Properly speaking, these two properties can be taken as the definition of the class $\Pi$.) The set functions $\sigma^{+}(E)=\int_{S^{2}} n_{E}^{+}(y) d y, \sigma^{-}(E)=\int_{S^{2}} n_{E}^{-}(y) d y, \sigma=\sigma^{+}-\sigma^{-}$, are called, respectively, the positive, negative and total extrinsic curvature of the surface F. Pogorelov (Pogorelov (1956b)) proved that Gauss's theorem, in the form $\sigma(E)=\omega(E)$, is true for closed surfaces, and in the general case it is true for those Borel subsets $E$ of $F$ that do not contain non-regular points. In addition, we always have $\omega^{+}(E)=\sigma^{+}(E), \omega^{-}(E) \geqslant \sigma^{-}(E)$.
3.5. $C^{1, \alpha}$-Smooth Surfaces. The geometrical properties of $C^{1, \alpha}$-smooth surfaces in $E^{3}, 0<\alpha<1$, depend on the value of $\alpha$. For sufficiently small $\alpha>0$ such surfaces are similar to $C^{1}$-smooth surfaces in their properties. Namely, as Borisov proved (Borisov (1958-1960)), when $0<\alpha<1 / 13$ even an analytic surface is bendable with large arbitrariness in the class of $C^{1, \alpha}$-smooth surfaces. However, as $\alpha$ increases the picture changes. In any case when $\alpha>1 / 2$ a surface of class $C^{1, \alpha}$ has a smooth (of class $C^{1,2 \alpha-1}$ ) metric (S.Z. Shefel' (1982)). In addition, for such a surface a parallel displacement along a rectifiable curve can be defined both extrinsically and intrinsically, and both methods lead to the same result; see Borisov (1958-1960), S.Z. Shefel' (1982).

Finally, Borisov succeeded in showing that when $\alpha>2 / 3$ the correspondence between the extrinsic form of a surface and the sign of the curvature of its intrinsic metric, which is inherent in $C^{2}$-smooth surfaces, is preserved. Using a parallel displacement, he obtained a series of important results in this direction, which were later somewhat strengthened and can now be stated in the form of the next theorem.

Theorem 3.5.1 (S.Z. Shefel' (1975)). Let $F$ be a $C^{1, \alpha}$-smooth surface in $E^{3}$, where $\alpha>2 / 3$. If $F$ is a two-dimensional manifold of non-negative, non-positive, or zero curvature with respect to its intrinsic geometry, then $F$ is respectively a normal surface of non-negative curvature, a saddle surface, or a normal developable surface.

This theorem follows immediately from Theorem 3.3.3 and the next assertion, which also has independent interest.

Theorem 3.5.2 (S.Z. Shefel' (1975)). If a surface $F$ in $E^{3}$ of smoothness class $C^{1, \alpha}, \alpha>2 / 3$, belongs to one of the classes $K_{0 .}^{+} . K_{0}, K_{0}$ with respect to its intrinsic geometry, then its image under an affine transformation has intrinsic metric of the same class.

## §4. Polyhedra

4.1. The Role of Polyhedra in the General Theory. It is well known that in the construction of the theory of convex surfaces an important role was played by the possibility of approximating them by convex polyhedra. The place of polyhedra in the theory of two-dimensional manifolds of bounded curvature is remarkable. Although al present most of the results of these theories can be obtained in principle without going over to polyhedra, enlisting the latter frequently gives simpler proofs and helps to discover their geometrical prerequisites. In addition, the theory of convex polyhedra, independently of its applications to general convex surfaces, is distinguished by great unification, completeness, and beauty.

In the theory of non-regular saddle surfaces (like surfaces of bounded extrinsic curvature) polyhedra are also useful in the study of both the intrinsic geometry of such surfaces and the connections between the extrinsic and intrinsic curvatures. However, many theorems for saddle polyhedra were obtained later than the corresponding results for smooth saddle surfaces, by analogy with them, and there has still been no promotion of the study of general saddle surfaces. Moreover, in a number of questions the theory of non-convex polyhedra, particularly saddle polyhedra, is less developed than the corresponding branches for smooth surfaces. The situation that arises is somewhat similar to the relation between the topology of smooth manifolds and the parallel theory of $P L$-manifolds.
4.2. Polyhedral Metric and Polyhedral Surface. Let us refine our terminology. By a polyhedral metric we mean a triangulable manifold $M$ with a metric $\rho$ specified on it such that every simplex of some triangulation is isometric to a rectilinear simplex of Euclidean space. In the two-dimensional case a polyhedral metric is characterized by the following condition: each point $p$ of it has a neighbourhood isometric to cither a neighbourhood of a vertex of some cone in $E^{3}$ (in particular, this neighbourhood may be a flat domain) or a flat sector if $p$ is a point of the boundary.

A paramctrized polyhedral surface is a mapping of a triangulable manifold $M$ in $E^{n}$ under which each simplex of some triangulation of $M$ goes into a rectilinear simplex of the same dimension in $E^{n}$. Parametrized polyhedral surfaces in $E^{n}$ can be combined in the usual way into equivalence classes - polyhedral surfaces.

An isometric polyhedral mapping of a polyhedral metric ( $M, \rho$ ), or equivalently an isometric mapping of it in the form of a polyhedral surface, is a
polyhedral surface $f: M \rightarrow E^{n}$ that is simultaneously an isometric mapping. This means that for any curve $\gamma$ on $M$ its length $s(\gamma)$ in the metric $\rho$ is equal to the length of the curve $f \circ \gamma$ in $E^{n}$. In other words, the metric induced by the mapping $f$ coincides with $\rho$.
4.3. Results and Conjectures. It is natural to expect that the class of polyhedral metrics is affinely connected with the class of polyhedral surfaces in Euclidean spaces. This conjecture has still not been proved completely, but the following results testify to its usefulness.

Theorem 4.3.1 (S.Z. Shefel' (1970), Shefel' (1978)). Let Ge the group of piecewise-affine transformations ${ }^{8}$ in $E^{n}$. Then every $G$-stable isometric mapping of a polyhedral metric in $E^{n}$ is a polyhedral surface.

This theorem was proved in S.Z. Shefel' (1978) directly for $k$-dimensional surfaces in $E^{n}, 2 \leqslant k \leqslant n$. As for the existence of isometric polyhedral immersions of polyhedral metrics, apparently only the following two results are known.

Theorem 4.3.2 (Zalgaller (1958)). When $k \leqslant 4$ every $k$-dimensional polyhedral metric admits an isometric mapping in $E^{k}$ as a polyhedral surface.

When $k=2$ the proof of this theorem is so simple that we give it here. Suppose that a polyhedral metric is specified on a closed manifold $M$ (otherwise it is sufficient to glue together two copies of $M$ along the boundary). Let $p_{1}, \ldots$, $p_{N}$ be all the vertices of the metric, and $A_{j}$ a "Voronoi domain", that is, the set of points at a smaller distance from $p_{j}$ than from the other vertices $p_{i}, i \neq j$. Such a domain $A_{j}$ is isometric to an open polygon on a cone, and the vertex of the cone corresponds to $p_{j}$.

We split each domain $A_{j}$ into triangles with vertex $p_{j}$, adjacent to each other along the sides. The bases of these triangles are the sides of the boundary of $\boldsymbol{A}_{j}$. Different triangles can have a common base; this is connected with the fact that some points of the boundary of $A_{j}$ may be joined to $p_{j}$ by a non-unique shortest curve. To each triangle $T$ of such a partition there corresponds a triangle $T^{\prime}$ equal to it with the same base, lying either in a polygon adjacent to $A_{j}$ or directly in $A_{j}$. We cut out each quadrangle $T \cup T^{\prime}$ from $M$, "bend" it first along the common base of $T$ and $T^{\prime}$, and bend the resulting twice covered triangle along the bisector of the angle at the vertex opposite to this base. We place the resulting figures in the plane $E^{2}$ so that their vertices $p_{j}$ coincide, and the sides of the triangles go along one ray; now we can again carry out gluings along all the cuts and obtain an isometric mapping of $M$ in $E^{2}$.

Theorem 4.3.3 (Burago and Zalgaller (1960)). An orientable two-dimensional polyhedral metric admits an isometric $C^{0}$-embedding in $E^{3}$ as a polyhedral surface.

[^24]

Fig. 13

In both theorems we do not exclude the case when the polyhedral surface that realizes the given metric may be strongly "corrugated", with many "superfluous vertices", that is, vertices at which the curvature of the metric is zero. Moreover, the proof of these theorems, which have a constructive character, leads to "corrugated" polyhedral surfaces. In this connection we note that a polyhedral metric may not admit any isometric immersions in $E^{n}$ under which the positive extrinsic curvature of the surface is equal to the intrinsic, and obstacles may have a metric (and not only topological) character. An example is the polyhedral metric homeomorphic to $S^{2}$ with development shown in Fig. 13, consisting of an equilateral and three "narrow" isosceles triangles; the arrows in the figure mark the sides to be glued together.

In the case of complete metrics with curvature of definite sign the situation changes. Namely, the class of two-dimensional polyhedral metrics of positive curvature (defined on $S^{2}$ or $E^{2}$ ) is affinely compatible with the class of complete convex polyhedra. This follows from 3.3 of Ch. 1 and mainly Aleksandrov's theorem on the existence of a convex polyhedron with a given development of positive curvature (Aleksandrov (1950b)).

Apparently the class of complete two-dimensional polyhedral metrics of negative curvature defined on the plane is affinely compatible with the class of complete saddle polyhedral surfaces. This is a spccial casc of Conjecture A (2.5 of Ch .1 ), but for polyhedra it has advanced further than in the general case. Namely, Perel'man proved recently (Perel'man (1988a)) that a complete simplyconnceted polyhedral metric of non-positive curvature admits an isometric $C^{0}$-immersion in $E^{3}$ as a polyhedral surface. However, the possibility of applying this result to solve the general conjecture by approximation by polyhedra is doubtful. It this work we have investigated the question of isometric immersibility of a surface with complete polyhedral metric of non-positive curvature in $E^{n}$ as a polyhedron homeomorphic to a cylinder. It turns out that if there is a closed geodesic on such a surface, then the surface admits an isometric mapping in $E^{3}$, but it may not admit an isometric $C^{0}$-immersion in any $E^{n}$. If there is no closed geodesic, then the metric may not admit an isometric mapping in any $E^{n}$. Examples of complete polyhedral mctrics of non-positive curvature with Euler
characteristic $\chi \leqslant-1$ that do not admit an isometric mapping in any $E^{n}$ are simpler than in the case $\chi=0$.

## § 5. Appendix. Smoothncss Classes

In the framework of Hölder classes of smoothness $C^{l, \alpha}$ the question of the connection between smoothness classes of Riemannian metrics and surfaces can be assumed to be completely solved in Sabitov and Shefel' (1976), S.Z. Shefel' (1979).

Let $G^{l, \alpha}$ denote the group of $C^{l, \alpha}$-smooth diffeomorphisms ${ }^{9}$ of $E^{n}$. The definitive result is as follows.

Theorem 5.1.1. The class of m-dimensional Riemannian manifolds of smoothness $C^{l, \alpha}, m \geqslant 2, l \geqslant 2,0<\alpha<1$, is $G^{l, \alpha}$-compatible with the class of $m$-dimensional $C^{l, \alpha}$-smooth surfaces in Euclidean spaces $E^{n}, n \geqslant m$.

In other words, the next three theorems are true, the last of which is a refinement (in relation to the degree of smoothness) of Nash's theorem on isometric immersions.

Theorem 5.1.2 (Sabitov and Shefel' (1976)). Every $C^{l, \alpha}$-smooth m-dimensional surface in $E^{n}, 2 \leqslant m<n$, is a Riemannian manifold of smoothness $C^{l, \alpha}, l \geqslant 2$, $0<\alpha<1$, with respect to its intrinsic geometry.

From the theorem it follows that $C^{l, \alpha}$-smooth surfaces are $G^{l, \alpha}$-stable immersions for the class of $C^{i, \alpha}$-smooth Riemannian manifolds.

We observe that under the conditions of the theorem the usual formulae of differential geometry $g_{i j}=\left\langle\frac{\partial r}{\partial u^{i}}, \frac{\partial r}{\partial u^{j}}\right\rangle$ guarantee only smoothness $C^{l-1, \alpha}$.

The theorem is best possible: for example, the metric of the $C^{l, \alpha}$-smooth surface of revolution $z=x^{2}+y^{2}-\left(x^{2}+y^{2}\right)^{(l+\alpha) / 2}$ does not belong to $C^{\alpha+\varepsilon}$ for any $\varepsilon>0$.

Theorem 5.1.3 (Sabitov and Shcfcl' ${ }^{\prime}(1976)$ ). When $l \geqslant 1,0<\alpha<1$, every $G^{l, \alpha_{-}}$ stable immersion in $E^{n}$ of an m-dimensional Riemannian manifold of smoothness $C^{l, \alpha}$ is a $C^{l, \alpha}$-smooth m-dimensional surface, $2 \leqslant m<n$.

Theorems 5.1.2 and 5.1.3 establish that the class of $m$-dimensional $C^{l, \alpha}$-smooth surfaces in $E^{n}$ coincides with the class of $G^{l, \alpha}$-stable immersions of $m$-dimensional Riemannian metrics of smoothness $C^{l, \alpha}$ in $E^{n}$.

Theorem 5.1.4 (Jacobowitz (1972)). Every $C^{l, \alpha}$-smooth Riemannian manifold, $l \geqslant 2,0<\alpha<1$, admits a $C^{l, \alpha}$-smooth isometric immersion in some $E^{n}$.

[^25]From Theorem 5.1.2 it follows that the assertion of Theorem 5.1.4 is best possible (for Hölder smoothness classes).

Although these results are true for surfaces of any dimension, the case of two-dimensional surfaces has certain peculiarities; in particular, the proofs can be simplified. This refers in the first place to Theorem 5.1 .3 and substantially to Theorem 5.1.2 and is connected with the fact that in the two-dimensional case isothermal coordinates always exist and play a fundamental role in our situation (see 4.1 of Ch. 1).

Their advantage is that

1) in isothermal coordinates a Riemannian manifold $M$ has the greatest possible smoothness, that is, if $M \in C^{l, \alpha}$ and in isothermal coordinates $d s^{2}=$ $\lambda^{2}\left(d u^{2}+d v^{2}\right)$, then $\lambda \in C^{l, \alpha}$;
2) isothermal coordinates are invariants of the group of conformal transformations.

For example, Theorem 5.1.2 for two-dimensional surfaces follows immediately from what we have said: by Gauss's theorem the Gaussian curvature of a surface is equal to the product of its principal curvatures, and so it belongs to $C^{l-2, \alpha}$ if the surface has a parametrization of smoothness $C^{l, \alpha}$. Then in isothermal coordinates the Gaussian curvature $K$ also has smoothness at least $C^{t-2, \alpha}$. But since $\Delta \ln \cdot \lambda=-2 K \lambda$, where $\Delta$ is the Laplace operator, by a property of the solutions of elliptic equations we obtain $\lambda \in C^{l, \alpha}$, and the theorem is proved.

In the general case instead of isothermal coordinates we use the so-called harmonic coordinates; for more details see Sabitov and Shefel' (1976).

## Comments on the References

The list of references in this article is far from complete. First of all we mention works that contain a result that is fundamental (in some sense or other), and references are given more often to monographs than to original sources. In the list we also include works required in the course of the exposition. The ideas of Chapter 1 are reflected in S.Z. Shefel' (1985), and the classification of geometric groups in G.S. Shefel' (1984), G.S. Shefel' (1985). The theory of convex surfaces was last summed up in surveys and monographs quite a long time ago; see Cohn-Vossen (1959), Aleksandrov (1948), Aleksandrov (1950b), Bakel'man. Verner and Kantor (1973), Pogorelov (1969). We do not mention surveys on the theory of convex bodies, mixed volumes, and specially convex polyhedra. Of the more recent works we note the investigations of smoothness of convex surfaces (Nikolaev and Shefel' (1982), Nikolaev and Shefel' (1985), Sabitov and Shefel' (1976), S.Z. Shefel' (1979)) and bendings of locally convex surfaces. For answers to particular questions, see Dubrovin (1974), Milka (1974), Usov (1976b), Diskant (1988). The connection with Monge-Ampère equations is developed further in Pogorelov (1975), S.Z. Shefel' (1977). Surveys of the theory of surfaces of negative curvature, Efimov (1948), Efimov (1966), Rozendorn (1966), Poznyak and Shikin (1974), Rozendorn (1989), are devoted almost exclusively to surfaces in $E^{3}$; for such surfaces in $E^{n}$ see Perel'man (1988b). In connection with Chapter 4 we draw attention to Yu.D. Burago (1968b) and Chapter 5 of the monograph Burago and Zalgaller (1988), which are devoted to quantitative connections between extrinsic and intrinsic characteristics of surfaces. For possible immersions in various classes, as well as the classic works Aleksandrov (1948), Nash (1954), Kuiper (1955), Gromov and Rokhlin (1970), Gromov (1987), we mention the works Pogorelov (1956b), Borisov (1958-1960), Poznyak (1973), S.Z. Shefel' (1970).
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## Preface

This article is devoted to surfaces of negative Gaussian curvature $K<0$ in three-dimensional Euclidean space $E^{3}$ and related problems. These surfaces constitute part of the class of saddle surfaces in $E^{N}$. Hence the article serves as an extension of the third chapter of Part I of this book, written by Yu.D. Burago and S.Z. Shefel'. At the same time, this article is meant to be read independently, and so together with the references to Alekseevskij, Vinogradov and Lychagin (1988), Alekseevskij, Vinberg and Solodovnikov (1988), Burago and Shefel' (1989), and Sabitov (1989b), we repeat certain facts in the text that are already reflected in these surveys. However, these repetitions are comparatively small.

We pay most attention to surfaces of negative curvature in $E^{3}$, because among other saddle surfaces (along with tapering surfaces, which are also mentioned in Part I) they are the ones that have been most studied. We shall be dealing with questions that are connected in one way or another with properties of surfaces in the large. The transition from the study of merely local properties to the wider and deeper study of connections between local properties of geometric objects and their global structure is characteristic of 20th century geometry, especially the recent decades.
The main object of further consideration will be classes of surfaces that are distinguished by inequalities, and so, when surfaces are represented by points of a function space, whole regions of it are filled. In this connection it is useful to recall that in the 19th century the attention of geometers was concentrated to a very large extent on the study of classes of surfaces specified by equalities, so from the viewpoint of the function space they form submanifolds of it of positive codimension. The transition from the study of such special objects to objects in general position (in particular, to surfaces of classes that fill regions of function spaces) is also characteristic of 20th century mathematics.
At the same time, one class of surfaces determined by an equality plays a special role below - these are surfaces of constant negative curvature. This is connected not only with the peculiarities of the historical development of the branch of geometry discussed here, but also with the fact that for surfaces of constant curvature many properties appear simpler than in the general case, and often far simpler, which enables us to use these surfaces in research as a mode object. Nevertheless, the theory of surfaces of negative curvature, even in threedimensional Euclidean space, is far from complete.

In the transition from $E^{3}$ to surfaces in $E^{N}$ in $\S 5$ below (in contrast to Part I and to $\S 7$ of Ch. 8 of the survey Alekseevskij, Vinogradov and Lychagin (1988)), the main attention will be concentrated on questions to do with immersions in $E^{N}$ of manifolds of negative curvature and connections known at present between their dimension and $N$, independently of whether there is an immersion of the saddle surface or not.

## § 1. Hilbert's Theorem

1.1. Statement of the Problem. Historically the study of surfaces of negative curvature in $E^{3}$ was closely connected with the problem of interpretation of non-Euclidean geometry.

At the end of the 1830s Minding (Minding (1839), Minding (1840)) investigated certain properties of surfaces having Gaussian curvature

$$
\begin{equation*}
K=\text { const }<0 \tag{1.1}
\end{equation*}
$$

He discovered helical surfaces of constant curvature (1.1) (Minding (1839)). Dini investigated them later (Dini 1965)). Minding (Minding (1839)) obtained, and integrated in quadratures, a differential equation for the meridian of a surface of revolution having curvature (1.1). He showed that these surfaces of revolution can be naturally divided into three types. Two of them are shown in Fig. 1. Now they are often called the "Minding bobbin" (Fig. 1a) and the "Minding top" (Fig. 1b). In the third type there is (up to similarity) only one surface - the pseudosphere (see Fig. 2), studied in more detail by Beltrami (Beltrami (1872)). In addition, under the condition (1.1) Minding (Minding (1840)) found a series of relations between the sides and angles of triangles formed by geodesic curves, drawing attention to the analogy between them and the formulae of spherical trigonometry. The fact that the formulae that he found are equivalent to trigonometric relations on the Lobachevskij plane went unnoticed then, apparently, in view of the unfortunate chain of circumstances and the general lack of preparedness of the overwhelming majority of mathematicians of the time to perceive such an idea. Historians assume that Minding was not interested in the problem associated with non-Euclidean geometry, and that these works of his only accidentally concerned Lobachevskij (in this connection see Norden (1956), and also Galchenkova, Lumiste, Ozhigova and Pogrebysskij (1970)).

Later, in 1868, that is, more than a quarter of a century after the death of Lobachevskij, Beltrami (Beltrami (1868a)), using the results of Minding, showed that on surfaces in three-dimensional Euclidean space under condition (1.1) Lobachevskij planimetry holds locally if angles are understood in the usual sense, and for rectilinear segments we take arcs of geodesic curves. From Beltrami (1868a) it is clear, among other things, that Beltrami had already seen the difference between the local and global statements of the problem, and understood that the question of interpretation of Lobachevskij planimetry in the large, that is, for the whole Lobachevskij plane, was then unsolved. It is well known that the paper Beltrami (1868a) played an important role in the mastering and popularization of the ideas of non-Euclidean geometry; it is perhaps less well known that it served as an important preparatory step in the further research of Beltrami himself: in Beltrami (1868b) he constructed an analytic model of $n$-dimensional Lobachevskij space.

Returning to surfaces in $E^{3}$, we draw attention to the fact that the pseudosphere, the surface obtained by rotating about the asymptote the so-called "curve

of pursuit", the tractrix (a curve with constant length of subtangent; see Fig. 3) has a singular curve, namely a circular edge. It is traced out by the cusp of the tractrix. On the edge of the pseudosphere its smoothness is violated and its mean curvature becomes infinite. On each of the two smooth parts of the pseudosphere separated by its edge, in the form of a universal covering there is a horocycle, cut out from the Lobachevskij plane $L^{2}$.

Not only on the pseudosphere, but also on other surfaces of constant curvature the whole of $L^{2}$ cannot be moved even as a covering - the singular curves and points move.

All the same, can the whole of $L^{2}$ be realized in $E^{3}$ as a surface without singularities?

Hilbert (Hilbert (1903)) regarded this question as fundamental; he investigated it and gave a negative answer (Hilbert (1901)).

Hilbert's Theorem. In $E^{3}$ there is no complete analytic surface of constant negative Gaussian curvature.

We recall that a surface is said to be complete if it is a complete metric space in its intrinsic metric.

Hilbert noted that in the proof he used not analyticity, but sufficiently high $C^{r}$-smoothness of the surface in question. He did not determine precisely which $r$ is required.
1.2. Plan of the Proof of Hilbert's Theorem. Let us suppose that $L^{2}$ is realized in the large in $E^{3}$ as a surface $\mathscr{F}$ and investigate this surface. From (1.1) we can deduce that the net of its asymptotic lines is a Chebyshev net. This means that in each net quadrangle $\mathscr{D}$ (generally speaking, curvilinear) the lengths of opposite sides are equal, as in a parallelogram in the Euclidean plane. Also from (1.1) we have the Hazzidakis formula (Hazzidakis (1879))

$$
\begin{equation*}
[\omega]_{\mathscr{O}}=|K| \sigma(\mathscr{D}) \tag{1.2}
\end{equation*}
$$

where $\omega$ is the angle between the asymptotic directions, $\sigma(\mathscr{D})$ is the area of $\mathscr{D}$, and the symbol $[\ldots]_{y y}$ denotes the alternating sum

$$
[\omega]_{\mathscr{H}}=\sum_{j=0}^{3}(-1)^{j} \omega\left(X_{j}\right)
$$

of values of the angle $\omega$ at the vertices $X_{j}$ of the quadrangle $\mathscr{D}$, numbered in the order of going round its contour; see Fig. 4.

Next, without loss of generality we may assume that $K=-1$ : under the condition (1.1) this can always be achieved by changing the scale in $E^{3}$. Then, if we introduce the so-called asymptotic coordinates, that is, those in which the coordinate lines are the asymptotic lines of the surface, and take for $u$ and $v$ the natural parameters on two intersecting asymptotic lines, then $u$ and $v$ will serve as natural parameters on neighbouring asymptotic lines also, because of the Chebyshev property of the nct, and the line element takes the form

$$
\begin{equation*}
d s^{2}=d u^{2}+2 \cos \omega d u d v+d v^{2} \tag{1.3}
\end{equation*}
$$



Fig. 4
but so far we can assert this only locally - in a neighbourhood of each specific point on $\mathscr{F}$.

We also need to prove (in this connection see Alekseevskij, Vinogradov and Lychagin (1988), Ch. 8, §6) that in fact the whole surface $\mathscr{F}$ is covered by one chart with asymptotic coordinates $(u, v)$, that is, the net of asymptotic lines on $\mathscr{F}$ in the large is homeomorphic to a Cartesian net on $E^{2}$.

For this we can proceed as in Klotz-Milnor (1972): together with (1.3) by means of these coordinates (still local!) we introduce on $\mathscr{F}$ an auxiliary metric

$$
\begin{equation*}
\Lambda=d u^{2}+d v^{2} \geqslant \frac{1}{2} d s^{2} \tag{1.4}
\end{equation*}
$$

which is obviously locally Euclidean. Then it turns out that the manifold $\mathscr{F}$ with the metric $A$ will be isometric in the large to the plane $E^{2}$, on which $(u, v)$ are the usual Cartesian coordinates ${ }^{1}$. The reader can find the technical details needed for an accurate account of this part of the proof in "Application 1" of KlotzMilnor (1972). It is also easy to deduce that on $\mathscr{F}$ there must exist net quadrangles $\mathscr{D}$ of arbitrarily large area $\sigma(\mathscr{D})$. But here we have arrived at a contradiction, since from (1.2) we have the uniform upper bound $\sigma(\mathscr{D}) \leqslant 4 \pi|K|^{-1}$.

Further investigation shows (Hartman and Wintner (1951), Klotz-Milnor (1972)) that on the plan presented the proof goes through with smaller smoothness of the surface $\left(\mathscr{F} \in C^{2}\right)$, which ensures the existence on $\mathscr{F}$ of the Gaussian curvature in its usual interpretation, as the product of the principal curvatures.

Thus we have the following result.
Theorem A. In $E^{3}$ there is no $C^{2}$-smooth surface isometric in the large to the Lobachevskij plane $L^{2}$.

Hilbert's theorem, stated in 1.1, is somewhat more general. Hilbert did not require in advance that the unknown surface $\mathscr{F}$ should be homeomorphic to a plane, but only assumed that it is complete.

Hilbert's result can be obtained as a consequence of Theorem A; for this we need to use the fact that $\mathscr{F}$ cannot be compact (see 2.3 .1 below) and go over from $\mathscr{F}$ to its universal covering $\widetilde{\mathscr{F}}$. For the definition of universal covering see Novikov (1986) or Seifert and Threlfall (1934), for example (a reader who is not very familiar with the topological material should first look at $\$ \S 6-7$ of Part 3 of the book Novikov and Fomenko (1987)). Efimov mentioned that Hilbert's paper (Hilbert (1901)) was one of the very first mathematical papers in which the concept of a universal covering was actually used, although a precise formulation of it had still not crystallized by then, and this was the cause of the initial difficulties in understanding Hilbert's theorem.

Slightly changing the plan of the proof presented above, we can manage without the auxiliary assertion that the asymptotic net on $\mathscr{F}$ is homeomorphic

[^26]in the large to a Cartesian net on $E^{2}$. In fact, it is sufficient to demonstrate the existence of a new quadrangle $\mathscr{D}$ that is so large that we arrive at a contradiction: we obtain (as above) contradictory upper and lower bounds either for its area $\sigma(\mathscr{D})$ or for the range of variation of the angle $\omega$. The upper bound of the range of variation of $\omega$ is estimated on the basis of the necessary condition
\[

$$
\begin{equation*}
0<\omega<\pi \tag{1.5}
\end{equation*}
$$

\]

and the lower bound, which exceeds $\pi$ when $\mathscr{D}$ is sufficiently large, is obtained from equation (1.6) discussed below.

Here we mention that it is not only impossible to realize the whole of $L^{2}$ as a surface of constant curvature in $E^{3}$, but even the Lobachevskij half-plane (see ${ }^{2}$ Efimov (1975) in Part I), and for the proof, according to Vorob'eva (1976), it is also sufficient to assume only $C^{2}$-smoothness of the unknown surface.

In consequence of the well-known results of Nash and Kuiper (see Kuiper (1955) and Nash (1954) in Part I), Theorem A cannot be extended to the class of $C^{1}$-smooth surfaces.
1.3. Connection with the Equations of Mathematical Physics. If condition (1.1) is satisfied and $\mathscr{F} \in C^{4}$, then the system of three Peterson-Codazzi and Gauss equations can be reduced (see Blaschke (1930)) to a form in which one pair of equations actually implies that the asymptotic lines form a Chebyshev net, and the third equation (under the normalization $K=-1$ ) in asymptotic coordinates takes the form

$$
\begin{equation*}
\omega_{u v}^{\prime \prime}=\sin \omega \tag{1.6}
\end{equation*}
$$

where $u, v$ are the natural parameters on the asymptotic lines. Equation (1.6) was used by Hilbert in Hilbert (1903); it is the two-dimensional special case of the "sine-Gordon" equation, now widely known in mathematical physics (see Barone, Esposito, Magee and Scott (1971), Barone and Paternò (1982), for example):

$$
\square \omega=\sin \omega
$$

where $\square$ is the d'Alembertian.
More general than (1.6) is the equation $\omega_{u v}^{\prime \prime}=f(\omega)$. It is also of interest in theoretical physics (see Kosevich (1972)) and with a specific choice of $f$ it has been studied in Galeeva and Sokolov (1984a), for example.

Poznyak proved (Poznyak (1979)) that every solution $\omega(u, v)$ of (1.6) (except $\omega(u, v)=n \pi$, where $n$ is an integer) generates in $E^{3}$ a surface with Gaussian curvature $K=-1$ on which $\omega(u, v)$ is the angle between the asymptotic lines, $u$ and $v$ are the natural parameters on them, and the surface has singular points where $\sin \omega=0$.

Theorem A shows that there is no solution $\omega(u, v)$ of $(1.6)$ that is defined on the whole $(u, v)$-plane and satisfies (1.5). Equation (1.6) is used in the theory of

[^27]superconductivity (see Barone and Paternò (1982)), and also in other problems of mathematical physics (in this connection see Kosevich (1972), Enz (1964), Lamb (1971)). Popov (Popov (1989)) discussed the physical meaning of those regimes for which $\sin \omega=0$ for problems of so-called self-induced transparency; on the surface singular curves correspond to them; see also Poznyak and Popov (1991).
1.4. Generalizations. In connection with Hilbert's theorem the following questions arise first of all:

1) Does the $p$-dimensional Lobachevskij space $L^{p}$ admit a realization as a surface in $E^{N}$ ?
2) If so, under what relations between $p$ and $N$ ?

A positive answer to the first of these questions follows from the results of Nash (see Nash (1956) in Part I); in this connection see Aminov (1982), Poznyak and Sokolov (1977), and Blanuša (1955), and also Gromov and Rokhlin (1970) in Part I, Gromov (1987) in Part I, and Alekseevskij, Vinogradov and Lychagin (1988), Ch. 8, § 7.

For a discussion of the results known at present on the second question see $\S 5$ below.
3) Is the constancy of the curvature essential in Hilbert's theorem?

As far as we know, this question was posed by Hilbert himself. Cohn-Vossen conjectured (see Cohn-Vossen (1936) in Part I) that in Hilbert's theorem (1.1) can be replaced by the inequality

$$
\begin{equation*}
K \leqslant \text { const }<0 \tag{1.7}
\end{equation*}
$$

It is natural to call this conjecture the Hilbert-Cohn-Vossen problem. On transition to $E^{N}, N>3$, its statement admits various generalizations; some of them are discussed in $\S 5$ below.

For $E^{3}$ the Hilbert-Cohn-Vossen problem was solved by Efimov (see Efimov (1963)), and he then obtained a more general result (Efimov (1968)); see Theorem $B$ below. To formulate it we need an auxiliary concept.

Let $\mathfrak{M}$ be a metric space, and $\rho(x, y)$ the distance in it.
Definition (Efimov (1968)). A function $f(x, y)$, defined on $\mathfrak{M}$, has a variation with linear estimate if there are numbers $C_{1} \geqslant 0$ and $C_{2} \geqslant 0$ such that

$$
\begin{equation*}
|f(x)-f(y)| \leqslant C_{1} \rho(x, y)+C_{2} \tag{1.8}
\end{equation*}
$$

Remark. Any function $f$, defined and bounded on $\mathfrak{M}$, has a variation with linear estimate on it, since it satisfies (1.8) with $C_{1}=0$ and some $C_{2}>0$. If $C_{2}=0$ and $C_{1}>0$, then (1.8) turns into a Lipschitz condition.

Suppose, as above, that $K$ is the Gaussian curvature. We put

$$
\begin{equation*}
R=|K|^{-1 / 2} \tag{1.9}
\end{equation*}
$$

Sometimes (1.9) is called the radius of Gaussian curvature.
Theorem B (Efimov (1968)). In $E^{3}$ there is no complete $C^{2}$-smooth surface $\mathscr{F}$ on which $K<0$ and the radius of Gaussian curvature $R$ has a variation with linear estimate.

Corollary 1. On any complete $C^{2}$-smooth surface $\mathscr{F}$ in $E^{3}$ we have

$$
\begin{equation*}
\sup K \geqslant 0 \tag{1.10}
\end{equation*}
$$

Thus, Theorem A is a special case of Theorem B.
Corollary 2. If $\mathscr{F} \in C^{2}$, it is complete in $E^{3}$, it has $K<0$ and $K \in C^{1}$, then on $\mathscr{F}$

$$
\begin{equation*}
\sup |\operatorname{grad} R|=+\infty \tag{1.11}
\end{equation*}
$$

Here the gradient is understood in the sense of the intrinsic metric of the surface:

$$
|\operatorname{grad} R|=\max _{x}\left|\frac{\partial R}{\partial s}\right|, \quad x \in \mathscr{F}
$$

$\frac{\partial}{\partial s}$ is the derivative with respect to arc length.
To derive Corollary 2 from Theorem B it is sufficient to observe that if the quantity on the right-hand side of (1.11) is finite, then $R$ satisfies a Lipschitz condition on $\mathscr{F}$.

In the theory of surfaces of negative curvature, Theorem B takes a central place after Hilbert's theorem. The plan of proof, presented in a general way in Part I ( $\$ 1$ of Ch .3 ) is discussed in more detail in 3.3 below.

Theorem B is exact from the viewpoint of the regularity class of the surfaces in question. Namely, if instead of $C^{2}$ we require regularity $C^{1,1}$, that is, we suppose that the first derivatives of the radius vector are continuous and noncollinear on the whole surface, and in each compact part of it they satisfy a Lipschitz condition, then we can construct a counterexample - a tapering saddle surface having four horns (Fig. 5a). Visually this surface is like a deformed tetrahedron whose faces are curved, whose edges are smoothed out, and whose vertices are at infinity. $C^{2}$-smoothness on it is violated only at four separate points - the centres of the faces of the tetrahedron. The curvature $K$, understood


Fig. 5
in a suitable generalized sense (see 2.1.6), is defined on the whole surface, including the points where $C^{2}$-smoothness is violated, and satisfies an inequality of the form (1.7). The surface has a high degree of arbitrariness in its structure; see Rozendorn (1962). By ensuring all the listed properties, we can achieve somewhat higher smoothness. Namely, we can arrange that the normal curvature (that is, the curvature of normal sections) exists at each point of the surface in each direction and it is bounded in each compact part of the surface. For this it is sufficient to take a cube instead of a tetrahedron as the original figure, increasing to eight the number of horns going off to infinity, and to six the number of points where $C^{2}$-smoothness is violated (Fig. 5b). The construction of such surfaces and other examples connected with them are discussed in more detail in 2.1.8, 2.3.3 and 5.5 below.

To conclude this section we note that on the three-dimensional pseudoEuclidean space $E_{1}^{3}$ with metric form $d s^{2}=d t^{2}-d x^{2}-d y^{2}$ the Lobachevskij plane $L^{2}$ is realized in the large as an analytic surface $t^{2}-x^{2}-y^{2}=1, t>0$, which in the "superimposed" Euclidean space $E^{3}$, that is, in the same affine space but with metric $d s_{0}^{2}=d t^{2}+d x^{2}+d y^{2}$, is one half of an ordinary hyperboloid of revolution of two sheets; in this connection see Alekseevskij, Vinberg and Solodovnikov (1988), Ch. 2, and also Dubrovin, Novikov and Fomenko (1979), and Novikov and Fomenko (1987).

Various geometrical problems, still hardly studied, are connected with questions concerning immersions of metrics of negative curvature in pseudoEuclidean spaces; for a first acquaintance with them the reader can refer to the article Efimov (1984), and for a more detailed acquaintance Galeeva and Sokolov (1984a) and the survey Sokolov (1980).

## §2. Surfaces of Negative Curvature in $E^{3}$. Examples. Intrinsic and Extrinsic Curvature. Hadamard's Problem

2.1. Examples of Surfaces of Negative Curvature in $E^{\mathbf{3}}$, and Their Extrinsic and Intrinsic Geometry. The curvature $K$ being negative implies that the principal curvatures $k_{1}$ and $k_{2}$ of the surface in question are non-zero and of different signs, so the osculating paraboloid is hyperbolic, and the surface itself in a small ncighbourhood of an arbitrary point of it looks like an "ordinary saddle": two ascents and two descents in relation to the tangent plane (Fig. 6). The rectilinear generators of the osculating paraboloid specify the asymptotic directions of the surfacc. When $K<0$ there are two of them at each point. Correspondingly there are two families of asymptotic lines. They are distinguished by the sign of the geodesic torsion, whose square is equal to $|K|$ by the Beltrami-Enneper theorem; here wc have in mind the torsion of bands of the surface formed along the asymptotic lines by tangent planes to the surface. It is the same as the torsion of the asymptotic lines when the curvature of the latter is non-zero. This curvature in turn is the same (up to the sign) as the geodesic curvature of the asymptotic


Fig. 6
lines. We shall return to the question of the role of the geodesic curvature of the asymptotic lines in § 4.

The second-order surfaces of negative curvature $K<0$ are the hyperbolic paraboloid and the hyperboloid of one sheet. Only on these surfaces does the net of asymptotic lines consist entirely of two families of rectilinear generators; see Finikov (1952), for example.
2.1.1. Before discussing examples of surfaces of negative curvature, let us fix the terminology that we shall use. In the mathematical literature the term "surface" is necded in different senses. Visually we associate with this term a thin film, the surface of a body or part of it. But here is another example - a front propagated in the space of a wave; in the mathematical description of a physical process a wave front is naturally regarded as a surface. However, if the source of the wave perturbation is not a point, but spread out, or if there are obstacles from which the wave is reflected, then the wave front may have self-intersections and self-overlappings.

We need to give a formal definition so as to include these situations, which are important in applications.

Suppose we are given a differentiable manifold $\mathfrak{M}$ of dimension $p \geqslant 2$ and a $\operatorname{map}$ of it $\mathscr{F}: \mathfrak{M} \rightarrow E^{N}, N>p$. Let $x_{1}, \ldots, x_{N}$ be rectangular Cartesian coordinates in $E^{N}$, and $u^{1}, \ldots, u^{p}$ local coordinates on $\mathfrak{M}$. We require that the functions $x_{j}\left(u^{1}, \ldots, u^{p}\right), j=1, \ldots, N$, that locally specify the map $\mathscr{F}$ satisfy the two conditions

$$
\begin{equation*}
x_{j}\left(u^{1}, \ldots, u^{p}\right) \in C^{r}, \quad r \geqslant 1 \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{rank}\left(\frac{\partial x_{j}}{\partial u^{l}}\right)=p \tag{2.2}
\end{equation*}
$$

If $\mathscr{F}$ satisfies (2.1) and (2.2), we say that a p-dimensional $C^{r}$-smooth surface $\mathscr{F}$ is specified in $E^{N}$. The manifold $\mathfrak{M}$ is specified up to diffeomorphisms, which must be regarded here as $C^{r}$-smooth. If $s>r$, then any $C^{s}$-smooth surface is $C^{r}$-smooth. Preserving this definition for classes of surfaces, in the case of an individual surface we make the concept of its smoothness more precise.

Namely, suppose that the surface is $C^{m}$-smooth, in symbols $\mathscr{F} \in C^{m}$. Do we have $\mathscr{F} \in C^{m+1}, \mathscr{F} \in C^{m+2}, \ldots$ ? The highest value of $r \geqslant m$ that we can achieve determines the $C^{r}$-smoothness of an individual surface. Here (both for individual surfaces and for classes of them) $r$ may be a natural number or $\infty$. Finally, a surface $\mathscr{F}$ is assumed to be analytic (briefly $\mathscr{F} \in C^{A}$ ) if $\mathfrak{M}$ is an analytic manifold and the functions (1.2) are analytic when (2.2) is satisfied.
Similarly we can define the concepts of $C^{r, \alpha}$-smooth surface ( $\alpha$ is the Hölder index, $0<\alpha \leqslant 1$ ) and the class of $C^{r, x}$-smooth surfaces. In the local formulation of the question they are discussed in more detail in Part III of the present book. In considering a surface in the large we need to distinguish uniform $C^{r, \alpha}$-smoothness, when the Hölder constant is the same for the whole surface, and "ordinary" $C^{r, \alpha}$-smoothness, when this constant is different for different compact parts of the surface.

Here, when we speak of compactness we are actually touching on the question of a topology on the surface. We first need to clarify what we mean by a point on it.
A point $X$ on a surface $\mathscr{F}$ is a pair $X=\left\{X^{\prime}, X^{\prime \prime}\right\}$, where $X^{\prime} \in \mathfrak{M}, X^{\prime \prime}=$ $\mathscr{F}\left(X^{\prime}\right) \in E^{N}$, understanding by this that in the definition of a surface $\mathfrak{M}$ is specified up to a diffeomorphism. The space $E^{N}$ is said to be the ambient space for the surface $\mathscr{F}$.

We can approach the definition of a topology on $\mathscr{F}$ in two ways: we can introduce it either by starting from the topology on $\mathfrak{M}$ and the map $\mathscr{\mathscr { F }}: \mathfrak{M} \rightarrow E^{N}$, or by means of the metric of the ambient $E^{N}$. For $C^{r}$-smooth surfaces with $r \geqslant 1$ these two approaches lead to the same result. In particular, $\mathscr{F}$ is compact when $\mathfrak{M}$ is compact.

We often consider non-smooth surfaces, supposing that $r=0$. Then we assume that $\mathfrak{M}$ is a topological manifold specified up to a homeomorphism, and replace condition (2.2) by the requirement that the map $\mathscr{F}$ is locally homeomorphic; however, the question of a topology on $\mathscr{F}$ is then more complicated (see Part I, Ch. 4).

Similarly we definc a $p$-dimensional $C^{r}$-smooth (or analytic) surface in other spaces, for example in an $N$-dimensional sphere $S^{N}$. When $p=N-1$ we require the term hypersurface. Sometimes we allow $N=p$ and then we talk of an $N$-dimensional surface in $N$-dimensional space, or equivalently of a "manysheeted domain"; below we shall see that this is convenient.

If in the construction we assume that $\mathfrak{M}$ is a manifold with boundary, then we have a surface with boundary.

Example. A pseudosphere with its edge forms a non-smooth surface homeomorphic to an open circular annulus or a plane with a point removed. The edge splits it into two analytic sufaces. Each of them with the edge of the pseudosphere adjointed to it is an analytic surface with boundary.

A compact surface without boundary is called a closed surface (a closed hypersurface when $N=p+1$ ).

The set $\hat{\mathscr{F}}=\mathscr{F}(\mathfrak{M}) \in E^{N}$ is sometimes called the support of the surface $\mathscr{F}$. This terminology is not the same as that in function theory and functional
analysis, where, as we know, the support of a function with compact support is the closure of the set on which it is non-zero, so it is a subset of the domain of definition of the function, but here it is a subset of the range of values of the function $\mathscr{F}$. However, in the theory of surfaces this "non-standard" terminology is quite convenient from the intuitive viewpoint: thus, for example, an infinitesheeted covering of half a pseudosphere, which, as we have already mentioned in $\S 1$, realizes a horocycle cut out from $L^{2}$, is a surface with self-intersections, homeomorphic (and diffeomorphic) to a plane, and the half pseudosphere itself is the support of this surface.

In the non-smooth case we need the map $\mathscr{F}$ to be locally homeomorphic, and in the smooth case this is ensured by condition (2.2). Hence in local questions, and also in those cases when it is known that the map $\mathscr{\mathscr { F }}: \mathfrak{M} \rightarrow E^{N}$ is a homeomorphism in the large (for example, for closed convex surfaces; see Part I), we can identify points of the support $\hat{\mathscr{F}}$ with points of the surface, which is usually done; then we arrive at a definition of a surface as a subset of $E^{N}$, see 2.1 of Ch .2 in Alekseevskij, Vinogradov and Lychagin (1988). However, this is only a special case of the general definition and in Chapter 8 of Alekseevskij, Vinogradov and Lychagin (1988) this is tacitly assumed. The reader should bear in mind the relation presented here between the approaches to the definition of a surface "in the small" and "in the large".

In § 1, when we discussed Beltrami's interpretation for Lobachevskij planimetry, we spoke of the "realization in $E^{3}$ " of the Lobachevskij plane $L^{2}$ or part of it. This is a special case of the problem of immersion of a Riemannian metric in Euclidean space, since the existence in the ambient space of a rule for measuring distances leads to the fact that a surface on which points can be joined by rectifiable curves is itself a metric space: the distance $\rho(X, Y)$ between points $X, Y \in \mathscr{F}$ is defined as the greatest lower bound of the lengths of paths joining $X$ and $Y$ on $\mathscr{F}$. This is the intrinsic metric of the surface. For a $C^{r}$-smooth surface $\overline{\mathscr{F}}$ with $r \geqslant 1$ it is Riemannian:

$$
\begin{equation*}
d s^{2}=\sum_{i=1}^{N} d x_{i}^{2}=\sum_{i, j=1}^{N} g_{i j} d u^{i} d u^{j} \tag{2.3}
\end{equation*}
$$

From the last equality it is obvious that

$$
\begin{equation*}
\sum_{m=1}^{N} \frac{\partial x_{m}}{\partial u^{i}} \frac{\partial x_{m}}{\partial u^{j}}=g_{i j} . \tag{2.4}
\end{equation*}
$$

Two surfaces that are isomorphic as metric spaces are said to be isometric. The totality of properties preserved by isometries of the surface constitute its intrinsic geometry.

If the map $\mathscr{F}$ that specifies the surface depends continuously on the parameter $t$, we say that there is a deformation $\left\{\mathscr{F}_{t}\right\}$ of the surface $\mathscr{F}^{\prime}=\mathscr{F}_{t_{0}}$; here it is implied that the number $t_{0}$ belongs to the interval of the number axis over which $t$ ranges. If all the surfaces of the family $\left\{\mathscr{F}_{t}\right\}$ are isometric, we call the deformation $\left\{\mathscr{F}_{t}\right\}$ a bending.

Suppose that the $p$-dimensional manifold $\mathfrak{M}$ is Riemannian. Then there arises the question of whether there is a surface $\mathscr{F}$ isometric to $\mathfrak{M}$ in the space $E^{N}$ for a given $N$ or more generally for some $N>p$. If the answer is yes, we say that there is an immersion (more precisely, an isometric immersion) of the given Riemannian manifold $\mathfrak{M}$ in $E^{N}$. If, moreover, the map

$$
\begin{equation*}
\mathscr{F}: \mathfrak{M} \rightarrow \hat{\hat{\mathscr{F}}} \subset E^{N} \tag{2.5}
\end{equation*}
$$

is a homeomorphism in the large, we say that it is an isometric embedding. Assuming that the metric on $\mathfrak{M}$ is given in the form (2.3) in each local chart, we arrive at an analytic statement of the problem in the form of a system of equations (2.4) - a non-linear system of partial differential equations on which no boundary conditions are imposed, and it is required to find a solution of it defined on the whole of $\mathfrak{M}$ and satisfying the additional condition (2.2). To obtain an isometric embedding, we need to ensure that the map (2.5) is homeomorphic for the unknown solution; in the $C^{r}$-smooth case, $r \geqslant 1$, condition (2.2) is necessary for this, but not sufficient.

From the results of Nash (see Nash (1956) in Part I), later developed by other authors (in this connection see Gromov and Rokhlin (1970) in Part I and Ch. 8 of Alekseevskij, Vinogradov and Lychagin (1988)) there follows the remarkable fact that any Riemannian geometry can be realized on $p$-dimensional surfaces of $N$-dimensional Euclidean space $E^{N}$ for sufficiently large codimension $N-p$.

However, if we pose the question of the greatest possible lowering of the codimension $N-p$, then even in the local formulation the problem is far from completely solved, and in the global formulation presented above we are only at the first steps of the development. "The problem of immersing a Riemannian metric in Euclidean space", said A.D. Aleksandrov in one of his public lectures (Moscow State University, May 1970), "is a tangle of non-linear problems".
2.1.2. Turning to surfaces in $E^{3}$, let us recall that the planes of symmetry of the osculating paraboloid, intersecting with the tangent plane to the surface, give the directions of the lines of curvature. Hence when $K<0$ the lines of curvature bisect the angles between the asymptotic directions.

Among the simplest surfaces in $E^{3}$ from the intuitive viewpoint are undoubtedly surfaces of revolution. Let us recall that on them the lines of curvature are the meridians and the parallels (Fig. 7), and the inequality $K<0$ is satisfied where the meridian is convex on the side of the axis of rotation. Using the theorems of Euler and Meusnier, well known in the theory of surfaces, it is not difficult, when we have a specific surface of revolution, to find its asymptotic lines in those regions where $K<0$. It is intuitively obvious that each surface of revolution $\mathscr{F}$ with axis $l_{0}$ has a specific line $\mathscr{L}$ in space that is an asymptotic line for $\mathscr{F}$ : one family of asymptotic lines is obtained from $\mathscr{L}$ by rotation about $l_{0}$, and the other family is obtained from the first by mirror symmetry. In Fig. 7, and also in Figs. 8-10, we show only those parts of the lines that are on the visible side of the surface. One family of asymptotic lines is shown by solid lines, and the other by dotted lines. The line $\mathscr{L}$ is distinguished in Fig. 7. If the


Fig. 7
meridian of a surface of revolution is $C^{2}$-smooth and has a point of inflexion (as in Fig. 7), then the point of inflexion traces out a parabolic parallel. On it we have $K=0$, and it splits the surface into regions in which the curvature $K$ has different signs. In this situation the asymptotic lines go out to the parabolic parallel, touching the meridians (see Fig. 7). ${ }^{2}$

On a hyperboloid of revolution of one sheet, as we have already mentioned, its rectilinear generators are asymptotic lines. Here we draw attention to the fact that the net consisting of them is only homeomorphic to a Cartesian net in the small. An extended net quadrangle can be opened up so that one of its vertices goes off to infinity, and the sides that should have occurred in it do not intersect; see Fig. 8, in which the notation is compatible with Fig. 4, and the vertex $X_{3}$ is absent: it has gone off to infinity. Under the conditions of Hilbert's theorem (§1) opened up quadrangles are excluded, thanks to the Chebyshev property of the net. In $\$ 4$ below we shall see that they are impossible on a simply-connected surface and when $K \approx$ const $=0$. But it is only important to understand clearly in what sense the approximate equality is admitted.

On a pseudosphere the asymptotic lines go off to infinity, winding on the horn and intersecting one another infinitely often; see Fig. 9a. It is far from obvious that when we go through the edge of the pseudosphere an asymptotic line does not lose its smoothness, and the whole of it is an analytic space curve; see Gribkov (1977).

It is not difficult to construct a surface of revolution of negative curvature in the form of a non-pointed horn on which the asymptotic lines, as they go off to

[^28]
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infinity, approximate to the meridians as asymptotes (Fig. 9b). Then the situation is like that in Fig. 7, except that the cusps formed by pairs of asymptotic lines meeting on the parabolic parallel are at infinity here.

Among surfaces of revolution we should mention toroidal surfaces with a strictly convex meridian, to which the well-known circular torus belongs. If the meridian does not intersect the axis of rotation, then such a toroidal surface does not have self-intersections; its two bounding parallels, the "upper" and the "lower", are parabolic curves and split the surface into two parts, the "external", where $K>0$, and the "internal". Depending on the form of its meridian, the asymptotic lines either go out to the parabolic parallel, touching it (Fig. 10), in


Fig. 11
the same way as an asymptotic line of half a pseudosphere touches the edge, or they wind onto the parabolic parallel as a limit cycle (Fig. 11).

Looking back at the contents of this subsection, we draw attention to a geometrical fact that it is useful to bear in mind later: if we do not count parabolic parallels, then on a tube of revolution there cannot be closed asymptotic lines.
2.1.3. Asymptotic lines and lines of curvature are objects of the extrinsic geometry of a surface: under a bending of the surface their position on it changes, generally speaking, with the variation of the second fundamental form. At the same time, the asymptotic lines play an important role in various questions, for example in the study of unique determination and rigidity of surfaces. Thus, when $K<0$ a complete $C^{3}$-smooth surface on which the asymptotic net is homeomorphic to a Cartesian net in the large is rigid and uniquely determined by its metric if two of its complete (that is, infinitely extended) intersecting asymptotic lines are fixed in space (see Kantor (1976), Kantor (1978a), and Kantor (1981)). Surfaces of this kind are, for example, the hyperbolic paraboloid and the right helicoid.

Next, suppose we are given a $C^{3}$-smooth surface $\mathscr{F}$ of curvature $K<0$ and we mark on it an asymptotic net quadrangle $\mathscr{D}$. We shall regard $\mathscr{D}$ together with its boundary $\partial \mathscr{D}$ as an independent surfacc with boundary. Let $O$ denote one of its vertices, and $L_{1}$ and $L_{2}$ two of its sides (arcs of asymptotic lines on $\mathscr{F}$ ), starting from $O$. Suppose that $O$ and the tangent plane to $\mathscr{F}$ at $O$ are fixed in space. Then it follows from Rozendorn (1987) that for rigidity of the surface $\mathscr{D}$ it is necessary and sufficient that the projection of the bending field (see Part I, 4.1 of Ch .2 ) on $L_{j}$ in the direction of the asymptotic lines intersecting $L_{j}, j=1,2$, should vanish. A similar problem has been considered in a number of other works, for example in Minagawa and Rado (1952), Khineva (1977), and Mikhailovskij (1988). Quite an extensive literature has been devoted to the study of infinitesimal bendings of surfaces of revolution when $K<0$ with various fixing condi-
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Fig. 12
tions (in particular, Mikhailovskij (1962a), Mikhailovskij (1962b), Mikhailovskij (1962c), Mikhailovskij (1962d)).

As for rigidity and unique determination of non-compact surfaces of negative curvature without additional fixing conditions, these questions have been little studied (see Galeeva and Sokolov (1984b), Seminar on geometry in the large (1986), Ten (1980)). Galeeva proved in 1979 that a smooth half of a pseudosphere that is not fixcd but completed by an edge is rigid, and later she prove that it is uniquely determined. Infinitesimal bendings of a complete hyperboloid of one sheet (under various conditions at infinity) were studied in Galeeva and Sokolov (1984b).

Closely connected with the study of rigidity of surfaces are problems of the mechanics of thin elastic shells (for more details on this see Goldenveizer (1976), Pogorelov (1967), and Vekua (1959) in Part I), and constructions that use surfaces of negative curvature have become more and more widespread. Thus, Figure 12 shows schematically two types of roofs on supports, built in the form of piecewise smooth surfaces whose smooth parts have $K<0$. Some problems for thin elastic shells, built in the form of surfaces of negative curvature, were considered in Klabukova (1983).

The best known uses of helicoidal surfaces in engineering are as propellor screws, turbine blades, and so on. But in these cases one is using so-called "thick shells" - their thickness is not small in comparison with the radii of principal curvature and the linear dimensions of the construction. The calculation of them is connected to a lesser extent with the geometrical theory of surfaces. However, thin shells are used that contain parts of negative curvature: the planks of some parts of ships (Fig. 13a) and the wings of certain types of aircraft (Fig. 13b). In various countries experimental models of modern airships have been developed, and also aircraft that combine the features of an airship and an aeroplane. Such "hybrid" aircraft as airships not only have important applications here on Earth, but in the future in learning about Venus and its atmosphere, which is much denser than ours; there, thanks to the greater lifting force for the same cubic content, the advantages of an airship will be more pronounced. Figure 13c shows schematically the form of one of these hypothetical aircraft of "hybrid" (aeroplane-airship) type - a wing-shaped construction with dropped hulls; a significant part of the volume of the wing and the dropped hulls is filled with a



Fig. 14

Toroidal surfaces of revolution with convex meridian, discussed in the previous subsection, occur in the class of " $T$-surfaces", distinguished by Aleksandrov; see Aleksandrov (1938). Referring the reader to Aleksandrov (1938) for the exact definition, we explain the intuitive crux of the matter. Suppose we are given in $E^{3}$ a closed convex surface on which there is an even number of flat domains. Let us cut them out. We join the resulting apertures in pairs by tubes of negative curvature, situated inside the original convex body. We obtain a " $T$-surface", Fig. 14a. We allow the possibility that the tubes of the " $T$-surface" intersect one another (Fig. 14b). In the analytic case Aleksandrov proved the unique determination of the " $T$-surface".

Nirenberg studied the non-analytic case; see Nirenberg (1963). He needed to impose a series of additional conditions, among them the following: it is required that each tube of the " $T$-surface" contains at most two closed asymptotic lines. Of course, this is satisfied it the tubes themselves are surfaces of revolution (see 2.1.2 above). Some sufficient conditions for the absence of closed asymptotic lines on a surface of negative curvature homeomorphic to a circular annulus can be found in Kantor (1980), but in the general case the question of the possible existence of closed asymptotic lines on the tubes of a " $T$-surface" remains unsolved at present.

It would be interesting to investigate the unique determination, nonbendability and rigidity of tapering surfaces of strictly negative and non-positive curvature. No results in this direction are known to the author. By analogy with " $T$-surfaces" we can expect that in this connection for tapering surfaces questions of the structure of their asymptotic net will also arise. The example of Vaigant (see part I, p. 55 and Fig. 10) visually demonstrates the non-triviality of this problem area.
2.1.4. Let us continue the discussion of examples. All ruled and all minimal surfaces in $E^{3}$ have $K \leqslant 0$. In passing we mention, without going into details, that ruled surfaces, and also surfaces of both constant and variable negative curvature, play an important role in the theory of congruences (Finikov (1950)).


Fig. 15

When studying surfaces with $K<0$ we need to bear in mind that among them there are unorientable ones. Thus, suppose we are given a circle, and through its centre 0 we draw the perpendicular $A B$ to its plane; let $P$ be a moving point on the circle and suppose that a line $M N$ is drawn through $P$ in the plane $P A B$. We shall assume that the line $M N$ in the plane $P A B$ is uniformly rotated about $P$ and the plane $P A B$ is rotated about $A B$ with twice the angular velocity. When $P$ completes a full circuit of the circle, the line $M N$ returns to its original position, but changing its direction to the opposite. We thus obtain an unorientable surface homeomorphic to an infinitely wide Möbius band. The kinematic construction and a piece of this surface are shown in Fig. 15; the surface is complete; simple calculation shows that its curvature $K$ is negative everywhere.

The well-known right helicoid (Fig. 16) is a complete surface of curvature $K<0$ that is simultaneously ruled and minimal. One family of asymptotic lines on it consists of its rectilinear generators. They are the common binormals of the spirals situated on it, which in turn form the second family of asymptotic lines. In general, if a ruled surface is formed by the binormals to a space curve with non-zero curvature and torsion, then $K<0$ at all points of it. At first glance such a surface may appear quite complicated, but topologically it can only be one of the following three types: a plane, a plane with a point deleted, and an infinitely wide Möbius band; thus we assume that the curve itself is homeomorphic to a line or a circle, and if it has a self-intersection in spacc, this means that the positions in space of different points of the curve coincide; correspondingly we understand a surface according to the definitions presented in 2.1.1. We draw attention to the fact that among ruled surfaces formed by binormals there are those on which there are closed asymptotic lines. This is easy to understand visually. In fact, let us take a circular torus with external radius $R$ formed by rotating a circle of radius $r$, and make a uniform winding on it, in the same way as a spiral winds on a circular cylinder (Fig. 17). Let $h$ be the pitch of this winding, measured along the greatest external parallel of the torus. First of all we need $2 \pi R=k h$, where $k$ is a natural number. Then after a simple circuit of


Fig. 17
the torus the winding (let us call it $\mathscr{L}$ ) closes and is homeomorphic to a circle. Next, for a suitable choice of parameters $R, r, h$, where $0<h \ll r \ll R=k h / 2 \pi$, the winding $\mathscr{L}$ constructed on the torus will have non-zero curvature and torsion everywhere. Then the surface formed by its binormals has curvature $K<0 ; \mathscr{L}$ itself is an asymptotic line on it.

The construction of a surface of negative curvature homeomorphic to a circular annulus, which may not be ruled but has a closed asymptotic line, is given in Kovaleva (1968).

In connection with the investigation of properties of " $T$-surfaces" mentioned above, the following more general questions about closed asymptotic lines arise:

If there is one, can there be another homotopic to it?
Can there be a family of homotopic closed asymptotic lines?
Can they completely cover a piece of the surface?
Can there be closed asymptotic lines on a horn, pointed or not, and can they exist on a tube bounded on two sides by parabolic lines?

In fact such tubes, but not completely arbiṭrary ones, are part of " $T$-surfaces".
As far as the author knows, none of these questions has been investigated so far.

In $E^{3}$ there are surfaces of negative curvature, including complete ones, with a more complicated topological structure than in the examples considered above. Apparently the first to draw attention to this was Hadamard; see Hadamard (1898) in Part I. The geometrical constructions that he presented are described in Part I, p. 49; see Fig. 5 there. The idea of Hadamard that was furthest developed in the work of other authors was that we should first construct a piecewise smooth surface having negative curvature in its regular parts. Then we carry out a smoothing - we construct a surface of the necessary smoothness close to the original and having $K<0$ everywhere.

We draw attention to the fact that the possibility or impossibility of carrying out such a smoothing is by no means always obvious. For example, in Hadamard's construction why not take as the original piecewise smooth surface not one formed from two hyperboloids but one formed from a hyperboloid and a pseudosphere, as shown in Fig. 18?

In fact, we take a hyperboloid of revolution of one sheet and a pseudosphere situated in such a way that their axes intersect at right angles, and the circular


Fig. 18
edge of the pseudosphere is entirely inside the throat of the hyperboloid. As in Hadamard's construction, from each of these two surfaces we remove those parts of it that lie inside the other. It is intuitively quite obvious what "inside" means here. There remains a piecewise smooth surface that has two pointed horns, from the pseudosphere, and two bowls, from the hyperboloid. We now try to "smooth" it so that the resulting surface (schematically shown by a dotted line in Fig. 18) coincides with the original surface outside a ball of sufficiently large radius, it has smoothness at least $C^{2}$, and the curvature $K$ is negative everywhere. It turns out that this is impossible, even though $K<0$ on both the hyperboloid and the pseudosphere. The proof of impossibility is based on a calculation of the index of the fields of asymptotic directions on the horns and the bowls of the original piecewise smooth surface.
2.1.5. Let us discuss another example of a surface with boundary to which we shall need to refer below. Bianchi proved (Bianchi (1927)) that in $E^{3}$ there is a surface (with boundary) of constant curvature $K=-1$ on which there are two intersecting rectilinear generators. Amsler investigated this surface in more detail in Amsler (1955). In particular, he showed that the angle $\omega_{0}$ between its rectilinear generators at a point of intersection can be any angle in the interval $0<\omega_{0}<\pi$, and the boundary of the surface consists of four components homeomorphic to a straight line, and each of the components, as it goes off to infinity in $E^{3}$, coils on a ray of the rectilinear generator. See Fig. 19, borrowed from Amsler (1955).

Now imagine that two copies of the Bianchi-Amsler surface shown in Fig. 19 are taken, placed one on the other in $E^{3}$ and glued along the boundary, and then air is pumped into the space between them. Suppose that both copies of the Bianchi-Amsler surface, glued along the boundary, are deformed, possibly changing their intrinsic metric, but so that in a neighbourhood of the gluing curve the surface becomcs $C^{r}$-smooth, $r \geqslant 2$. Then in $E^{3}$ there is formed a surface with four pointed horns whose limiting rays lie in one plane. From Chapter 3 of Part I it follows that this cannot be a saddle surface: from it we can certainly cut out a crust (see Fig. 12 in Part I).

However, it is possible to alter the construction: simultaneously with an "inflation", which moves the glued copies apart, we "break" the rectilinear
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Fig. 21
generators at a point of intersection so that each of them turns into sides of an obtuse angle close to a straight angle, the planes of these angles are perpendicular to the plane in which the rectilinear generators originally lay, and the interior regions of the obtuse angles lie on opposite sides of this plane (see Fig. 20). Then the limiting rays of the horns will not lie in one plane; hence the obstacle connected with the inevitable cutting out of crusts and which does not make it possible to ensure universal negative curvature is removed. This makes it possible, by considering the specific form of the Bianchi-Amsler surface, to conjecture that in this way we can construct an example of a complete tapering surface of curvature $K<0$ with four pointed horns, similar to Vaigant's example, see Part I, p. 56; however, this conjecture has still not been verified. We discuss the role of this hypothetical example in 2.3 .4 below.
2.1.6. Suppose that on a surface $\mathscr{F}$ we are given a triangle $T$ formed by arcs of shortest curves, where $\sigma(T)$ is its area and $\alpha, \beta, \gamma$ are its internal angles (Fig. 21a). Then the quantity

$$
\begin{equation*}
\omega(T)=\alpha+\beta+\gamma-\pi \tag{2.6}
\end{equation*}
$$

is called the excess of the triangle $T$. From the Gauss-Bonnet formula it follows that the ratio $\omega(T) / \sigma(T)$ tends to the Gaussian curvature $K=K(X)$ of the
surface $\mathscr{F}$ at a point $X$ when the triangle $T$ contracts to $X$. The usual proof uses $C^{3}$-smoothness of the surface (see Blaschke (1930)), and the standard approximation arguments enable us to extend the proof to $C^{2}$-smooth surfaces; see Efimov (1949) in Part I.

Let $\sigma_{0}(T)$ be the area of the triangle $T_{E}$ on $E^{2}$ that has sides of the same length as $T$, Fig. 21b. We note that if $\mathscr{F} \in C^{2}$, then $\sigma(T) / \sigma_{0}(T) \rightarrow 1$ as $T \rightarrow X$, and the limit of the ratio $\omega(T) / \sigma_{0}(T)$ (which depends only on the intrinsic metric of the surface) can exist with smaller smoothness than $C^{2}$. According to Aleksandrov (see Aleksandrov (1948) in Part I), the intrinsic Gaussian curvature $K_{\text {int }}$ of the surface $\mathscr{F}$ at the point $X$ is

$$
\begin{equation*}
K_{\mathrm{int}}=\lim _{T \rightarrow X} \frac{\omega(T)}{\sigma_{0}(T)}, \tag{2.7}
\end{equation*}
$$

if this limit exists. Aleksandrov proved (see Aleksandrov (1948) in Part I) that if the limit (2.7) exists for all points of some domain $G \subset \mathscr{F}$, then $K_{\text {int }}$ is continuous in $G$. In the multidimensional case the quantity ( 2.7 ) found for a specific twodimensional direction is a generalization of the concept of sectional curvature.
2.1.7. Example. Let us take a hyperbolic paraboloid, which at the point of intersection $O$ of its planes of symmetry has an angle $\pi / m(m \geqslant 3)$ between the rectilinear generators. At $O$ we draw the tangent plane $P$ to the paraboloid. Of the four parts into which it splits the paraboloid we take the one that is inside the angle $\pi / m$, and denote it by $V_{m}$. We pave the plane $P$ around $O$ by figures congruent to $\boldsymbol{V}_{\boldsymbol{m}}$, taking $2 m$ of them, and placing them in turn on different sides of the plane $P$. We obtain a $C^{1,1}$-smooth piecewise analytic surface whose $C^{2}$ smoothness is violated at $O$ and on all the rays $l_{j}(j=1, \ldots, 2 m)$ that separate neighbouring figures $V_{m}$ from one another. We can show that on the surface obtained by this construction $K_{\text {int }}$ exists at all its points; at $O$ and on the rays $l_{j}$ the curvature $K_{\text {int }}$ has the same numerical value as the Gaussian curvature $K$ had at these points on the paraboloid, so $K_{\text {int }}<0$. For $m=3$ the surface is shown in Fig. 22. Its asymptotic lines, intersecting the rays $l_{j}$, form angular points. The projection of the asymptotic net on the plane $P$ is shown in Fig. 23a (also for $m=3$ ). We note that when $m$ is even every normal section at $O$ is either a straight line or a parabola, so at $O$ the curvature of normal sections exists in all directions. We shall use this remark in a later subsection.
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2.1.8. We can now discuss in more detail the construction of the surface shown in Fig. 5a. First of all, for $m=3$ we need to take the piecewise analytic $C^{1,1}$-smooth surface whose construction was described in the previous subsection, and subject it to an additional smoothing in a neighbourhood of the open rays $l_{j}$. We thus succeed in achieving smoothness $C^{\infty}$ outside $O$, preserving the previous value $K_{\mathrm{int}}(O)$ and the inequality $K_{\mathrm{int}}<0$. The angular points of the asymptotic lines on the rays $l_{j}$ are also smoothed and the asymptotic net acquires the structure shown schematically in Fig. 23b. We then take a regular tetrahedron, take the plane of a face of it for $P$, and proceed like this for each of its faces. For a suitable position of the "segments" $V_{m}$, after cutting out surplus pieces we obtain a non-smooth saddle surface with boundary, homeomorphic to a sphere with four holes, shown in Fig. 24. For this surface with boundary its
edges (situated in neighbourhoods of the edges of the tetrahedron) are smoothed. Then to each component of the boundary we add on a pointed horn, and the transition to it is also smoothed. The details of the construction are presented in Rozendorn (1962) and Rozendorn (1966) in Part I. In the construction we succeed in ensuring not only the existence of $K_{\text {int }}$ and the fact that an inequality of type (1.7) is satisfied, but also the differentiability of $K_{\mathrm{int}}$ on the whole surface.

To obtain the surface shown in Fig. 5b (which we discussed in 1.4) we need to take $m=4$, and instead of the tetrahedron to use a cube and carry out similar constructions.
2.1.9. Aleksandrov proved (see Aleksandrov (1948) in Part I) that if the quantity (2.7) cxists on a two-dimensional manifold with intrinsic metric, then the metric is Riemannian and in polar-geodesic coordinates $(\rho, \varphi), \rho \geqslant 0$, it takes the form

$$
\begin{equation*}
d s^{2}=d \rho^{2}+B(\rho, \varphi)^{2} d \varphi^{2} \tag{2.8}
\end{equation*}
$$

where the function $B(\rho, \varphi)$ is twice differentiable with respect to $\rho$, it is connected with the intrinsic curvature $K_{\text {int }}$ by the differential equation

$$
\begin{equation*}
B_{\rho \rho}^{\prime \prime}+\left(K_{\mathrm{int}}\right) B=0 \tag{2.9}
\end{equation*}
$$

and when $\rho=0$ it satisfies the initial conditions

$$
\begin{equation*}
B(0, \varphi)=0, \quad B_{\rho}^{\prime}(0, \varphi)=1 \tag{2.10}
\end{equation*}
$$

In particular, for the Lobachevskij plane $L^{2}$ the intrinsic curvature cxists and is constant, since excesses of triangles in $L^{2}$ are proportional to their areas, and $\sigma(T) / \sigma_{0}(T) \rightarrow 1$ when the triangle $T$ contracts to a point. According to (2.8), (2.9) and (2.10), the metric on $L^{2}$ in polar coordinates has the form

$$
\begin{equation*}
d s^{2}=d \rho^{2}+\operatorname{sh}^{2}\left(\frac{\rho}{R}\right) d \varphi^{2} \tag{2.11}
\end{equation*}
$$

where $R$ is the "radius of curvature" and $K_{\mathrm{in} 1}=-R^{-2}=$ const $<0$.
From (2.11) it is obvious that on $L^{2}$ the length of a circle and the area of a disc increase exponentially as the radius $\rho$ increases. From (2.8), (2.9) and (2.10) it is also obvious that on two-dimensional manifolds whose intrinsic curvature in the sense of Aleksandrov exists and satisfies the inequality

$$
\begin{equation*}
K_{\mathrm{int}} \leqslant \mathrm{const}<0 \tag{2.12}
\end{equation*}
$$

the length of a geodesic circle and the area of a geodesic disc have no less than exponential growth as $\rho$ increases. In an attempt to immerse such manifolds isometrically in $E^{3}$ (under the condition that they are complete and the immersion is $C^{2}$-smooth) the space $E^{3}$ turns out to be too tight for them according to Theorem B (see 1.4).

In the more general case, when $K \leqslant 0$, the intrinsic geometry of complete surfaces (and also of non-compact two-dimensional Riemannian manifolds) was studied by Eberlein (Eberlein (1979)).

### 2.2. Some Remarks on a $C^{1}$-Isometric Embedding of $L^{2}$ in $E^{3}$ According to Kuiper

2.2.1. The picture changes significantly if instead of $C^{2}$-smoothness we restrict ourselves to the assumption of just $C^{1}$-smoothness. Namely, according to Kuiper (1955), to obtain an embedding of a given metric $d s^{2}$ it is sufficient to construct first for it a so-called strictly short embedding, that is, a surface $\mathscr{F}_{1}$ whose metric $d s_{1}^{2}$ satisfies the requirement that the differential quadratic form $d s^{2}-d s_{1}^{2}$ is positive definite. As applied to the specific problem of embedding $L^{2}$ in $E^{3}$ it is sufficient to take for $\mathscr{F}_{1}$ the Euclidean plane $E^{2}$ with polar coordinates $(r, \psi)$ and put $r=\frac{1}{2} \rho, \psi=\varphi$. Then under the parametrization $x_{1}=r \cos \psi$, $x_{2}=r \sin \psi, x_{3}=0$ the plane $E^{2}$ is a strictly short embedding in $E^{3}$ for the metric (2.11). Another, also strictly short, embedding in $E^{3}$ for the same metric (2.11) can be taken, for example, as the open disc $r<1$ on $E^{2}$.

Next, according to Kuiper (1955), we carry out corrugations, as a result of which there arises a sequence of surfaces with metrics $d s_{n}^{2} \rightarrow d s^{2}$. In the specific example of constructing an embedding for $L^{2}$ we can imagine that the plane $E^{2}=\mathscr{F}_{1}$ is covered by waves, from which shallower waves go out in different directions, from them still shallower waves, and so on, as happens on the surface of the sea in the presence of ripples and wind. If for the original short embedding for $L^{2}$ we use not the whole plane $E^{2}$, but the disc $r<1$ cut out from it, then these waves must be "denser" and "steeper" close to its boundary, the circle $r=1$.

The fact that under corrugations the metric of the original short embedding $\mathscr{F _ { 1 }}$ is lengthened is obvious. Much less obvious is the fact that it can be "tightened" so much that in each compact part in all directions the difference $d s^{2}-d s_{n}^{2}$ tends to zero. If an immersible metric is $C^{\infty}$-smooth (as in the example of $L^{2}$ under consideration), then all surfaces of the sequence $\left\{\mathscr{F}_{n}\right\}$ can also be made $C^{\infty}$-smooth.

Not at all obvious and very unexpected for geometers in its time was the fact that in this way we can ensure the existence of a $C^{1}$-smooth limiting surface on which the ambient space induces a given metric $d s^{2}$.
2.2.2. Let us recall (see Vinberg and Shvartsman (1988) or Novikov and Fomenko (1987), for example) that by factorizing $L^{2}$ we can obtain compact manifolds with a metric of constant negative curvature. The simplest of them is obtained from an equilateral octagon in $L^{2}$ having angles of $45^{\circ}$ by gluing the sides as shown schematically in Fig. 25. Topologically this is a sphere with two handles, or a pretzel, as we sometimes say; see Fig. 26.
$\Lambda$ pretzel with a metric of constant negative curvature, like other compact orientable two-dimensional Riemannian manifolds, admits a $C^{1}$-smooth isometric embedding in $E^{3}$ by Kuiper's method. We draw attention to the fact that in this way in $E^{3}$ we obtain a closed surface whose intrinsic curvature $K_{\text {int }}$ is defined at all its points, and $K_{\text {int }}=$ const $<0$. From the visual point of view this surface must apparently be represented as a pretzel, like that shown in Fig. 26, but covered by shallow waves.


Fig. 26

Kuiper's constructions show that Theorems A and B, formulated in § 1, both lose their force in the class of regularity $C^{1}$. In this connection it is of interest to study classes of surfaces intermediate between $C^{2}$ and $C^{1}$. We shall return to this question frequently later.

### 2.3. Hadamard's Conjecture

2.3.1. Theorem. In $E^{3}$ there are no $C^{2}$-smooth closed surfaces with a metric of non-positive curvature.

Corollary. Let $\mathscr{F}$ be a $C^{1}$-smooth Kuiper embedding (or immersion) in $E^{3}$ of a compact (without boundary) two-dimensional Riemannian manifold with metric ds ${ }^{2}$ of non-positive curvature $K \leqslant 0$. Suppose also that $\mathscr{F}$ is obtained as the limit of short embeddings (respectively, immersions) $\left\{\mathscr{F}_{n}\right\}$ that are $C^{r}$-smooth surfaces, $r \geqslant 2$. Then all the $\mathscr{F}_{n}$ have Gaussian curvature of variable sign.
Thus, on all the $\mathscr{F}_{n}$ there are points where $K>0$, although their metrics $d s_{n}^{2}$ converge to a metric $d s^{2}$ of non-positive (or even strictly negative) intrinsic curvature.

The proof of the theorem is by contradiction: suppose such a surface $\mathscr{F}$ exists. We include its support $\hat{\mathscr{F}}$ in a sphere of least possible radius. This sphere will have a point $A$ in common with $\hat{\mathscr{F}}$. Parallel to the tangent plane to the sphere at $A$ we draw a sufficiently close cutting plane. It cuts off a crust from $\mathscr{F}$, which is impossible, since $\mathscr{F}$ is a saddle surface.

This argument is actually due to Hadamard, who assumed (see Hadamard (1898) in Part I) that he had proved the following assertion:

In $E^{3}$ there are no bounded complete surfaces of negative curvature.

This assertion is now often called Hadamard's conjecture.
Below we discuss in detail why the argument about the smallest ball containing the support of the surface is insufficient to prove the validity of Hadamard's conjecture.

We first discuss some auxiliary definitions and examples.
2.3.2. Suppose we are given a surface $\mathscr{F}: \mathfrak{M} \rightarrow E^{N}$, where $\mathfrak{M}$ is a manifold of dimension $p, 2 \leqslant p<N$ (understood up to diffeomorphisms), and $X=\left\{X^{\prime}, X^{\prime \prime}\right\}$ is an arbitrary point of $\mathscr{F}$, where $X^{\prime} \in \mathfrak{M}, X^{\prime \prime} \in E^{N}$. Suppose that the surface $\mathscr{F}$ is incomplete in its intrinsic metric. In the standard way we complement $\mathscr{F}$ to a minimal complcte metric space $\overline{\mathscr{F}}$, taking as points of $\overline{\mathscr{F}}$ classes of equivalent fundamental sequences on $\mathscr{F}$. Then $\partial \mathscr{F}=\overline{\mathscr{F}} \backslash \mathscr{F}$ is the metric boundary for $\mathscr{F}$.

Having a surface $\mathscr{F}$ in $E^{N}$, we can consider a map, which we denote by the same letter $\overline{\mathscr{F}}$, acting according to the rule

$$
\begin{equation*}
\mathscr{F} \rightarrow E^{N}, \quad X=\left\{X^{\prime}, X^{\prime \prime}\right\} \rightarrow X^{\prime \prime} \in E^{N} \tag{2.13}
\end{equation*}
$$

This map associates with each point $X=\left\{X^{\prime}, X^{\prime \prime}\right\}$ of $\mathscr{F}$ that point of $E^{N}$ where $X$ "is found", that is, the point $X^{\prime \prime}$ on the support ( $X^{\prime \prime} \in \hat{\mathscr{F}} \subset E^{N}$ ).

Because distance on the surface is always at least equal to that in the ambient space, the map (2.13) can be extended by continuity from $\mathscr{F}$ to $\overline{\overline{\mathcal{F}}}$. As a result in $E^{N}$ there arises the image $\partial \mathscr{F}$ of the metric boundary $\partial \mathscr{F}$. We shall call $\partial \mathscr{F}$ the intrinsic geometric boundary of $\mathscr{F}$ in $E^{N}$.

Example. $x_{1}=a \operatorname{ch} t \cos \varphi, x_{2}=a \operatorname{ch} t \sin \varphi, x_{3}=b \operatorname{sh} t ; a>0, b>0 ;|t|<t_{1}$, $-\infty<\varphi<+\infty$. This surface is the universal covering of part of the hyperboloid of revolution of one sheet

$$
\begin{equation*}
\frac{x_{1}^{2}}{a^{2}}+\frac{x_{2}^{2}}{a^{2}}-\frac{x_{3}^{2}}{b^{2}}=1 \tag{2.14}
\end{equation*}
$$

in $E^{3}$. Its intrinsic geometric boundary consists of two circles $x_{1}^{2}+x_{2}^{2}=$ $\left(a \mathrm{ch} t_{1}\right)^{2}, x_{3}= \pm B, B=b \operatorname{sh} t_{1}$, lying in parallel planes. The metric boundary $\partial \mathscr{F}$ is homeomorphic (and isometric) to a pair of straight lines, which under the map (2.13) extended to $\overline{\mathscr{F}}$ wind in $E^{3}$ on these parallel circles.

Now consider on $\mathscr{F}$ all possible sequences of points $\left\{X_{n}\right\}, X_{n}=\left\{X_{n}^{\prime}, X_{n}^{\prime \prime}\right\}$, that are not convergent on $\mathscr{F}$ but for which $\left\{X_{n}^{\prime \prime}\right\}$ are fundamental in $E^{N}$. All limiting points of such sequences $\left\{X_{n}^{\prime \prime}\right\}$ form in $E^{N}$ a closed set (possibly empty), which we call below the extrinsic geometric boundary of $\mathscr{F}$ in $E^{N}$. Clearly, the intrinsic geometric boundary is part of the extrinsic geometric boundary. Thus, in the previous example the extrinsic geometric boundary fills a whole piece $\left|x_{3}\right| \leqslant B$ of the hyperboloid (2.14). Of course, the extrinsic geometric and intrinsic geometric boundaries may coincide. Thus, for example, if for $\mathscr{F}$ we take an open disc in $E^{2}$, both boundaries then coincide with the circle. If $\mathscr{F}=E^{2}$, then both boundaries (the intrinsic and the extrinsic) are empty. But the extrinsic geometric boundary may be non-empty when $\mathscr{F}$ is complete (and consequently $\widehat{\partial \mathscr{F}}=\varnothing$ ). Thus, if we alter the previous example and instead of the condition $|t| \leqslant t_{1}$ we
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allow $-\infty<t<+\infty$, that is, we take for $\mathscr{F}$ the universal covering of the whole hyperboloid (2.14), then the extrinsic geometric boundary of this covering fills the whole hyperboloid (2.14). This is a rather obvious example; here for $\mathscr{F}$ its extrinsic geometric boundary coincides with the support $\hat{\mathscr{F}}$ because the number of sheets of the covering is infinite. However, we can give a rather different but also completely visual example, when the extrinsic geometric boundary of $\mathscr{F}$ is not empty and does not intersect $\hat{\mathscr{F}}$, and $\mathscr{F}$ is complete. Namely, in $E^{3}$ we consider the surface

$$
\begin{equation*}
x_{3}=\sin \frac{1}{x_{1}}, \quad x_{1}>0, \quad-\infty<x_{2}<+\infty \tag{2.15}
\end{equation*}
$$

The surface (2.15) does not have self-intersections, so we can assume that it coincides with its own support, and its extrinsic geometric boundary consists of a closed strip $\left|x_{3}\right| \leqslant 1$ on the vertical ( $x_{2}, x_{3}$ )-plane (see Fig. 27).
Turning to a discussion of Hadamard's conjecture, we draw attention to the fact that, for a bounded complete surface, by contracting the ball containing it we can meet its sphere not at a point of the surface but at a point of its extrinsic geometric boundary, and if the ball is contracted further, it may happen that its bounding sphere cuts out not spherical crusts but parts of the surface that are non-compact in the intrinsic metric. We see a similar picture if in Fig. 27 we take in the left half-space $x_{1}<0$ a vertical plane $x_{1}=$ const and start to move it to the right. When we get to the position $x_{1}=0$, this plane still does not meet th surface $\mathscr{F}$ itself, but only its extrinsic geometric boundary, and a further (arbis trarily small) shift of this plane to the right leads to a non-compact part of the surface between the plane and the extrinsic geometric boundary. By the way, the surface (2.15) is developable and therefore a saddle surface (like any $C^{2}$-smooth developable surface in $E^{3}$ ). Of course, in the case (2.15) $K=0$, and the plane in the argument above cannot be replaced by a sphere. But before discussing a more complicated example, to which the next subsection is specially devoted, let us draw attention to the fact that if the argument that justifies the impossibility of a closed surface of non-positive curvature $K=k_{1} k_{2}<0$ in $E^{3}$ were also a justification of Hadamard's conjecture, then in Hadamard's conjecture itself
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there would be no need to talk about $K$ being negative: the conjecture would be true for any saddle surfaces in $E^{3}$, and this is certainly not so: see 2.3.3.
2.3.3. Example. A Bounded Complete Saddle Surface in $E^{3}$. Let $\left\{S_{n}\right\}$ be a sequence of concentric spheres in $E^{3}$ with common centre $O$ and monotonically increasing radii $r_{n}$, where $r_{n} \rightarrow r<+\infty$, so there is a limiting sphere with the same centre $O$ and radius $r$. In the sphere $S_{1}$ we inscribe a regular tetrahedron $A_{1} A_{2} A_{3} A_{4}$ and draw all the segments $O A_{j}$. Then from each point $A_{j}$ we draw three segments inside the spherical layer between $S_{1}$ and $S_{2}$. Fig. 28 shows the tetrahedron $A_{1} A_{2} A_{3} A_{4}$, the segments $O A_{j}, j=1, \ldots, 4$, and the three segments going out from one of the vertices of the tetrahedron inside this spherical layer; each of these segments is extended until it meets $S_{2}$, and from there three more branch out, and so on.

We shall build up the resulting branched spatial open polygon ticr by ticr, making sure that at each point of intersection of the polygon with the spheres $S_{n}$ all four segments make obtuse angles with one another.

In addition, we take care that no self-intersections of the polygon arise. This is not difficult to do: segments can only meet each other in one spherical layer, and if such intersections occur, they need to be removed by a small displacement of the segments before proceeding to the construction of the next tier.

Elementary calculation shows that if $r_{n+1}-r_{n}=O\left(1 / n^{2}\right)$, then the lengths of the segments situated between $S_{n}$ and $S_{n+1}$ can be made of order $O(1 / n)$. It then turns out that all the paths going along the open polygon, more precisely along the infinite graph obtained from this polygon as a result of a countable process of construction from some point of it to the limiting sphere $S$, have infinite length. In other words, the ambient space $E^{3}$ induces a metric on this graph in which it is a complete metric space.

The part of the construction described here is elementary. Next, imagine that each of the scgments occurring in the constructed graph is slightly inflated and
turns into a tube of negative curvature, and those points where the segments meet in fours are also inflated and become surfaces like that shown in Fig. 5a. Around the central point $O$ and on the first layer, around the points $A_{1}, \ldots, A_{4}$ shown in Fig. 28, we can use surfaces as in 2.1.8, and for use as fragments of the construction on tiers further from the centre $O$ we first need to subject them to affine transformations chosen in a suitable way.

As a result we obtain a bounded and at the same time complete saddle surface that is $C^{1}$-smooth and even $C^{1,1}$-smooth. In addition, since we have used as the original material for fragments of the construction the surfaces concerned in 2.1.8, here also we can ensure the existence of an intrinsic curvature $K_{\text {int }}$ that satisfies an inequality of the form (1.7), and the differentiability of $K_{\text {int }}$. The resulting surface is infinitely connected; all its extrinsic geometric boundary is concentrated on the limiting sphere $S$, and any concentric sphere of smaller radius cuts off from the surface a non-compact part, although it is impossible to cut off a crust by any plane. Part of the surface thus constructed is shown in Fig. 29. The reader can find details of this construction in Rozendorn (1981) in Part I.

Thus, if in Hadamard's conjecture we replace $K$ by $K_{\text {int }}$ and instead of $C^{2}$-smoothness of the surface we assume $C^{1,1}$-smoothness, then the conjecture in this form is false.
2.3.4. In connection with what we have said, let us make some more remarks. It is known (see Xavier (1984), for example) that in $E^{3}$ there are $C^{\infty}$-smooth bounded complete surfaces of non-positive Gaussian curvature. Of course,
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sup $K=0$ on them, by Theorem B of 1.4. In addition, inf $K=-\infty$ on them, in view of the next theorem.

Theorem (Baikoussis and Koufogiorgos (1980)). A complete $C^{\infty}$-smooth surface with curvature $-\infty<-a^{2} \leqslant K \leqslant 0$ in $E^{3}$ is unbounded.

This theorem is one of the most powerful results in the problem area connected with Hadamard's conjecture. As for Hadamard's conjecture itself, at present (1990) there are no counterexamples to it, but it has not been proved. Moreover, arguments were given in Part I that enable us to cast doubt on it. Namely, we propose to study the possibility of a construction similar to that in the previous subsection by using in the details of the construction the surfaces obtained by affine transformations from Vaigant's example. The difficulty of realizing this plan lies in constructing transitional tubes of negative curvature between them. It may happen that it is constructively simpler to use parts of tapering surfaces constructed on the basis of the Bianchi-Amsler example; see 2.1.5 above. If these constructions can finally be carried out, making sure that the curvature is negative on the whole surface, then Hadamard's conjecture will be disproved.

### 2.4. Surfaces of Negative Intrinsic and Bounded Extrinsic Curvature in $\boldsymbol{E}^{3}$

2.4.1. In the theory of surfaces an important role is played by the Gaussian spherical map. For a hypersurface $\mathscr{F}$ in $E^{N}$ it associates with each point of the surface a point of the unit sphere $S^{N}{ }^{1}$ according to the rule $\Phi: \mathscr{F} \rightarrow S^{N-1}$, $Y=\Phi(X) \in S^{N-1}$, if $O Y=\mathbf{n}(X)$, where $O$ is the centre of the sphere and $\mathbf{n}=\mathbf{n}(X)$ is the unit normal vector to $\mathscr{F}$ at the point $X$.

For surfaces in $E^{3}$ by means of a map onto the sphere Gauss (see Gauss (1823-1827)) introduced the total curvature of a surface as the area $\Omega(F)$ of the image $\Phi(F)$ on $S^{2}$, found by taking account of the orientation and multiplicity of the covering, and the curvature of the surface at a point $X$ as the limit of the ratio $\Omega(G) / \sigma(G)$ when the domain $G \subset \mathscr{F}$ is contracted to the point $X$. Here $\sigma(G)$ denotes the area of the domain $G$ on $\mathscr{F}$. An easy calculation shows than in the $C^{2}$-smooth case this limit exists and is equal to the product of the principal curvatures:

$$
\begin{equation*}
K=\lim _{G \rightarrow X} \frac{\Omega(G)}{\sigma(\bar{G})}=k_{1} k_{2} \tag{2.16}
\end{equation*}
$$

The problems of constructing a surface when we are given information about its spherical image are at the very first stage of study when $K<0$. Some results in this dircction for the simplest situations ( $\Phi$ one-to-one, $\Phi(\mathscr{F})$ is contained in a hemisphere) were obtained in Fomichëva (1978), Fomichëva (1979a), Fomichëva (1979b).
2.4.2. Definiton. A point $X$ on a $C^{1}$-smooth surface $\mathscr{F}$ in $E^{3}$ is said to be Pogorelov regular if there is a neighbourhood $U \subset \mathscr{F}$ of it such that in $U \backslash X$ the
tangent plane is never parallel to the tangent plane at $X$; a surface is said to be quasiregular if each point of it is Pogorelov regular.

Theorem (Efimov (1949) in Part I). The intersection of a $C^{1}$-smooth surface with the tangent plane at a regular point $X$ of it consists of a sufficiently small neighbourhood of it, or of the single point $X$, or of $X$ and $2 m$ simple arcs starting from it. The small neighbourhood can be chosen so that these arcs split it into (curvilinear) sectors situated in turn on opposite sides of the tangent plane.

The proof based on an application of the implicit function theorem.
The number $m=m(X)$ is called the saddle order of $\mathscr{F}$ at $X$. For regular points of a $C^{1}$-smooth curface in $E^{3}$ Pogorelov (see Pogorelov (1969) in Part I) suggested the following classification: a point is elliptic if $m=0$, parabolic if $m=1$, hyperbolic if $m=2$, and a flat point if $m \geqslant 3$. We need to bear in mind that this classification is not quite the same as the usual classification of points of a $C^{2}$-smooth surface according to the type of osculating paraboloid; however, when $K<0$ in the $C^{2}$-smooth case a point is hyperbolic both according to the type of osculating paraboloid and according to the saddle order.

Let $G$ be an arbitrary open domain on $\mathscr{\mathscr { F }}$ and $\sigma^{*}(G)$ the Lebesgue measure of its image $\Phi(G)$. Here $\Phi(\mathscr{F})$ must be understood either as a surface in $E^{3}$ whose support is a subset of $S^{2}$ or as a two-dimensional surface in the two-dimensional space $S^{2}$. This means that $\sigma^{*}$ is detined by taking account of the multiplicity of the covering; in contrast to the quantity $\Omega$, here we do not take account of the orientation: if $\Phi(G)$ is measurable and has non-zero Lebesgue measure, then $\sigma^{*}(G)>0$. The extrinsic Gaussian curvature of $\mathscr{F}$ at a Pogorelov regular point $X$ can be defined by the formula

$$
\begin{equation*}
K_{\mathrm{ext}}=\lambda(X) \lim _{G \rightarrow X} \frac{\sigma^{*}(G)}{\sigma(G)} \tag{2.17}
\end{equation*}
$$

where $\lambda(X)=\operatorname{sgn}(1-m(X))$, if this limit exists. If, besides regularity, we assume $C^{2}$-smoothness, then the quantities (2.17) and (2.16) coincide. For a Pogorelov non-regular point, in the $C^{2}$-smooth case we can take $\lambda(X)=1$. Then the classical Gauss theorem (for a $C^{2}$-smooth surface) can be written in the form of the equalities

$$
\begin{equation*}
K=k_{1} k_{2}=K_{\mathrm{ext}}=K_{\mathrm{int}} . \tag{2.18}
\end{equation*}
$$

However, $K_{\text {ext }}$ may exist under smaller smoothness than $C^{2}$.
2.4.3. Using the Gaussian spherical map, Pogorelov distinguished and investigated the class of surfaces of bounded extrinsic curvature intermediate between $C^{2}$ and $C^{1}$.

Suppose we arc given in $E^{3}$ a $C^{1}$-smooth surface $\mathscr{F}$, let $H_{1}, \ldots, H_{r}$ be closed sets on $\mathscr{F}$, and $\hat{\sigma}\left(H_{j}\right)$ the Lebesgue measures on the sphere $S^{2}$ of the images $\Phi\left(H_{j}\right)$, understood there as point sets (that is, as sets of points on the support $\hat{\Phi}(\mathscr{F})$ of the surface $\Phi(\mathscr{F})$ ).

Definition. A surface $\mathscr{F}$ has bounded Pogorelov extrinsic curvature if $\hat{\sigma}\left(H_{j}\right)$ exist and

$$
\begin{equation*}
\bar{\Omega}(\mathscr{F})=\sup \sum_{j} \hat{\sigma}\left(H_{j}\right)<+\infty \tag{2.19}
\end{equation*}
$$

over all possible finite systems of pairwise disjoint closed sets $\left\{H_{j}\right\}$ on $\mathscr{F}$.
Referring the reader for the details to $\S \$ 1,3$ of Ch .4 and $\S 4$ of Ch .1 of Part I, and also to the original source Pogorelov (1956b) in Part I (or the monograph Pogorelov (1975) in Part I), we present briefly here the facts concerning surfaces with metric of negative curvature and unsolved problems related to them.

Let $W$ be an arbitrary Borel set on a surface $\mathscr{F}$ of bounded extrinsic curvature. Starting from (2.19), we construct $\bar{\Omega}(W)$. Then we introduce the positive and negative extrinsic curvatures $\Omega^{+}(W)$ and $\Omega^{-}(W)$ as the values of $\bar{\Omega}$ on the subsets of elliptic and hyperbolic points in $W$ and the total extrinsic curvature $\Omega(W)=\Omega^{+}(W)-\Omega^{-}(W)$. It turns out that $\bar{\Omega}(W)=\Omega^{+}(W)+\Omega^{-}(W)$, and the subsets of parabolic points, non-regular points and flat points make a zero contribution to $\bar{\Omega}$, and the set of flat points on any surface of bounded extrinsic curvature is no more than countable. For an open set $G$ in the $C^{2}$-smooth case $\Omega(G)=\iint_{G} K d \sigma$ and coincides with the Gauss total curvature (see 2.4.1), $\bar{\Omega}(G)=$ $\iint_{G}|K| d \sigma(d \sigma$ is the element of area on $\mathscr{F})$. For closed and for quasiregular surfaces of bounded extrinsic curvature Pogorelov proved the generalized Gauss theorem

$$
\begin{equation*}
\Omega^{+}(W)=\omega^{+}(W), \quad \Omega^{-}(W)=\omega^{-}(W) \tag{2.20}
\end{equation*}
$$

where $\omega^{+}$and $\omega^{-}$are the positive and negative parts of the intrinsic curvature (see Aleksandrov and Zalgaller (1962) in Part I), and he proved the first of the equalities (2.20) for any surface of bounded extrinsic curvaturc.

Pogorelov also proved that if a surface of bounded extrinsic curvature admits the cutting out of a crust, then the set of elliptic points on it is so "vast" that $\Omega^{+}>0$. From this and (2.20) we have the following corollary.

Corollary. A Kuiper $C^{1}$-smooth isometric embedding in $E^{3}$ of a compact (without boundary) two-dimensional Riemannian manifold of non-positive Gaussian (intrinsic) curvature cannot be a surface of bounded extrinsic curvature.

Next, from (2.20) and the Gauss-Bonnet formula for manifolds of bounded extrinsic curvature (see Aleksandrov and Zalgaller (1962) in Part I) it follows that if on a quasiregular surface of bounded extrinsic curvature $K_{\text {ext }}$ exists at each point of some open domain $G$, or $K_{\text {int }}$ exists at each point of $G$, then the second of these quantitics exists in $G$, and the generalized Gauss theorem holds in a local form:

$$
\begin{equation*}
K_{\mathrm{ext}}(X)=K_{\mathrm{int}}(X), \quad X \in G \tag{2.21}
\end{equation*}
$$

In other words, the last equality in (2.18) carries over exactly to the special case considered here. This is how things stand in the example analysed in 2.1.7. The surfaces shown in Fig. 5, whosc construction was discussed in 2.1.8, are also
quasiregular surfaces of bounded extrinsic curvature, $K_{\text {ext }}$ exists on them, and (2.21) is satisfied.

The case when one of the two quantities $K_{\mathrm{int}}$ or $K_{\text {ext }}$ exists not in a domain but at an isolated point is more complicated. The question of whether the second of these quantities then exists and whether (2.21) is true under the original assumption that the surface has bounded extrinsic curvature has apparently not been investigated.

Turning to the surfaces shown in Fig. 5, we note that they have flat points in the sense of Pogorelov. Namely, a surface with four horns (Fig. 5a) has four of them and $m=3$ there. The surface in Fig. 5b has six of them (the centres of the faces of the original cube) and $m=4$ at each of them. These points are important in that the locally homeomorphic property of the Gaussian spherical map is violated there; in this connection see 3.3 and 4.3 below.
In the non-compact case it is natural to define surfaces of locally bounded extrinsic curvature, requiring that a condition of the form (2.19) holds for each domain having compact closure on the surface. Then it is clear that for Borel subsets of such domains the first of the equalities (2.20) holds, and under the additional assumption of quasiregularity so does the second. The question of the validity of the first of the equalities (2.20) on surfaces of bounded (or locally bounded) extrinsic curvature without the assumption of quasiregularity (which is apparently unsolved) reduces to the following: can the non-zero negative intrinsic curvature $\omega^{-} \neq 0$ be concentrated on the set of non-regular points?
As an example of a quasiregular surface of locally bounded extrinsic curvature we can mention the bounded (in $E^{3}$ ) complete saddle surface discussed in 2.3.3.

To conclude this section we draw attention to one more unsolved question: can Theorem A, discussed in $\S 1$, be extended to the class of surfaces of locally bounded extrinsic curvature?

Let us make some comments on this question. As in 2.1.7, using instead of "segments" taken from hyperbolic paraboloids parts of the Bianchi-Amsler surface with $\omega_{0}=\pi / m$, we can construct a surface that is an isometric embedding in $E^{2}$ of some open disc of $L^{2}$. This surface has bounded extrinsic curvature, is quasiregular, and is even $C^{1,1}$-smooth and piecewise analytic, and at $O$, by an isometry corresponding to the centre of the disc, it has a preassigned saddle order $m \geqslant 3$. It has a net of asymptotic lines that has the structure shown schematically in Fig. 23a. Hence it is obvious that in the given class of surfaces the proof according to the plan presented in $\S 1$ does not go through.

The well-known proof of the more general Theorem B (see 3.3 below) also does not go through here because the locally homeomorphic property of the spherical map is violated.

Using as starting point for further constructions the embedding of a dise of $L^{2}$ in $E^{3}$ mentioned here, it is tempting to construct a counterexample on the plan of 2.1.8, for example. However, the existing lemmas on "smoothing" of surfaces and joining parts of them, keeping the curvature negative (see Rozendorn (1962) and Rozendorn (1981) in Part I), are insufficient to construct such a
counterexample: they do not allow the possibility of ensuring that the intrinsic curvature is constant.

Hence to solve the question of whether Theorem A can be extended to the class of surfaces of locally bounded extrinsic curvature we need new approaches.

## §3. Surfaces of the Form $z=f(x, y)$; Plan of the Proof of Efimov's Theorem

3.1. Some Results on Surfaces that Project One-to-one on the Plane $\boldsymbol{E}^{\boldsymbol{2}}$. The investigation of surfaces of the form

$$
\begin{equation*}
z=f(x, y) \tag{3.1}
\end{equation*}
$$

is at the meeting point of geometry and function theory. In this subsection we discuss some results about surfaces of the form (3.1) defined when $-\infty<x<+\infty,-\infty<y<+\infty$.
3.1.1. The Theorem of Bernstein and Adel'son-Vel'skij. Suppose that a function $f(x, y)$ is defined and continuous on the whole $(x, y)$-plane, and that

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \frac{1}{r}|f(x, y)|=0, \quad r=\sqrt{x^{2}+y^{2}} \tag{3.2}
\end{equation*}
$$

If the surface (3.1) is a saddle surface, then it is cylindrical with generators parallel to the plane $z=0$ (Adel'son-Vel'skij (1945), Bernstein (1960a), Bernstein (1960b)).

The proof relies on the definition of a saddle surface and is based on an analysis of its sections by different planes. We first establish that the surface has rectilinear generators. Then we prove that they are parallel to one another and to the plane $z=0$ and cover the whole surface.

Corollary 1 (Liouville's theorem for a harmonic function). Suppose that the function $f(x, y)$ is harmonic and bounded on the whole $(x, y)$-plane. Then it is constant.

In fact, the graph of a harmonic function is a saddle surface. From the boundedness condition there follows (3.2), so the graph is a cylindrical surface with horizontal rectilinear generators. From this and the harmonic property it follows that the function is linear, and from the boundedness condition it follows that the function is constant.

Corollary 2. A $C^{2}$-smooth surface of the form (3.1) of negative curvature $K<0$, defined for $-\infty<x<+\infty,-\infty<y<+\infty$, cannot be situated between planes of the form $z=$ const.

Remarks. 1) The geometrical fact stated here as Corollary 2 can be applied, in particular, to the investigation of unique determination of complete convex surfaces; see Pogorelov (1952a) in Part I.
2) If we take account of the results of Pogorelov (1956b) in Part I, then in the statement of Corollary 2 we can replace $C^{2}$-smoothness and the inequality $K<0$ by the assumption that the surface is $C^{1}$-smooth, but has bounded extrinsic and non-positive intrinsic curvature: $\bar{\Omega}<+\infty, \omega^{+}=0$.
3.1.2. We now present some results about the rigidity of complete surfaces of negative curvature in which there is also a connection with function theory, and quite an unexpected one.

A function $W=W(3)=U+j V$ of a hyperbolic complex variable $3=x+j y$, where $j^{2}=1$, is said to be $h$-analytic if in some domain of variation of the argument $\mathfrak{z}$ it is differentiable with respect to 3 . For a continuous function $W(\mathfrak{z})$ a criterion for it to be $h$-analytic is the system of equations

$$
U_{x}^{\prime}=V_{y}^{\prime}, \quad U_{y}^{\prime}=V_{x}^{\prime}
$$

the analogue of the Cauchy-Riemann equations, and as in the case of analytic functions it can also be written briefly in the form

$$
\begin{equation*}
W_{\overline{3}}^{\prime}=0 \tag{3.3}
\end{equation*}
$$

It is known (see Lavrent'ev and Shabat (1973)) that an $h$-analytic function can be represented in the form

$$
\begin{equation*}
W=\varphi_{1}(x+y)+\varphi_{2}(x-y)+j\left(\varphi_{1}(x+y)-\varphi_{2}(x-y)\right) \tag{3.4}
\end{equation*}
$$

where $\varphi_{1}$ and $\varphi_{2}$ are arbitrary differentiable functions of one argument.
Definition (Ten (1980)). A complete surface is said to be B-rigid if from the fact that its bending field $Z$ is bounded and vanishes at one point it follows that $Z=0$ identically.

In other words, $B$-rigidity of a surface $\mathscr{F}$ means that it has no other bounded infinitesimal bending fields apart from parallel displacements. Hence for such a surface the condition that the bending fields are bounded, which it is sufficient to impose only at infinity (that is, outside an arbitrary compact set), replaces the condition that it is fixed, which guarantees rigidity.

On a surface $\mathscr{F}$ defined in rectangular Cartesian coordinates by an equation of the form (3.1), let us consider a bending field $Z=\{\xi, \eta, \zeta\}$ written in the same coordinates ( $x, y, z$ ), and following Pogorelov (see Pogorelov (1969) in Part I) put $\lambda=\xi+p \zeta, \mu=\eta+q \zeta$, where

$$
\begin{equation*}
p=f_{x}^{\prime}(x, y), \quad q=f_{y}^{\prime}(x, y) \tag{3.5}
\end{equation*}
$$

and then introduce the function $W(\mathfrak{z})=\lambda-j \mu$, where $z=x+j y, j^{2}=1$. Then for the special case of the hyperbolic paraboloid $f(x, y)=\frac{1}{2}\left(x^{2}-y^{2}\right)$ the wellknown differential equation of infinitesimal bendings $d r d Z=0$, where $r=$ $\{x, y, z\}$ is the radius vector of a moving point of the surface, takes the form (3.3).

Thus, $h$-analytic functions are connected with infinitesimal bendings of a hyperbolic paraboloid and parts of it.- For comparison we recall (see Vekua (1959) in Part I) that ordinary analytic functions are connected with infinitesimal bendings of a sphere and parts of it.

Using (3.4), by similar arguments we can establish (see Ten and Fomenko in Seminar on geometry in the large (1986)) the following two facts. One is geometrical: a hyperbolic paraboloid is $B$-rigid. The other is analytic, the analogue of Liouville's theorem for an $h$-analytic function: if an $h$-analytic function $W(3)$ is defined on the whole $\mathfrak{z}$-plane and $\lim _{\mathfrak{z} \rightarrow \infty} W(\mathfrak{z})=A$, then $W(\mathfrak{z})=A$. Here we can weaken the requirements and suppose that at infinity either $\operatorname{Re} W=U(\mathfrak{3})$ or Im $W=V(\mathfrak{z})$ tends to a constant; this is also sufficient for $W(\mathfrak{z})$ to be constant on the whole 3 -plane. Examples show that in the usual formulation (constancy, which follows from boundedness) Liouville's theorem is false for an $h$-analytic function.

Using additional arguments, mainly concerned with the structure of the asymptotic net of the surface, we can establish a more general geometrical result.

Theorem (Ten (1980)). Suppose that a $C^{3}$-smooth surface $\mathscr{F}$ of the form (3.1), where $-\infty<x, y<+\infty$, has curvature $K<0$, and outside its compact part it coincides with a hyperbolic paraboloid. Then $\mathscr{F}$ is $B$-rigid.

We note that the property of $B$-rigidity cannot be extended to all complete surfaces of negative curvature. Thus, for example, a right helicoid is not $B$-rigid.
3.2. A Theorem of Efimov and Heinz on the Extent of a One-to-one Projection onto the Plane of a Surface with Negative Curvature Separated from Zero. From what follows it will be clear that a surface of the form (3.1) for which $K$ satisfies the inequality (1.7) cannot be defined for $-\infty<x<+\infty,-\infty<y<+\infty$. However, the region of the planc that covers the one-to-one projection of a surface with curvature of the form (1.7) may have infinite extent and infinite area; an example is $z=e^{x} \sin y$. On this surface an inequality of the form (1.7) is satisfied between parallel planes $x=$ const.

Under the conditions (1.7) and (3.1) the surface cannot extend far in all directions. Namely, suppose that

$$
\begin{equation*}
K \leqslant-\mu^{2}, \quad \mu=\text { const }>0 . \tag{3.6}
\end{equation*}
$$

Then we have the following result.
Theorem (Efimov (1953)). There is a number $\hat{a}>0$ such that if a $C^{2}$-smooth function $f(x, y)$ is defined on a square with side a, and its graph (3.1) has Gaussian curvature (3.6), then $a \leqslant \hat{a} / \mu$.

Corollary. There is a number $\hat{r}>0$ such that if a $C^{2}$-smooth function $f(x, y)$ is defined on a disc of radius $r$, and its graph (3.1) has Gaussian curvature (3.6), then $r \leqslant \hat{r} / \mu(\hat{r} \leqslant \hat{a} / \sqrt{2})$.

Let $a_{0}=\inf \hat{a}, r_{0}=\inf \hat{r}$; these are universal positive constants. Heinz proved (Heinz (1955)) that

$$
\begin{equation*}
r_{0} \leqslant e \sqrt{3} \tag{3.7}
\end{equation*}
$$

Consequently, $a_{0} \leqslant 2 e \sqrt{3}$; the original upper bound for $a_{0}$ in Efimov (1953) was somewhat rougher. The examples of a hyperbolic paraboloid and a pseudo-
sphere give a lower bound: $r_{0} \geqslant \frac{1}{2}$. The precise values of the constants $r_{0}$ and $a_{0}$ are not known.

The results of Efimov and Heinz can be stated in terms of universal estimates for the dimensions of the domains of regularity of solutions of certain non-linear partial differential equations and inequalities. Namely, taking account of the well-known formula

$$
\begin{equation*}
K=\left(z_{x x}^{\prime \prime} z_{y y}^{\prime \prime}-\left(z_{x y}^{\prime \prime}\right)^{2}\right)\left(1+\left(z_{x}^{\prime}\right)^{2}+\left(z_{y}^{\prime}\right)^{2}\right)^{-2} \tag{3.8}
\end{equation*}
$$

for the Gaussian curvature of a surface of the form (3.1), we can assert that the differential inequality

$$
\begin{equation*}
\frac{z_{x x}^{\prime \prime} z_{y y}^{\prime \prime}-\left(z_{x y}^{\prime \prime}\right)^{2}}{\left(1+\left(z_{x}^{\prime}\right)^{2}+\left(z_{y}^{\prime}\right)^{2}\right)^{2}} \leqslant-\varphi^{2}(x, y) \tag{3.9}
\end{equation*}
$$

and the Monge-Ampère hyperbolic equation

$$
\begin{equation*}
z_{x x}^{\prime \prime} z_{y y}^{\prime \prime}-\left(z_{x y}^{\prime \prime}\right)^{2}+\varphi^{2}(x, y)\left(1+\left(z_{x}^{\prime}\right)^{2}+\left(z_{y}^{\prime}\right)^{2}\right)^{2}=0 \tag{3.10}
\end{equation*}
$$

do not have $C^{2}$-smooth solutions that are defined on a disc of radius $r>r_{0} \mu^{-1}$ or on a square with side $a>a_{0} \mu^{-1}$ if the (continuous) function $\varphi$ satisfies the inequality $\varphi(x, y) \geqslant \mu=$ const $>0$.

These results can be extended to hyperbolic equations and differential inequalities of a more general form than (3.9) and (3.10); see Azov (1983), Azov (1984), Brys'ev (1985). In addition, Efimov's theorem on the square can be extended (with a change in the estimates) to the case of a rectangular region of the plane (Efimov (1976)), and its analogues hold for hypersurfaces and for vector fields; see Aminov (1968), Aminov (1971).
Let us dwell in a little more detail on an example from geophysics, where we meet inequalities of the form (3.9) and equations of the form (3.10). We consider the following simplified model of the motion of air in the atmosphere. Suppose that air is an ideal gas and moves in the half-space $z>0$. The vertical speed of motion is assumed to be small, so we neglect it and consider the vector field of the horizontal velocity $\{u, v\}$, written in Cartesian coordinates ( $x, y$ ). The magnitude of this velocity is $V=\sqrt{u^{2}+v^{2}}$. The field $\{u, v)$, considered on the isobaric surface $p=$ const, where $p$ is the atmospheric pressure, is assumed to be solenoidal. Then there is a flow function $\psi=\psi(x, y ; p, t)$,

$$
\begin{equation*}
u=-\psi_{y}^{\prime}, \quad v=\psi_{x}^{\prime} \tag{3.11}
\end{equation*}
$$

where $t$ is the time. Below we use the so-called geopotential $\Phi=\Phi(x, y ; p, t)$, the potential energy of an experimental unit mass in the gravity force field placed on an isobaric surface, found in relation to sea level. Neglecting viscosity and other "small" physical effects, under the assumptions we have made we obtain as a consequence of the system of thermohydrodynamical equations the so-called balance equation for wind and pressure (Bolin (1956)):

$$
\begin{equation*}
\psi_{x x}^{\prime \prime} \psi_{y y}^{\prime \prime}-\left(\psi_{x y}^{\prime \prime}\right)^{2}+A(y) \Delta \psi+B(y) \psi_{y}^{\prime}=\frac{1}{2} \Delta \Phi \tag{3.12}
\end{equation*}
$$

where $\Delta$ is the Laplacian in the variables $x, y$

The wind speed occurs in (3.12) through the flow function $\psi$, and the scalar pressure field through the geopotential $\Phi$. Equation (3.12) is written with a special choice of coordinate axes: the $x$-axis is directed along a parallel to the East, that is, in the direction of rotation of the Earth, and the $y$-axis along a meridian to the North, $A(y)$ is the projection of the angular velocity of the Earth's rotation on the vertical direction, and $B(y)$ its derivative with respect to arc length of the meridian. In geophysics the quantities $l=2 A$ and $\beta=2 B$ are called respectively the Coriolis parameter and the Rossby parameter. Aerological observations show that the assumptions we have made are justified with satisfactory accuracy for the mean troposphere over a sea or a flat country; for the details see Gisina et al (1976). In this model equation (3.12) is satisfied identically in $p$ and $t$, which play the role of parameters in it. For a given right-hand side it is the Monge-Ampère equation for $\psi$.

Let $\Omega$ be the rotor of the vector field $\{u, v\}$ for fixed $p$ and $t$. In meteorology $\Omega$ is called the "relative vorticity of the wind speed". From (3.11) we have $\Omega=\Delta \psi$.

Equation (3.12) enables us to write the expression for the Gaussian curvature $K_{[\psi]}$ of the surface $\psi=\psi(x, y)$, obtained for fixed $p$ and $t$ :

$$
\begin{equation*}
K_{[\psi]}=\frac{\frac{1}{2} \Delta \Phi-A \Omega+B u}{\left(1+V^{2}\right)^{2}} . \tag{3.13}
\end{equation*}
$$

If the quantity on the right-hand side of (3.13) is known, then for $\psi$ we obtain an equation of the form (3.10), and the right-hand side of (3.13) can be negative and then it is hyperbolic. This situation occurs for regions of high atmospheric pressure - anticyclones - particularly often for anticyclones in tropical and subtropical latitudes, where $A(y)$ is small in modulus. The negativity of the right-hand side of (3.13) is then ensured by the sign of the Laplacian of the geopotential $\Delta \Phi$, as shown schematically in Fig. 30, where $g$ is the acceleration of free fall in the gravitational force field.

The right-hand side of (3.13) can be assumed to be known in certain problems of numerical modelling of atmospheric processes. In real meteorological situations $u, v$ and $\Omega$ are unknowns together with $\psi$, but they can be estimated, starting from physical arguments and given aerological observations.

If the right-hand side of (3.13) is bounded above by a negative quantity, we obtain an inequality of the form (3.9), and the results of Efimov and Heinz then


Fig. 30
enable us to obtain upper bounds for the possible extent of an anticyclone. It is interesting that these bounds are roughly only one order greater than the dimensions of anticyclones actually observed in the Earth's atmosphere (and not millions of times greater, as we might think!).

In this connection there is additional interest in finding the precise values of the constants $a_{0}$ and $r_{0}$.

Concerning the relation (3.13) we note that the situation here is apparently unusual for physicists: in the denominator the dimensionless quantity unity is added to the square of the velocity, that is, to a dimensional physical quantity. However, this is not surprising: the surface $\psi=\psi(x, y)$, constructed in the auxiliary Euclidean space in Cartesian coordinates $(x, y, \psi)$, is not invariant under change of scale of length and time. When these scales are changed the surface $\psi=\psi(x, y)$ undergoes an affine transformation, and the numerical values of $K_{[\psi]}$ on it change, but the sign of $K_{[\psi]}$ is preserved.

We note that the estimate of Heinz relies on his identity

$$
\begin{align*}
& \frac{d}{d \rho}\left(\frac{1}{\rho} \int_{0}^{2 \pi} \tilde{z}_{\varphi}^{\prime}(\rho, \varphi)^{2} d \varphi\right) \\
& \quad=\int_{0}^{2 \pi} \tilde{z}_{\varphi}^{\prime}(\rho, \varphi)^{2} d \varphi+2 \iint_{x^{2}+y^{2} \leqslant \rho^{2}}\left(z_{x x}^{\prime \prime} z_{y y}^{\prime \prime}-\left(z_{x y}^{\prime \prime}\right)^{2}\right) d x d y \tag{3.14}
\end{align*}
$$

which has appeared in a different connection in the mathematical literature (see Aminov (1968)) under the name of Bernstein's integral formula. Here $z(x, y)$ is a $C^{2}$-smooth function, and $\tilde{z}(\rho, \varphi)=z(\rho \cos \varphi, \rho \sin \varphi)$, where $(\rho, \varphi)$ are polar coordinates on the $(x, y)$-plane.

Suppose that the surface $z=z(x, y)$ satisfies (3.6) when $x^{2}+y^{2}<R^{2}$. According to Heinz (1955) we can construct an auxiliary function

$$
\begin{equation*}
g(r)=\int_{0}^{r} \rho d \rho \int_{0}^{2 \pi}\left(1+\rho^{-2} \tilde{z}_{\varphi}^{\prime}(\rho, \varphi)^{2}\right) d \varphi \tag{3.15}
\end{equation*}
$$

It is immediately obvious that

$$
\begin{equation*}
g(0)=0 ; \quad g(r) \geqslant \pi r^{2}, \quad g^{\prime}(r)>0 \quad \text { when } \quad 0<r<R \tag{3.16}
\end{equation*}
$$

Also, by means of (3.14) and (3.6) we can verify that on $(0, R)$ the function $g(r)$ satisfies the differential inequality

$$
\begin{equation*}
g^{\prime \prime}(r) \geqslant{ }_{\pi}^{2 \mu} r^{-2} g(r)^{2} \tag{3.17}
\end{equation*}
$$

Suitable estimates show that from (3.16) and (3.17) we have the chain of inequalities

$$
\begin{equation*}
\frac{1}{\sqrt{\pi} r} \geqslant g(r)^{-1 / 2} \geqslant g(r)^{-1 / 2}-g(\tilde{r})^{-1 / 2} \geqslant \frac{\mu}{\sqrt{3} \pi} \ln \binom{\tilde{r}}{r} \tag{3.18}
\end{equation*}
$$

if $0<r<\tilde{r}<R$. Proceeding to the limit as $\tilde{r} \rightarrow R$ in (3.18), we see that

$$
\begin{equation*}
\frac{\sqrt{3}}{\mu r} \geqslant \ln \left(\frac{R}{r}\right) . \tag{3.19}
\end{equation*}
$$

Suppose that $R \geqslant \sqrt{3} \mu^{-1}$. Then in (3.19) we take $r=\sqrt{3} \mu^{-1}$ and obtain (3.7). We can summarize the estimates presented here: condition (3.6) for the curvature implies (3.17), which forces the function $g(r)$ to increase so rapidly that it no longer exists when $r \leqslant r_{0} \mu^{-1} \leqslant \sqrt{3} e \mu^{-1}$.
We also present the geometrical construction used by Efimov in Efimov (1953) to estimate a side of the square, since we shall need to refer to it later. Together with the surface (3.1) we consider a map of the form $E^{2} \rightarrow E^{2}$ defined in rectangular Cartesian coordinates by (3.5). It is called the normal map for the surface (3.1). It is closely connected with the Gaussian spherical map $\Phi$. The fact is that the vector

$$
\begin{equation*}
\mathbf{n}=\{-p,-q, 1\}\left(1+p^{2}+q^{2}\right)^{-1 / 2} \tag{3.20}
\end{equation*}
$$

is the unit normal vector to the surface (3.1) if $p$ and $q$ are as in (3.5). From (3.20) it is obvious that we can construct the normal map geometrically. We first set up a correspondence between a point $(x, y)$ of the plane $E^{2}$ and the point $(x, y, z(x, y))$ on the surface given by $z=z(x, y)$. We then carry out a spherical map $\Phi: \mathscr{F} \rightarrow S$, and after this a central projection from the centrc $O$ of the sphere $S$ onto its tangent plane $E_{*}^{2}$ at the "South pole" of the sphere. We assume that the Cartesian axes $p, q$ on $E_{*}^{2}$ are respectively parallel to (and in the same direction as) the $x$ and $y$ axes in $E^{3} \supset E^{2}$. The composition of these three maps gives the normal map (3.5). Its Jacobian is

$$
\begin{equation*}
\Delta=\frac{\partial(p, q)}{\partial(x, y)}-\left(1+p^{2}+q^{2}\right)^{2} K \tag{3.21}
\end{equation*}
$$

From (3.21) it is obvious that the normal and spherical maps are locally homeomorphic when $K \neq 0$. Suppose that

$$
\begin{equation*}
K=-k^{2}<0 \tag{3.22}
\end{equation*}
$$

The asymptotic directions on the surface (3.1) are determined by $d^{2} z=0$, from which it follows that along the asymptotic lines

$$
\begin{equation*}
\frac{d q}{d x}=q_{x}^{\prime}+q_{y}^{\prime} \frac{d y}{d x}= \pm\left(1+p^{2}+q^{2}\right) k \tag{3.23}
\end{equation*}
$$

where we have the plus sign on one family and the minus sign on the other. The equality (3.23) enables us to construct so-called "chains", namely piecewise smooth curves formed on the ( $x, y$ )-plane from projections of arcs of asymptotic lines chosen in turn from the first and second families in such a way that under a motion along the chain in one direction $q$ decreases monotonically. On each part of the chain the variation of $q$ in modulus is bounded below by the total variation of $x$ on this part, since $q$ is monotonic and (3.23) and (3.6) hold. From the intuitive viewpoint the existence of such a bound means that on the surface there are paths along which the tangent plane rotates "strongly" in space and
"soon" takes up a vertical position, which prevents an extension of the surface while preserving the one-to-one property of its projection on the plane $z=0$.

To obtain a quantitative estimate of the extent of the surface we need to observe here that we can turn the $x$ and $y$ axes on $E^{2}$ and the $p$ and $q$ axes on $E_{*}^{2}$ through the same angle, and then construct new chains. Simultancous consideration of the chains and level lines of the functions (3.5) leads to an upper bound for the constant $a_{0}$; see Efimov (1953).
3.3. Plan of the Proof of Theorem B. We present here the main steps in the proof of this theorem (see p. 95 above), bearing in mind the possible further development of the given problem area. All the details relating to the proof can be found in Efimov (1964), Efimov (1968), and Klotz-Milnor (1972).
3.3.1. Let us begin with an auxiliary construction. Suppose that on the Euclidean plane $E^{2}$ or on a two-dimensional sphere $S^{2}$ of fixed radius we are given a circle $C$ bounding a disc $Q$ of radius $\rho$, where on $S^{2}$ the disc $Q$ must be smaller than a hemisphere. Suppose that in $Q$ we take an open sector $V$ with central angle $\gamma$ and a concentric circle $C^{\prime}$ of radius $\rho^{\prime}, 0<\rho^{\prime}<\rho$. We denote the intersection of the sector $V$ with the circular annulus between $C^{\prime}$ and $C$ by $\mathscr{U}$ and put $\Gamma_{M}=C^{\prime} \cap V$. Suppose that on $S^{2}$ (or on $E^{2}$ ) we are given a domain $G$ with metric boundary $\partial G$, possibly many-sheeted. In other words, $G$ must be understood either as a two-dimensional surface in $E^{3}$ having support $\hat{G} \subset S^{2} \subset E^{3}$ (respectively, $\widehat{G} \subset E^{2} \subset E^{3}$ ) or as a two-dimensional surface in the two-dimensional ambient space $S^{2}$ (respectively, $E^{2}$ ).
We say that $\partial G$ admits concave support at a point $N \in \partial G$ if $G$ contains a figure $\mathscr{U}$ constructed for certain values of the parameters $\rho, \rho^{\prime}, \gamma$ and situated in such a way that $N \in \Gamma_{\mathscr{Z}}$ and on $\Gamma_{\mathscr{Z}}$ there are no other points of $\partial G$ apart from $N$.

Definition (Klotz-Milnor (1972)). If $\partial G$ does not admit concave support at any of its points, then $G$ is said to be pseudoconvex.

Lemma 1 (Efimov (1963), Efimov (1964)). Suppose that a Riemannian metric of constant positive curvature is specified in $G$ and that $G$ is homeomorphic to $E^{2}$ and is pseudoconvex. Then $G$ is a convex domain in this Riemannian metric.

Corollary. If under the conditions of Lemma 1 the curvature of the metric specified in $G$ is equal to +1 , then $G$ is isometric to a convex domain on a sphere $S^{2}$ of unit radius and its area

$$
\begin{equation*}
\sigma(G) \leqslant 2 \pi . \tag{3.24}
\end{equation*}
$$

Remark. Lemma 1 is used in the proof of Theorem B formulated in 1.4 in connection with the Gaussian spherical map of the surface under investigation. In the literature there are different versions of the proof of Lemma 1. One of these (see Klotz-Milnor (1972)) uses the local isometry $G \rightarrow S^{2}$ and geometrical constructions on $S^{2}$ and in $E^{3} \supset S^{2}$. Others (see Efimov (1964), Burago and Zalgaller (1974)) rely on intrinsic geometric constructions on a manifold with a metric of constant positive curvature. Efimov gave preference to an intrinsic
geometric version of the proof, assuming that in the course of time someone would find a generalization of Theorem B to the case of a surface in Riemannian space, where there is no Gaussian spherical map in the classical understanding of the term.
3.3.2. From what follows it will be seen that for the proof of Theorem B it is important to obtain a contradiction to the estimate (3.24). Lemmas 2 and 3 given below assist in this. Let $\mathscr{F}$ be a surface of negative curvature $K<0$ and let $k=\sqrt{-K}=R^{-1}$; see (3.22) and (1.9). Following Efimov (Efimov (1966b), Efimov (1968)), together with the original intrinsic metric $d s^{2}$ we shall consider on $\mathscr{F}$ an auxiliary Riemannian metric $d l^{2}$, where

$$
\begin{equation*}
d l=k d s \tag{3.25}
\end{equation*}
$$

and call (3.25) the $l$-metric, and the lengths of curves in the $l$-metric their $l$-lengths (similarly, the areas of figures in the $l$-metric will be called their $l$-areas, and so on).

Lemma 2. Suppose that a metric $d s^{2}$ is specified on a plane, it is complete, it has negative curvature $K<0$, and the radius of curvature $R$ has a variation with linear estimate in it. Then the metric (3.25) constructed on the same plane is also complete.

The proof is based on the fact that if a curve has infinite length, then along it the integral that expresses its $l$-length is divergent (under the conditions of Lemma 2).

Remark. The length of an arc of an asymptotic curve in the $l$-metric is the ordinary length of its spherical image. The area in the $l$-metric of domain $U$ of $\mathscr{F}$ is equal to the ordinary (unoriented) area of its spherical image $\Phi(U)$.

Lemma 3 (conditional). If a $C^{2}$-smooth surface $\mathscr{F}$ in $E^{3}$ is complete, its curvature $K<0$, and the radius of curvature $R$ has a variation with linear estimate on $\mathscr{F}$, then the area of the universal covering $\tilde{\mathscr{F}}$ of the surface $\mathscr{F}$ in the l-metric is infinite.

Corollary. Under the conditions of Lemma 3 the area of the spherical image $\Phi(\widetilde{\mathscr{F}})$ of the universal covering $\widetilde{\mathscr{F}}$ of $\mathscr{F}$ is infinite:

$$
\begin{equation*}
\sigma(\Phi(\tilde{\mathscr{F}}))=+\infty \tag{3.26}
\end{equation*}
$$

The proof of Lemma 3 is based on the construction of $\tilde{\mathscr{F}}$ of the unique polar-geodesic coordinate system. In it the $l$-arca is expressed by an integral and its divergence is established.
3.3.3. One of the key steps in the proof of Theorem B (and the special case of it when $K \leqslant$ const $<0$ ) is the lemma on maps in $\S 1$ of Ch. 3 of Part I of the present book. We shall not state it again here, but instead we single out (as an auxiliary statement for Theorem B) the assertion stated in the present subsection as a "theorem". It refers to surfaces of negative curvature in $E^{3}$ and is of independent interest.
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Suppose, as above, that $\mathbf{n}$ is the unit normal vector to $\mathscr{F}$, that $N$ is a point of the metric boundary $\partial \Phi$ of the spherical image $\Phi(\mathscr{F})$ of the surface $\mathscr{F}$, and that $O$ is the centre of the Gaussian sphere.

We shall say that a path $\mathscr{L}$ on $\mathscr{F}$ leads to $N$ if $\mathscr{L}$ leaves any compact set on $\mathscr{F}$ that contains its origin, and for a point $X \in \mathscr{L}$ going along $\mathscr{L}$ there is a limit $\lim \mathbf{n}(X)=O N$. Then we have the following result.

Theorem. Suppose that in $E^{3}$ we are given a $C^{2}$-smooth surfuce $\mathscr{F}$ of negative curvature $K<0$, possibly incomplete, on which the radius of Gaussian curvature $R$ has a variation with linear estimate. If on the metric boundary $\partial \Phi$ of its spherical image $\Phi(\mathscr{F})$ there is a point $N$ where $\partial \Phi$ admits concave support, then on $\mathscr{F}$ there is a path $\mathscr{L}$ leading to $N$ whose length is finite in the metric $d s^{2}$ of the surface $\mathscr{F}$.

Example. The spherical image of a smooth half pseudosphere is a hemisphere with its pole deleted. $\partial \Phi$ consists of two components. One of them - the equator of the hemisphere - corresponds to the exit to infinity along the tapering tube of the pseudosphere. The other consists of one point and therefore admits concave support. This component corresponds to the edge of the pseudosphere. Paths of finite length lead to it (Fig. 31).
3.3.4. We suppose that the boundary $\partial \Phi$ of the spherical image of the surface $\mathscr{F}$ admits concave support $\mathscr{U}_{0}$ at some point $N$ and give some auxiliary constructions.
We shall assume that $N$ is the North Pole of the Gaussian sphere $S^{2} \subset E^{3}, O$ is its centre, and $N_{*}$ is the South Pole. We denote the tangent plane to $S^{2}$ at $N_{*}$ by $E_{*}^{2}$. We take the diameter $N N_{*}$ as $z$-axis, and direct the $x$ and $y$ axes parallel to the axes $p$ and $q$ on $E_{*}^{2}$. We call $E^{2}$ the coordinate plane $z=0$. We direct the $p$-axis (and the $x$-axis) parallel to the tangent to the bounding circle of the concave support $\mathscr{U}_{0}$ at the point $N$. Let $P: E^{3} \rightarrow E^{2}$ be an orthogonal projection, and $P_{*}: S^{2} \rightarrow E_{*}^{2}$ the central projection from the centre $O$ of the sphere $S^{2}$. Without loss of generality we may suppose that $\mathscr{U}_{0}$ is situated in the $\varepsilon_{0}$-neighbourhood of $N$ on $S^{2}$, where $\varepsilon_{0}>0$ is chosen to be sufficiently small and fixed. Let us put $\mathscr{U}_{0 *}=P_{*}\left(\mathscr{U}_{0}\right)$; see Fig. 32. For sufficiently small $c>0$ and $r>0, \mathscr{U}_{0 *}$ contains the domain

$$
\begin{equation*}
p^{2}+q^{2}<r^{2}, \quad q<c p^{2} . \tag{3.27}
\end{equation*}
$$



To the open domain (3.27) on $E_{*}^{2}$ we adjoin its boundary, except for the point $N_{*}$, and call the resulting figure $\mathscr{U}_{*}$.

We put

$$
\mathscr{U}=P_{*}^{-1}\left(\mathscr{U}_{*}\right), \quad \mathscr{G}=\Phi^{-1}(\mathscr{U}), \quad G=P(\mathscr{G}),
$$

and regard $G$ as a two-dimensional surface (with boundary) in $E^{2}$. Later we shall use the restrictions of the maps $P$ and $P_{*}$ to $\mathscr{G}$ and $\mathscr{U}$ respectively, keeping the previous notation $P$ and $P_{*}$. The composition

$$
\begin{equation*}
P_{*} \circ \Phi \circ P^{-1}: G \rightarrow \mathscr{U}_{*} \tag{3.28}
\end{equation*}
$$

is the normal map constructed for the part $\mathscr{G}$ of the surface $\mathscr{F}$. Let $\Delta=\frac{\partial(p, q)}{\partial(x, y)}$ be its Jacobian. Wc draw attention to the fact that the ambient space $E^{2}$ induces on $G$ an intrinsic metric that is locally Euclidean on $G \backslash \partial G$ and which we can write locally (inside $G \backslash \partial G$ ) as $d s_{0}^{2}=d x^{2}+d y^{2}$; however, in the large this intrinsic metric (we call it the $s_{0}$-metric) is not Euclidean. The fact is that shortest curves constructed in it can go along $\partial G$, without being rectilinear there. Using the fact that $R$ on $\mathscr{F}$ has a variation with linear estimate, and taking account of (3.21) and (3.22) and the position of $\mathscr{U}$ on $S^{2}$, we can specify a function $a=a(\mathscr{M})$ on $G$ such that
I) $0<a(\mathscr{M}) \leqslant 1 ; a(\mathscr{M})^{2} \leqslant|\Delta(\mathscr{M})|$, where $\mathscr{M}$ is a moving point in $G$;
II) $1 / a(\mathscr{H})$ on $G$ has a variation with linear estimate in the $s_{0}$-metric with certain constants $C_{1}, C_{2} \geqslant 0$ (see (1.8)). These constants for $1 / a(\mathscr{M})$ differ, in general, from those that occur in the linear estimate of the form (1.8) for $R$ on $\mathscr{F}$.

We denote the map inverse to the normal map (3.28) by $\psi$ :

$$
\begin{equation*}
\psi: \mathscr{U}_{*} \rightarrow G, \quad \psi=P \circ \Phi^{-1} \circ P_{*}^{-1} . \tag{3.29}
\end{equation*}
$$

Let $\Psi$ be its graph in $E^{4}=E^{2} \times E_{*}^{2}$; this is a two-dimensional surface with boundary. It is obvious from the preceding work that in the ( $x, y, p, q$ ) coordinates it is given by

$$
(x, y)=\psi(p, q) ; \quad(p, q) \in \mathscr{U}_{*}
$$

Instead of considering together two plane figures $\left(G \subset E^{2}\right.$ and $\left.\mathscr{U}_{*} \subset E_{*}^{2}\right)$ and the map (3.28) we shall consider the graph $\Psi$ of the map (3.29). We shall carry out the auxiliary constructions on the surface $\Psi$ situated in $E^{4}$, and follow them by means of projections (either on $E^{2}$ or on $E_{*}^{2}$, whichever is convenient in each specific case).

Let $\Pi_{*}: \Psi \rightarrow \mathscr{U}_{*}$ be the restriction to $\Psi$ of the orthogonal projection $E^{4} \rightarrow E_{*}^{2}$. We put $\Pi=\psi \circ \Pi_{*} ; \Pi: \Psi \rightarrow G$.

We call the Euclidean metric $d s_{*}^{2}=d p^{2}+d q^{2}$ on $E_{*}^{2}$ the $s_{*}$-metric, and in $G$ together with the $s_{0}$-metric we introduce the $\alpha$-metric by pulting $d \alpha=a(\mathscr{M}) d s_{0}$.

Next, by means of the maps $\Pi_{*}^{-1}, \Pi^{-1}$ and $\Pi^{-1} \circ P$ we carry over the metrics $d s_{*}^{2}, d s_{0}^{2}, \mathrm{~d} \alpha^{2}$ and $d s^{2}$ introduced above to the surface $\Psi$. Using them there, we shall need the terms $s_{0}$-length, $\alpha$-area, and so on. We shall also assume that the function $a-a(\mathscr{M})$ is carried over to $\Psi$ by the map $\Pi^{-1}$.
3.3.5. For what follows it is important that the $\alpha$-area of figures on $\Psi$ is majorized by their $s_{*}$-area by virtue of the inequality $|\Lambda| \geqslant a^{2}$, and the $\alpha$-length is majorized by the $s_{0}$-length by virtue of the inequality $a \leqslant 1$.

Let $\xi=x \cos \theta+y \sin \theta, \eta=p \cos \theta+q \sin \theta$. On $\Psi$ we consider an arbitrary piecewisc smooth arc $L$. We denote by $\gamma_{\xi}$ the angle on $E^{2}$ between the $\xi$-axis and the tangent to $\Pi(L)$, and by $\gamma_{\eta}$ the angle on $E_{*}^{2}$ between the $\eta$-axis and the tangent to $\Pi_{*}(L)$, and introduce the functionals

$$
\begin{aligned}
s_{0 \xi}\langle L\rangle & =\int_{L}\left|\cos \gamma_{\xi}(\mathscr{M})\right| d s_{0} \geqslant 0 \\
\alpha_{\xi}\langle L\rangle & =\int_{L} a(\mathscr{M})\left|\cos \gamma_{\xi}(\mathscr{M})\right| d s_{0} \geqslant 0
\end{aligned}
$$

and

$$
s_{*_{\eta}}\langle L\rangle=\int_{L}\left|\cos \gamma_{\eta}(\mathscr{M})\right| d s_{*} \geqslant 0 ; \quad \mathscr{M} \in L
$$

In particular, when $\theta=0$ we have $s_{0 \xi}=s_{0 x}$, and when $\theta=\pi / 2$ we have $s_{0 \xi}=s_{0 y}$ and $s_{* \eta}=s_{* q}$.

Clearly, $s_{0 \xi}, \alpha_{\xi}$ and $s_{*_{\eta}}$ are majorized by the $s_{0}$-length, the $\alpha$-length and the $s_{*}$-length respectively. We draw attention to the fact that $s_{0 x}+s_{0 y}$ majorizes the $s_{0}$-length, and $\alpha_{x}+\alpha_{y}$ majorizes the $\alpha$-length. In addition, we have the lower bound

$$
\begin{equation*}
\alpha_{\xi}\langle L\rangle \geqslant \alpha_{y}\langle L\rangle|\sin \theta|-\alpha_{x}\langle L\rangle \cos \theta \tag{3.30}
\end{equation*}
$$

when $|0| \leqslant \pi / 2$.
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Lemma 4. Suppose that points $A$ and $B$ on $\Psi$ are joined by an $s_{0}$-shortest arc $L_{1}$ and a piecewise smooth arc $L_{2}$ without self-intersections; $V$ is the domain on $\Psi$ between $L_{1}$ and $L_{2}$. Then

$$
\begin{equation*}
\alpha_{\xi}\left\langle L_{1}\right\rangle \leqslant\left(1+C_{2}\right)\left(\alpha_{\xi}\left\langle L_{2}\right\rangle+C_{1} \sigma_{\alpha}(V)\right), \tag{3.31}
\end{equation*}
$$

where the symbol $\sigma_{\alpha}$ denotes the $\alpha$-area.
In the special case shown schematically in Fig. 33, when $L_{1}$ and $L_{2}$ have no points in common other than their ends $A$ and $B$, the proof is carried out by estimates usual in mathematical analysis (taking account of the linear estimate for the variation of the function $a(\mathscr{M})$; see Efimov (1968)). The general case of the mutual position of $L_{1}$ and $L_{2}$ reduces to this special case.

We mention that in the case (1.7) for the proof of Theorem B a simpler "comparative lemma" is sufficient, according to which $s_{0 \xi}\left\langle L_{1}\right\rangle \leqslant s_{0 \xi}\left\langle L_{2}\right\rangle$; see Efimov (1964), Klotz-Milnor (1972).
3.3.6. As in 3.2 , we shall construct chains in $G$, and by means of the map $\Pi^{-1}$ carry them over to $\Psi$. We have the following facts:
I) In motion along a chain the coordinate $q$ varies monotonically, so we can take as the positive direction on it the direction in which $q$ decreases, for example.
II) A chain starting from a point where $q \leqslant 0$ goes out to the $\operatorname{arc} \Gamma_{0} \subset \partial \Psi$ on which $p^{2}+q^{2}=r^{2}$.
III) On any part $L$ of a chain we have

$$
\begin{equation*}
\alpha_{x}\langle L\rangle \leqslant s_{*_{q}}\langle L\rangle . \tag{3.32}
\end{equation*}
$$

IV) A similar inequality holds if the $x$ and $y$ axes on $E^{2}$ and the $p$ and $q$ axes on $E_{*}^{2}$ are turned through the same angle $\theta$ and chains are constructed in the new position of the axes.
3.3.7. Definition. We call a curve $L_{0}$ on $\Psi$ homeomorphic to a closed ray a special ray if $L_{0}$ goes out from each part of $\Psi$ that is compact in the $s_{0}$-metric and contains the origin of $L_{0}$, and if each part of $L_{0}$ between a pair of its points is an $s_{0}$-shortest curve.
We can show that a special ray goes out from each point on $\Psi$ and each special ray is piecewise smooth, and its $C^{1}$-smoothness can be violated at two
points at most, those that occur on $\mathscr{U}_{*}$ at corner points of its boundary under the projection $\Pi_{*}$. From the intuitive viewpoint, a special ray is a geodesic in the $s_{0}$-metric that goes to an improper point.

If the $s_{0}$-length of a special ray is infinite, then its $\alpha$-length is also infinite: from the existence of a linear estimate for the variation of the function $1 / a(\mathscr{H})$ it follows in this case that the integral that expresses its $\alpha$-length is divergent (like it is for $l$-length in the proof of Lemma 2 ).

Lemma 5. Under the conditions of the theorem of 3.3 .3 (in the presence of concave support)

$$
\begin{equation*}
\alpha_{x}\left\langle L_{0}\right\rangle<+\infty \tag{3.33}
\end{equation*}
$$

for any special ray $L_{0}$ on $\Psi$.
We draw attention to the fact that Lemma 5 emphasizes the disparity of the directions $x$ and $y$ that arises because of the existence of concave support.

From Lemma 5 it follows that if the $\alpha$-length of $L_{0}$ is infinite, then its projection $\Pi\left(L_{0}\right)$, and together with it the whole domain $G$, is so elongated along the $y$-axis that

$$
\begin{equation*}
\alpha_{y}\left\langle L_{0}\right\rangle=+\infty \tag{3.34}
\end{equation*}
$$

For the proof of Lemma 5 we need to consider different possible a priori situations separately.
I) The $\alpha$-length of $L_{0}$ is finite. Then we immediately have (3.33), according to 3.3.5.
II) The $\alpha$-length of $L_{0}$ is infinite. This case splits into subcases.

IIA) There is a circular neighbourhood of the point $N_{*}$ on $E_{*}^{2}$ such that the part of the projection $\Pi_{*}\left(L_{0}\right)$ that falls into it is situated entirely in the half-plane $q<0$ (Fig. 34a).


c

IIB) Condition IIA is not satisfied, but on $L_{0}$ arbitrarily far from its origin in the sense of the $\alpha$-metric there are points $M_{1}, M_{2}, \ldots, M_{r}, \ldots$ such that their projections $M_{* r}$ on $E_{*}^{2}(r=1,2, \ldots)$ can be joined to the $p$-axis by segments for which all the arcs $M_{r} M_{r}^{\prime}$ on $\Psi$ that project into these segments have $\alpha$-length not exceeding some fixed number $\alpha_{1}>0\left(q=0\right.$ at the points $\left.M_{r}^{\prime}\right)$. This case is shown schematically in Fig. 34b, where the segments $\Pi_{*}\left(M_{r}^{\prime} M_{r}\right)$ are distinguished.
IIC) Neither IIA nor IIB is satisficd, although the $\alpha$-length of a special arc is infinite.

In cases IIA and IIB the proof of Lemma 5 goes through in the same way by means of Lemma 4 and the properties of chains listed in 3.3.6 (of course, we need to construct suitable chains; property IV of 3.3 .6 is not used here).

Case IIC means (as additional investigation shows) that the projection of $\Psi$ on $E^{2}$ is very "extensive" - in $G$ along $\Pi\left(L_{0}\right)$ we can then mark off an infinite sequence of pairwise non-intersecting open domains of a special kind (like discs or half-discs, see Fig. 34c) such that their $\alpha$-areas admit a uniform lower bound of positive valuc. Then the $\alpha$-area of $G$ (and hence of $\Psi$ ) is infinite, which is impossible, since it is majorized by the Euclidean area of the bounded closed domain $\overline{\mathscr{U}}_{*}$.

Remark. In the special case (1.7) instead of Lemma 5 it is sufficient to obtain the estimate $s_{0 x}\left\langle L_{0}\right\rangle<+\infty$. Technically this is somewhat simpler, but nevertheless it requircs consideration of different cases similar to those listed above.
3.3.8. Next, for the proof of the theorem of 3.3.3, there is the prospect, by making the assumption (3.34), of leading to a contradiction of it. In this we are helped by Lemmas 6, 7 and 8 formulated below. To formulate them we need further auxiliary concepts and geometrical constructions, which we now present.

Let $M_{0}$ be the origin of a special ray $L_{0}$, and $M$ a moving point of it. We put $t=\alpha_{\nu}\left\langle\bigcup M_{0} M\right\rangle, \bigcup M_{0} M \subset L_{0}$, and write $M=M_{t}$. Under the condition (3.34) we have

$$
\begin{equation*}
0 \leqslant t<+\infty, \tag{3.35}
\end{equation*}
$$

when $M_{t}$ runs through $L_{0}$. As usual, we denote the ray (3.35) by $\mathbb{R}_{+}$.
Following Klotz-Milnor (1972), we say that a simple arc $T \subset \Psi$ is prehorizontal if its projection $\Pi(T)$ on $E^{2}$ is rectilinear and parallel to the $x$-axis. For what follows it is important that $\Pi(T)$ cannot contain a ray, that is, the situation shown schematically in Fig. 35 is impossible; if it were to hold, then the prehorizontal arc $T$ (or part of it) would be a special ray on which $s_{0 x}=\infty$; then, using a linear estimate of the form (1.8) for $1 / a$, we could show that $a_{x}=\infty$ on it, which is impossible by Lemma 5. Let $Y_{0}$ be the set of those values $t \in \mathbb{R}_{+}$ for which the tangent to the special ray $L_{0}$ at the point $M_{t}$ either does not exist or is orthogonal to the $y$-axis. Using Sard's theorem we can show that mes $Y_{0}=0$.
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Suppose that $t \in \mathbb{R}_{+} \backslash Y_{0}$. Through the point $M_{t}$ we draw a prehorizontal arc. If $M_{t} \in \partial \Psi$, we draw and extend it on one side - inside $\Psi_{-}$until it first meets $\partial \Psi$ again. If $M_{t}$ is an internal point of $\Psi$, we extend the prehorizontal arc on both sides of $M_{t}$ until it first meets $\partial \Psi$ again. By what we said above, such meeting points must exist, and we obtain a prehorizontal arc homeomorphic to an interval, which we denote by $T_{t}$ and call a cross-section, following Efimov (1964).

A cross-section splits $\Psi$ into two parts, for one of which its closure in $\Psi$ is non-compact - it contains a sequence of points whose projections on $E_{*}^{2}$ converge to $N_{*}$; we denote this part by $S_{t}$ and consider its $\alpha$-area $\sigma_{\alpha}\left(S_{t}\right)=\mathfrak{M}(t)$. It is finite and uniformly bounded with respect to $t$ by virtue of the estimate

$$
\begin{equation*}
0<\mathfrak{A}(t) \leqslant \sigma\left(\Pi_{*}\left(S_{t}\right)\right) \leqslant \sigma\left(\left(\overline{\mathscr{U}}_{*}\right)<\pi r^{2} .\right. \tag{3.36}
\end{equation*}
$$

We denote the $\alpha$-length of the cross-section $T_{t}$ by $z(t)$.
Let $Y_{1}$ be the set of those values of $t$ for which $\Pi\left(T_{t}\right)$ is an interval tangent to $\partial G$ drawn at the end-point of $\Pi\left(T_{t}\right)$. By means of Sard's theorem we can establish that mes $Y_{1}=0$.

Suppose that $t \in \mathbb{R}_{+} \backslash\left(Y_{0} \cup Y_{1}\right)$. Then the derivative $\mathfrak{H}^{\prime}(t)$ exists, and it is not difficult to find it by geometrical arguments. In fact,

$$
d \mathfrak{H}=-\left(\int_{T_{t}} a^{2} d s_{0}\right)|d y|, \quad d t=\tilde{a}(t)|d y|
$$

and so

$$
\begin{equation*}
\mathfrak{G}^{\prime}(t)=-\mathfrak{a}(t)^{-1} \int_{T_{t}} a^{2} d s_{0}=-\tilde{a}(t)^{-1} \int_{T_{t}} a d \alpha \tag{3.37}
\end{equation*}
$$

where $\grave{a}(t)$ is the value of $a$ at the point $M_{t} \in L_{0}$ through which we have drawn the cross-section $T_{t}$. The differential $d \mathfrak{U}$ is shown conventionally in Fig. 36. The part of the figure $S_{2}$ corresponding to it is hatched.

The boundary $\partial \Psi$ of the surface $\Psi$ in $E^{4}=E^{2} \times E_{*}^{2}$ (simultaneously intrinsic and extrinsic geometrical) consists of three parts, which we denote by $\Gamma_{0}, \Gamma_{+}$and $\Gamma_{-}$:
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$$
\begin{aligned}
& p^{2}+q^{2}=r^{2} \text { on } \Gamma_{0} \text {, see above, 3.3.6(II); } \\
& q=c p^{2}, \quad p<0 \text { on } \Gamma_{-} ; \\
& q=c p^{2}, \quad p>0 \text { on } \Gamma_{+} .
\end{aligned}
$$

Under the conditions of the theorem of 3.3.3 Lemmas 6-8 are true.
Lemma 6. There is a monotonically decreasing function $\chi=\chi(\varepsilon)>0(\varepsilon>0)$ such that if $z(t) \leqslant \varepsilon$, then on the cross-section $T_{t}$ the function a satisfies the inequality

$$
\begin{equation*}
a(\mathscr{M}) \geqslant \stackrel{a}{a}(t) \chi(\varepsilon), \quad \mathscr{M} \in T_{r} . \tag{3.38}
\end{equation*}
$$

Lemma 7. The set $Y_{\varepsilon} \subset \mathbb{R}_{+} \backslash Y_{0}$ of those values of $t$ for which $z(t) \geqslant \varepsilon$ has finite measure for every $\varepsilon>0$.

Lemma 8. $\Pi_{*}\left(T_{t}\right) \rightarrow N_{*}$ as $t \rightarrow+\infty$, and for all sufficiently large values $t \in$ $\mathbb{R}_{+} \backslash Y_{0}$ one of the ends of the cross-section $T_{t}$ is on $\Gamma_{-}$and the other is on $\Gamma_{+}$.

Lemma 6 is proved by estimates usual in mathematical analysis, and the function $\chi(\varepsilon)$ can be written in explicit form, but we do not need it below. The proof of Lemma 7 relies on (3.36), (3.37) and Lemma 6.

Remark. Under the condition (1.7) we can take $t=s_{0 y}\left\langle\bigcup M_{0} M\right\rangle$, and for $z(t)$ and $\mathscr{P}(t)$ we can take the $s_{0}$-length of the cross-section $T_{t}$ and the $s_{0}$-area of $S_{i}$; then instead of (3.37) we have the simpler formula $\mathfrak{Y}^{\prime}(t)=-z(t)$.

The proof of Lemma 8 is carried out by contradiction. The assumption that its assertion is false leads to a contradiction with Lemma 5.
3.3.9. In the proof of the theorem of 3.3 .3 we need some more elementary facts. Suppose we have drawn the tangents $Q B^{-}$and $Q B^{+}$to the parabola $y=c x^{2}$ from the point $Q(0,-h)$; see Fig. 37. Together with the arc of the parabola they bound a curvilinear triangle with area


Fig. 38

$$
\begin{equation*}
\sigma=\frac{1}{3} b h=\frac{1}{12} c b^{3}, \tag{3.39}
\end{equation*}
$$

where $b=\left|B^{-} B^{+}\right|$is the length of the chord of the parabola joining the points of contact. Then

$$
h=\frac{1}{4} c b^{2}
$$

and for the angle $\beta$ between the $x$-axis and the tangent $Q B^{+}$we have the estimate

$$
\begin{equation*}
\sin \beta>\tan \beta \cos \beta_{0}>\frac{1}{2} c b \tag{3.40}
\end{equation*}
$$

if $\beta \in\left(0, \beta_{0}\right)$, where $0<\beta_{0} \leqslant \pi / 3$.
3.3.10. Let us carry out some auxiliary constructions. Taking $t \in \mathbb{R}_{+} \backslash Y_{0}$ we construct $\Pi_{*}\left(S_{t}\right)$, and then on the negative $q$-axis we take a point $\tilde{Q}$ so far down that $I_{*}\left(S_{t}\right)$ is included in the curvilinear triangle $\tilde{Q} \tilde{B}^{+} N_{*} \tilde{B}^{-}$, where $\tilde{Q} \tilde{B}^{+}$and $\widetilde{Q} \tilde{B}^{-}$ are tangents to the parabola $q=c p^{2}$, and $\widetilde{B}^{-} N_{*} \tilde{B}^{+}$is an arc of this parabola (Fig. 38a). Then we make $\bar{Q}$ tend to $N_{*}$ along the $q$-axis and denote the uppermost position of this point for which such an inclusion holds by $Q=Q_{i}$; we
denote the points of contact corresponding to it by $B^{+}=B_{t}^{+}$and $B^{-}=B_{t}^{-}$(Fig. 38b). The figure $\Pi_{*}\left(S_{t}\right)$ in Fig. 38 is hatched. Also let
$\sigma=\sigma(t)$ be the area of the curvilinear triangle bounded by the open polygon $B^{-} Q B^{+}$and the $\operatorname{arc} B^{-} N_{*} B^{+}$of the parabola;
$h=h(t)$ be the length of the segment $Q N_{*}$;
$b=b(t)$ be the length of the chord $B^{-} B^{+} ;$
$\beta=\beta(t)$ be the acute angle between the $p$-axis and the tangent $Q B^{+}$(Fig. 38b).
Let $R=R_{t}$ be the point on $\Pi_{*}\left(T_{t}\right)$ having the smallest value of the coordinate $q$ and $A=A_{t}$ one of the points of contact of $\Pi_{*}\left(T_{t}\right)$ with the open polygon $B^{-} Q B^{+}$. For definiteness this is shown in Fig. 38b on the right-hand tangent $Q B^{+}$. The notation in Figs. 38-41, which illustrate these and subsequent constructions, is chosen so that we can imagine we see a surface (with boundary) $\Psi$ with figures on it from the side of the two-dimensional plane $E_{*}^{2}$. Points and figures on $\Psi$ and their projections on the plane $E_{*}^{2}$ will be denoted by the same symbols-this does not cause any ambiguity.

Using Lemma 8 , we choose $t_{0}>0$ so large that when $t>t_{0}$ :

1) the angle $\beta>0$ is sufficiently small, for example $\beta<\pi / 3$;
2) $A B_{t}^{-} Q B_{t}^{+}$is inside the disc $p^{2}+q^{2}<r^{2}$;
3) one of the ends of the cross-section $T_{t}$ is on $\Gamma_{-}$and the other on $\Gamma_{+}$.

Then $T_{t}$ intersects $Q_{t} N_{*}$ and so at $R_{t}$ the coordinate $q$ is negative. This guarantees that the chain starting from $R_{t}$ reaches the arc $\Gamma_{0}$.
3.3.11. Next we need constructions carried out for two different values $t=$ $t_{1}>t_{0}$ and $t=t_{2}>t_{1}$. For simplicity and greater clarity we proceed as follows. When $t=t_{i}(i=1,2)$ the values of the functions and the points are marked with the index $i$ instead of $t_{i}$. The constants $C_{1}$ and $C_{2}$ in (3.31) are re-denoted by $C_{1}=C_{1}, 1+C_{2}=C_{\mathrm{II}}$. As well as the original coordinates $(x, y)$ on $E^{2}$ and $(p, q)$ on $E_{*}^{2}$, we need the coordinates obtained from them by rotation through an angle $\tilde{\beta}= \pm \beta$ (the plus sign if $A_{2} \in Q_{2} B_{2}^{+}$, the minus sign if $A_{2} \in Q_{2} B_{2}^{-}$). Correspondingly, on $E^{2}$ we shall have a new abscissa $\xi=\xi(\theta)$ when $\theta=\tilde{\beta}$, and on $E_{*}^{2}$ a new ordinate $\eta=\eta(\theta)$ when $\theta=\tilde{\beta}+\pi / 2$, which will be used in estimates of the form (3.30) and (3.31).

Having constructed the cross-section $T_{1}$ and $T_{2}$, from the points $R_{2}$ and $A_{2}$ we produce chains, the first in the original position of the coordinate systems, and the second for the coordinates rotated through an angle $\tilde{\beta}$. We extend both of them until they first meet $T_{1}$ (Fig. 39). Then the part of the first of these chains from the point $R_{2}$ to its meeting with $T_{1}$, which we denote by $\lambda$, is inside the triangle bounded by the open polygon $B_{1}^{-} Q B_{1}^{+}$and the $p$-axis. The part of the second chain from $A_{2}$ to its meeting with $T_{1}$ is denoted by $\mu$. We extend that tangent $Q_{2} B_{2}^{ \pm}$on which $A_{2}$ lies to its intersections at $P^{-}$and $P^{+}$with $Q_{1} B_{1}^{-}$and $Q_{1} B_{1}^{+}$. We observe that $\mu \subset \triangle Q_{1} P^{-} P^{+}$, and the heights of the two triangles concerned here, dropped from the vertex $Q_{1}$, do not exceed $h_{1}$ (see Figs. 39-41). Taking account of (3.32) and (3.39') we have

$$
\left.\begin{array}{l}
\alpha_{x}\langle\lambda\rangle \leqslant s_{*_{q}}\langle\lambda\rangle  \tag{3.41}\\
\alpha_{\xi}\langle\mu\rangle \leqslant s_{*_{n}}\langle\mu\rangle
\end{array}\right\} \leqslant h_{1}=\frac{1}{4} c b_{1}^{2} .
$$



Suppose that $r<\frac{1}{2}$. We can arrange this in advance in constructing the figure $\mathscr{U}_{*}$. Then $b(t)<1$ when $t>t_{0}$ and from (3.39) we obtain the estimate

$$
\begin{equation*}
\sigma(t)<\frac{1}{12} c b(t)^{2} \quad \text { when } t>t_{0} \tag{3.42}
\end{equation*}
$$

Next, let $A L$ be the part $M_{1} M_{2}$ of the special ray $L_{0}$. Then by the definition of the quantity $t$ we have

$$
\begin{equation*}
\alpha_{y}\langle\Delta L\rangle=t_{2}-t_{1} . \tag{3.43}
\end{equation*}
$$

We join the ends $M_{1}$ and $M_{2}$ of the arc $\Delta L$ by two different piecewise smooth curves. We form one of them from the chain $\lambda$ and parts of the cross-sections $T_{1}$ and $T_{2}$. We form the other from parts of the same cross-sections and the chain $\mu$. Fig. 39 shows both these piecewise smooth curves, and also the arc $\Delta L$ of the ray $L_{0}$. Let us estimate the quantities $\alpha_{x}\langle\Delta L\rangle$ and $\alpha_{\xi}\langle\Delta L\rangle$, applying Lemma 4. Taking account of (3.41) and (3.42), we find that

$$
\left.\begin{array}{l}
\alpha_{x}\langle\Delta L\rangle \leqslant C_{11}\left(z_{1}+\alpha_{x}(\lambda)+z_{2}+C_{\mathrm{I}} \mathfrak{H}_{1}\right)  \tag{3.44}\\
\alpha_{\xi}\langle\Delta L\rangle \leqslant C_{\mathrm{II}}\left(z_{1}+\alpha_{\xi}(\mu)+z_{2}+C_{\mathrm{I}} \mathfrak{A}_{1}\right)
\end{array}\right\} \leqslant C_{\mathrm{II}}\left(z_{1}+z_{2}+\frac{1}{4}\left(1+\frac{1}{3} C_{\mathrm{I}}\right) c b_{1}^{2}\right) .
$$

In addition, using (3.30) and (3.40), we estimate $\alpha_{\xi}\langle\Delta L\rangle$ from below:

$$
\begin{equation*}
\alpha_{\xi}\langle\Delta L\rangle \geqslant \frac{1}{2} c b_{2} \alpha_{y}\langle\Delta L\rangle-\alpha_{x}\langle\Delta L\rangle . \tag{3.45}
\end{equation*}
$$

The two-sided estimate for $\alpha_{\xi}\langle\Delta L\rangle$ in which $\alpha_{y}\langle\Delta L\rangle$ takes part is one of the most important features of the proof of the theorem in 3.3.3. It enables us, having used the form of concave support and having "shaken" the coordinate system (Fig. 40), to look at the special ray $L_{0}$ from a different angle and finally to obtain an upper bound for $\alpha_{y}\left\langle L_{0}\right\rangle$. However, for this we need some additional arguments.
3.3.12. Below we need the auxiliary function

$$
v(t)-\sqrt[3]{\mathfrak{A}(t)}>0
$$

Using it, we can conveniently write the modulus of $\mathfrak{U}^{\prime}(t)$ as

$$
\begin{equation*}
\left|\mathfrak{H}^{\prime}(t)\right|=3 v(t)^{2}\left|v^{\prime}(t)\right| . \tag{3.46}
\end{equation*}
$$

Taking account of (3.36) and (3.39), we have

$$
\begin{equation*}
v(t)<C_{0} b(t), \quad \text { where } C_{0}=(c / 12)^{1 / 3} \tag{3.47}
\end{equation*}
$$

Our final goal is to find an upper bound for the right-hand side of (3.44) in terms of a quantity of order $O\left(b_{1}^{2}\right)$. So far the possibility of large values of $\left|v^{\prime}(t)\right|$ and $z(t)$ appearing has prevented this. Geometrically this is connected with the possibility of long cross-sections $T_{t}$ appearing. They need to be excluded from consideration. Efimov called this part of the auxiliary constructions "cutting-back of boughs".

Let $Y_{v}$ denote the set of those values $t \in \mathbb{R}_{+}$for which $\left|v^{\prime}(t)\right|>1$. The function $v(t)$ is positive and monotonically non-decreasing, so mes $Y_{v}<+\infty$. Let us fix $\varepsilon_{1}>0$; using Lemma 7 and the fact that mes $Y_{0}=$ mes $Y_{1}=0$ we construct a closcd set $Y \subset \mathbb{R}_{+}$of finite measure such that

$$
Y_{0} \cup Y_{1} \cup\left[0, t_{0}\right] \cup Y_{\varepsilon_{1}} \cup Y_{v} \subset Y .
$$

Its complement $W=\mathbb{R}_{+} \backslash Y$ is open and
because of (3.34) and (3.35). From (3.37), (3.38) and (3.46) we see that

$$
\begin{equation*}
z(t) \leqslant \chi\left(\varepsilon_{1}\right)^{-1}\left|\mathfrak{A}^{\prime}(t)\right| \leqslant 3 \chi\left(\varepsilon_{1}\right)^{-1} v(t)^{2} \tag{3.49}
\end{equation*}
$$

on $W$. Hence, assuming that $t_{1}, t_{2} \in W$ and taking account of the fact that $v(t)$ is monotonic, from (3.47) and (3.49) we find that

$$
\begin{equation*}
z_{1}+z_{2} \leqslant 6 C_{0}^{2} \chi\left(\varepsilon_{1}\right)^{-1} b_{1}^{2} \tag{3.50}
\end{equation*}
$$

3.3.13. Now there is one more step-a rather unexpected one.

Lemma 9. Suppose that on a positive ray of the t-axis we are given an open set $W$ on which there is specified a monotonically decreasing function $g(t)>0$ such that

$$
\begin{equation*}
\left(t-t_{0}\right) g(t) \leqslant C g\left(t_{0}\right)^{2} \tag{3.51}
\end{equation*}
$$

for any $t_{0}, t \in W$ and $t>t_{0}$ for some $C=\mathrm{const}>0$. Then $W$ has finite measure .
Apparently Lemma 9 was first proved by Efimov, in connection with the solution of a problem of Hilbert and Cohn-Vossen. But it is undoubtedly of independent interest for mathematical analysis, and the proof of it admits an intuitive geometrical interpretation.

Proof of Lemma 9. Let $W_{j}$ be the constituent intervals of the set $W$. We shift all the $W_{j}$ to the left close to each other together with the parts of the graph $y=g(t)$. We denote the set $W$, its constituent intervals $W_{j}$ and the function $g$ after this transformation by $\tilde{W}, \widetilde{W}_{j}$ and $\tilde{g}$, and let $\bar{W}$ be the closure of $\tilde{W}$ on the ray $t>0$. At all points of discontinuity and at the ends of the intervals $W_{j}$ we redefine $\tilde{g}(t)$ by left continuity. After this we complement the graph $y=\tilde{g}(t)$ at points of discontinuity by vertical segments joining the left and right limiting values of this function; see Fig. 42. The curve obtained in this way, sloping downward and to the right relative to the $t$-axis, we call $L$. We draw attention to the fact that for the coordinates of points $(t, y) \in L$ an inequality of the form (3.51) also holds. We take an arbitrary $q \in(0,1)$ and a point $t_{1} \in \tilde{W}_{1}$. We put $y_{1}=\tilde{g}\left(t_{1}\right)$ and construct a sequence $\left\{t_{n}, y_{n}\right\}$ according to the following rules: $t_{n+1}=t_{n}+\Delta t_{n}$,

$n \geqslant 1$; if $t_{n} \in \bar{W}$, then $\left(t_{n}, y_{n}\right) \in L$, and $\Delta t_{n}=C q^{-1} y_{n}$; if $\tilde{W}$ is bounded and $t_{n} \geqslant$ $\sup \tilde{W}$ for some $n \geqslant 2$, we put $\Delta t_{p}=0$ and $y_{p}=0$ for all $p \geqslant n$. A calculation, using (3.51), then shows that $y_{n} \rightarrow 0$ as $n \rightarrow \infty$. The domain of definition of the function $\tilde{g}(t)>0$ cannot extend further to the right than the point that is approached as $y_{n} \rightarrow 0$. Hence mes $W$ is bounded above by the sum of the series consisting of the $\Delta t_{n}$. Using (3.51) again, we discover that it converges: mes $W \leqslant t_{1}+\sum_{n=1}^{\infty} \Delta t_{n}<+\infty$.

Remark. Lemma 9 can be generalized. For example, we can take $C g\left(t_{0}\right)^{1+\varepsilon}$ with $\varepsilon>0$ on the right-hand side of (3.51) instead of $C g\left(t_{0}\right)^{2}$. Then only the choice of $\Delta t_{n}$ changes, otherwise the proof goes though in the same way.
3.3.14. From (3.43) (3.45) and (3.50) we conclude that the function $b(t)$, the length of the chord $B_{t}^{-} B_{t}^{+}$in Fig. 38b, satisfies the conditions of Lemma 9, so mes $W<+\infty$, which contradicts (3.48).

Consequently, (3.34) is impossiblc. Thus,

$$
\begin{equation*}
\alpha_{y}\left\langle L_{0}\right\rangle<+\infty . \tag{3.52}
\end{equation*}
$$

From (3.33) and (3.52) it follows that the $\alpha$-length of the special ray $L_{0}$ is finite, and so are its $s_{0}$-length and $s$-length. The fact is that the part $\mathscr{G}$ of the surface $\mathscr{F}$ lies "almost horizontally" in $E^{3}$ and $s<s_{0} \sqrt{1}+\varepsilon_{0}^{2}$ on $\mathscr{G}$, and from the fact that the $s_{0}$-length is infinite, as we remarked above, it follows that the $\alpha$-length is infinite.

Thus, on $\mathscr{F}$ there is a path $\mathscr{L}=P^{-1} \circ \Pi\left(L_{0}\right)$ of finite length that leads to $N$.
3.3.15. Turning to Theorem $B$ (in 1.4), we now see the following.
a) Either therc is a point $N \in \partial \Phi$ where $\partial \Phi$ admits concave support, but then we arrive at a contradiction with the theorem of 3.3.3, by virtue of which the surface is incomplete.
b) Or there is no concave support. Then by the corollary of Lemma 1 the area of the spherical image $\sigma(\Phi) \leqslant 2 \pi$. We note in passing that for a hyperbolic paraboloid its spherical image is an open hemisphere, so the equality $\sigma(\Phi)=2 \pi$ for the convex spherical image of a complete surface of negative curvature must be attained. However, under the conditions of Theorem B we again arrive at a contradiction, now between (3.24) and (3.26). ${ }^{3}$

Concluding Remark. Efimov emphasized that in the proof of this theorem we were unable to construct the spherical and normal maps, and all the considerations were carried out on $\mathscr{F}$ by introducing suitable auxiliary metrics. Thus, the surface $\mathscr{F}$ on which we take as the metric form the third fundamental form $d \boldsymbol{n}^{2}$, well known in differential geometry, is exactly that Riemannian manifold $\Phi$ whose metric boundary $\partial \Phi$ was investigated in the topic of concave supports. Also, the auxiliary surface $\Psi$ can be useful in generalizing Theorem B to classes

[^29]of surfaces of smaller smoothness than $C^{2}$. Namely, we can hope that then we can "well" approximate the surface $\Psi$ in $E^{4}$, possibly non-smooth, by a smoother two-dimensional surface $\tilde{\Psi}$, and then carry out constructions and estimates similar to those presented above on $\tilde{\Psi}$. In connection with the assumptions made here, see 4.7 .4 below.
3.4. Sufficient Local Conditions for Plane Maps to be Homeomorphic in the Large. From 3.3 it is obvious that in the proof of Theorem B a large part of the auxiliary material refers not to surfaces, but to maps of the form
\[

$$
\begin{equation*}
F: E^{2} \rightarrow E^{2} \tag{3.53}
\end{equation*}
$$

\]

As above we shall mark the second of these planes by an asterisk.
The map given by formulae of the form

$$
\begin{equation*}
Q=F(X), \quad X=(x, y) \in E^{2}, \quad Q=(p, q) \in E_{*}^{2} \tag{3.54}
\end{equation*}
$$

which was considered in 3.3, was a potential map, that is, it had the special form (3.5). However, the approaches presented there can be used to study wider classes of maps. Namely, in this way we obtain the following result.

Theorem (Efimov (1968)). Suppose that on $E^{2}$ we are given a $C^{1}$-smooth map (3.54), where $A=\frac{\partial(p, q)}{\partial(x, y)}<0$, and that there is a function $a=a(X)>0$ such that $1 / a(X)$ has variation with linear estimate on $E^{2}$ and

$$
\begin{equation*}
|\Delta(X)| \geqslant a(X)|J(X)|+a(X)^{2}, \quad X \in E^{2}, \tag{3.55}
\end{equation*}
$$

where $J=q_{x}^{\prime}-p_{y}^{\prime}=\operatorname{rot}\{p, q\}$. Then $F$ is a homeomorphism in the large, and $F\left(E^{2}\right)$ is a convex domain on $E_{*}^{2}$.

The proof in Efimov (1968) is based on geometrical constructions using chains, a special ray and concave support. The arguments presented in KlotzMilnor (1972) show that the requirement $\Delta<0$ can be weakened and we can state sufficient conditions for a map of the form (3.54) to be homeomorphic in terms of the eigenvalues.

Special Case. We can guarantee that the map (3.54) is homeomorphic in the large if there are numbers $A_{1}$ and $A_{2}$ such that

$$
\begin{equation*}
\Delta(X) \leqslant A_{1}<0, \quad|J(X)| \leqslant A_{2} \tag{3.56}
\end{equation*}
$$

We draw attention to the fact that conditions (3.56), which are local, guarantee that the map is homeomorphic in the large. Under the conditions (3.56) we can establish a stronger assertion than (3.55); see Efimov (1968): $F\left(E^{2}\right)$ can only be either the whole plane, or a half-plane, or a strip between parallel lines.

Let $D=p_{x}^{\prime}+q_{y}^{\prime}=\operatorname{div}\{p, q\}=\operatorname{tr}\left(F^{\prime}\right)$ and $r=\sqrt{x^{2}+y^{2}}$. Very recently new progress has been attained in this problem area.

Theorem (Aleksandrov (1990)). Suppose we are given a function $l:[0,+\infty) \rightarrow$ $(0,+\infty)$ such that $\int_{\alpha}^{+\infty} l(t) d t=+\infty$ for any $\alpha>0$ and a $C^{1}$-smooth map satisfying
the conditions

$$
\left.\begin{array}{c}
|\Delta(X)| \geqslant l(r)|J(X)|+l(r)^{2} \\
|D(X)| \leqslant l(r), \quad X \in E^{2} \tag{3.57}
\end{array}\right\}
$$

Then $F$ is a homeomorphism, and $F\left(E^{2}\right)$ is the whole plane.
The proof in Aleksandrov (1990) is carried out by analytic methods: it relies on an analogue of John's theorem (John (1968)) on homeomorphism of Banach spaces and results of Pourciau (1988). There is another way of reasoning which uses Miller's method for proving the existence of a global inverse function (Miller (1984)) and a theorem of Wintner on the extendability of solutions of a system of ordinary differential equations (Wintner (1945)) side by side with John (1968). In connection with the questions considered in 3.4 , see also Geisberg (1970) and Kantor (1978a).

## §4. Surfaces with Slowly Varying Curvature. Immersion of Metrics of Negative Curvature in $E^{3}$. The Influence of the Metric on the Regularity of a Surface

### 4.1. Analytic Apparatus

4.1.1. The main analytic means of investigating and solving the problems discussed in this section is the system of Gauss-Peterson-Codazzi equations, written in special ways that are convenient when $K<0$; however, we shall also discuss here situations in which the a priori smoothness of the surface is less than $C^{4}$, and then we shall have to invoke various additional arguments. We recall that this system connects the coefficients of the first and second fundamental forms of the surface

$$
\begin{gathered}
\mathrm{I}=d s^{2}=E d u^{2}+2 F d u d v+G d v^{2} \\
\mathrm{II}=\left(\mathbf{n} d^{2} r\right)=-(d \mathbf{n}, d r)=L d u^{2}+2 M d u d v+N d v^{2}
\end{gathered}
$$

It contains the Gauss equation-a non-linear algebraic equation

$$
\begin{equation*}
L N-M^{2}=\left(E G-F^{2}\right) K \tag{4.1}
\end{equation*}
$$

where $K=K_{\text {int }}$ is expressed in terms of $E, F, G$ and their first and second order derivatives according to the well-known Gauss formula (see Finikov (1952) or Blaschke (1930), for example), and the two Peterson-Codazzi equations, which for a given metric tensor $g_{i j}=\left(\begin{array}{ll}E & F \\ F & G\end{array}\right)$ are linear first-order partial differential equations in $L, M, N$.

When $K<0$ we can eliminate one of the three functions $L, M, N$, using (4.1); we then obtain a hyperbolic quasilinear system of two first-order equations, which after reduction to the so-called Riemann invariants $r(u, v), s(u, v)$ (see Rozhdestvenskij and Yanenko (1978)) takes the form
II. Surfaces of Negative Curvature

$$
\begin{equation*}
r_{u}^{\prime}+s r_{v}^{\prime}=\mathscr{P}(r, s), \quad s_{u}^{\prime}+r s_{v}^{\prime}=\mathscr{P}(s, r) \tag{4.2}
\end{equation*}
$$

where $\mathscr{P}$ is a polynomial of the third degree in the new unknown functions $r$ and $s$, whose coefficients are linear combinations of the Christoffel symbols and the quantities

$$
\begin{equation*}
Q=\frac{1}{2} \ln k, \quad Q_{u}^{\prime}, Q_{v}^{\prime} \tag{4.3}
\end{equation*}
$$

(see Rozhdestvenskij (1962) and Poznyak (1966), and also Poznyak and Shikin (1986) and Poznyak (1973) in Part I); $k=\sqrt{(-K)}$. The system of equations (4.2) is equivalent to the original Gauss-Peterson-Codazzi system with the additional condition

$$
\begin{equation*}
r \neq s \tag{4.4}
\end{equation*}
$$

If it is satisfied, then $L, M, N$ can be expressed algebraically in terms of $r$ and $s$. We note that $r$ and $s$ have a simple geometrical meaning: they are the slopes of the images of the asymptotic lines of the unknown surface on the plane of the parameters $(u, v)$. The asymptotic lines serve as characteristics of the quasilinear system (4.2), so condition (4.4) signifies the requirement that the system is non-degenerate on a given solution of it.
4.1.2. Following Efimov (1966b), in asymptotic coordinates we shall write $E=e^{2}, G=g^{2}$; then $F=e g \cos \omega$, where $\omega$ is the angle between the asymptotic lines on the surface. In these coordinates $L=N=0$ identically, and if we introduce the normalized coefficients of II, dividing $L, M, N$ by $\sqrt{ }\left(E G-\overline{F^{2}}\right)$, and putting $m=\left(E G-F^{2}\right)^{1 / 2} M$, then the Gauss equation takes the form $m^{2}=$ $K_{\mathrm{int}}$. However, if the curvature $K_{\mathrm{int}}$ is variable, and we discuss the question of an immersion of the given metric in $E^{3}$, then in asymptotic coordinates we cannot regard $E=e^{2}, F=e g \cos \omega, G=g^{2}$ and $K_{\text {int }}$ as known functions, since the asymptotic lines themselves are an object of the extrinsic geometry of the surface. Nevertheless, as we shall see below, the equations of surface theory, written in asymptotic coordinates, play an important role. In these coordinates the Peterson-Codazzi equations take the form

$$
\left\{\begin{array}{l}
(E k)_{u}^{\prime}+F k_{v}^{\prime}=0,  \tag{4.5}\\
F k_{u}^{\prime}+(G k)_{v}^{\prime}=0
\end{array}\right.
$$

Regarding as the first family of asymptotic lines the one that has righthanded screw torsion, we go over in (4.5) from derivatives with respect to $u, v$ to derivatives $\frac{\partial}{\partial s_{i}}$ with respect to arc length of asymptotic lines of the $i$-th family and to derivatives $\frac{\partial}{\partial s_{i}^{*}}$ with respect to arc length of curves orthogonal to them; then (4.5) can be reduced to the form (see Efimov and Poznyak (1961))

$$
\frac{\partial \ln (e k)}{\partial s_{2}}=\frac{\partial Q}{\partial s_{1}^{*}} \sin \omega, \quad \begin{gather*}
\partial \ln (g k)  \tag{4.6}\\
\partial s_{1}
\end{gather*}=-\frac{\partial Q}{\partial s_{2}^{*}} \sin \omega
$$

Next, from the Gauss-Bonnet formula, applied to a quadrangle $\mathscr{D}$ of the asymptotic net, after certain transformations and a limiting process when $\mathscr{D}$ contracts to a point, we obtain an equation of the form

$$
\begin{equation*}
\mathscr{L}_{1}\left(\mathscr{L}_{2}(\omega)\right)=\mathscr{A} \sin \omega \tag{4.7}
\end{equation*}
$$

for the angle $\omega$, where $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ are quasilimear first-order differential operators. For the specific form of them and an expression for the multiplier $\mathscr{A}$, see Efimov (1966b). When $k=1$ (4.7) goes over to (1.6).

From (4.7) by means of (4.6), introducing the auxiliary quantities

$$
\begin{equation*}
\mathscr{W}_{i}=(-1)^{i+1}\left(\left(\frac{\partial^{2}}{\partial s_{i}^{2}} \sqrt{k}\right)_{\Gamma}-k^{3 / 2}\right) k^{2} \tag{4.8}
\end{equation*}
$$

where the symbol $\left(\frac{\partial^{2}}{\partial s_{i}^{2}} \cdots\right)_{F}$ denotes the second-order derivative with respect to arc length of the geodesic touching an asymptotic line of the $i$-th family, we can obtain the following relations for the derivatives of the geodesic curvatures $x_{i}$ of the asymptotic lines:

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial s_{2}}\left(e^{3} k^{3 / 2} \varkappa_{1}\right)=\mathscr{W}_{1} e^{3} \sin \omega  \tag{4.9}\\
\frac{\partial}{\partial s_{1}}\left(g^{3} k^{3 / 2} \varkappa_{2}\right)=\mathscr{W}_{2} g^{3} \sin \omega
\end{array}\right.
$$

The right-hand sides of (4.6) and the quantities (4.8) admit estimates in terms of the intrinsic metric of the surface. Hence, in equations (4.6)-(4.7) (or (4.6) and (4.9)) there is revealed a connection between the intrinsic and extrinsic geometries of the surface: these equations, together with the Beltrami-Enneper theorem on the torsion of the asymptotic lines, gives information about the influence of the intrinsic Gaussian curvature on the asymptotic net of the surface, and hence on the possibility of positioning the surface in space, since a surface of negative curvature is woven from its asymptotic lines.
4.1.3. The classical derivation of the Gauss-Peterson-Codazzi equations is based on the equality of mixed third-order derivatives ( $r_{u u v}^{\prime \prime \prime}=r_{u v u}^{\prime \prime \prime}$, and so on) and so it assumes that $r$ is $C^{3}$-smooth as a function of $u$ and $v$. However, in specific cases when the coordinate lines are constructed on the basis of certain geometrical requirements, a higher smoothness of the surface itself is sometimes needed. Thus, for example, on transition from arbitrary coordinates to asymptotic coordinates, there is, generally speaking, a loss of smoothness of the vector-function $r$. This loss may be two units (from $C^{n}$ to $C^{n-2}$, see Hartman and Wintner (1953)), so to derive equations (4.5)-(4.7) and (4.9) it was originally necessary (Efimov and Poznyak (1961)) to assume that $\mathscr{F} \in C^{5}$; see also Efimov (1966b). However, there is another way of deriving them, in which we need significantly less smoothness of the surface. Before presenting it, we mention certain facts.

Suppose that the metric $d s^{2}$ is considered in semigeodesic coordinates $\xi, \eta$, in which the geodesics are the curves $\eta=0$ and $\xi=$ const; then it can be written like (2.8), but with $\rho$ and $\varphi$ replaced by $\xi$ and $\eta$ with the additional condition

$$
\begin{equation*}
B(0, \eta)=1, \quad B_{\xi}^{\prime}(0, \eta)=0 \tag{4.10}
\end{equation*}
$$

Such coordinates $(\xi, \eta)$ are uniquely determined by the choice of the initial point $\xi=\eta=0$ and the direction at this point of one of the coordinate curves, say the $\xi$-curve. We can prove (see Rozendorn (1966)) that the order of smoothness of $K_{\text {int }}(\xi, \eta)$ is invariant under transition from one coordinate system $(\xi, \eta)$ to another similar one.

Below, when we speak about the $C^{r}$-smoothness of $K_{\mathrm{int}}$, we shall have in mind the intrinsic curvature $K_{\mathrm{int}}=K$, specified in semigeodesic coordinates $\xi, \eta$ satisfying (4.10).

We shall say that a surface $\mathscr{F}$ belongs to the class $\mathfrak{Y}^{n}, n=2,3, \ldots, \infty$, if on $\mathscr{F}$ there is a no more than countable set (possibly empty) of points $\left\{O_{j}\right\}$ isolated in its intrinsic metric and such that $\mathscr{F} \backslash \bigcup O_{j} \in C^{n}$, and $\mathscr{F} \in C^{1}$ in the large. If, moreover, each point $O_{j}$ on $\mathscr{F}$ has a neighbourhood in which the mean curvature $H=\frac{1}{2}\left(k_{1}+k_{2}\right)$ is bounded, we shall say that $\mathscr{F} \in \mathfrak{B}^{n}$. We have the following inclusions of these classes:

$$
\left\{\begin{array}{l}
\mathfrak{A}^{m} \subset \mathfrak{A}^{n}, \quad \mathfrak{B}^{m} \subset \mathfrak{B}^{n} \quad \text { when } m>n \geqslant 2 ;  \tag{4.11}\\
C^{n} \subset \mathfrak{B}^{n} \subset \mathfrak{A}^{n} \quad \text { when } n \geqslant 3 ; \\
C^{2} \subset \mathfrak{B}^{2} \subset C^{1,1} ; \quad \mathfrak{B}^{2} \subset \mathfrak{A}^{2} \subset C^{1}
\end{array}\right.
$$

Example. The surfaces of which we spoke in 2.1.8 and 2.3.3 (see Figs. 5 and 29) can be constructed so that they belong to the class $\mathfrak{B}^{\infty}$. This tells us that Theorem B (see 1.4) not only cannot be extended from the class $C^{2}$ to the class $C^{1,1}$, but even to the narrower class $\mathfrak{B}^{2}$.

We can prove that equations (4.5) and (4.6) remain true if $\mathscr{F} \in \mathfrak{A}^{2}, K<0$, $K \in C^{1}$. The plan of the proof is as follows. First, on the assumption that $\mathscr{F} \in C^{2}$, $K<0, K \in C^{1}$, on the basis of analysis of the relations between the elements of an infinitely small net quadrangle $\mathscr{D}$ we can establish the existence in asymptotic coordinates of a mixed derivative of the radius vector $r$, understood as the limit

$$
\begin{equation*}
r_{u v}^{\prime \prime}=\lim _{\Delta u, \Delta v \rightarrow 0} \frac{1}{\Delta u \Delta v}[r]_{\mathscr{X}} \tag{4.12}
\end{equation*}
$$

where the symbol $[\ldots]_{\mathscr{Q}}$, just as in (1.2), denotes the alternating sum. After this we can establish the equality

$$
\begin{equation*}
r_{u v}^{\prime \prime}=k e g \mathbf{n} \sin \omega-\left(Q_{v}^{\prime} r_{u}^{\prime}+Q_{u}^{\prime} r_{v}^{\prime}\right) \tag{4.13}
\end{equation*}
$$

With higher smoothness of the surface, when $\mathscr{F} \in C^{4}$, (4.13) is none other than the well-known Gauss derivational formula for the mixed derivative $r_{u v}^{\prime \prime}$, written in asymptotic coordinates. From (4.13) by identity transformations, without additional differentiations, we obtain the equalities (4.5), and from them (4.6).

Next we carry out an investigation of the structure of the asymptotic net in a neighborhood of the points $O_{j}$ and establish that (4.13), (4.5) and (4.6) can also be extended to these points.

The equalities (4.9) and (4.7) are valid if $\mathscr{F} \in \mathfrak{A}^{3}, K<0, K \in C^{2}$. They were also first established by means of an analysis of the relations between elements in $\mathscr{D}$ on the assumption of higher smoothness: $\mathscr{F} \in C^{3}$ when $K<0, K \in C^{2}$, and then by a limiting process they were extended to the points $O_{j}$.

Simultaneously with the deduction of the formulae (4.5), (4.6), (4.9) and (4.7) the existence of all the derivatives occurring in them can be established. For the details see Rozendorn (1966) and Rozendorn (1966) in Part I.
4.2. $(h, A)$-Metrics. In this and the next section we consider the classes singled out by Efimov (Efimov (1966b)) of surfaces for which $K$ varies so slowly from point to point that the properties appear to be similar to those of surfaces of constant curvature.

One of these classes (a more restricted one) is defined as follows. Suppose we are given numbers $h$ and $\Delta$ such that

$$
\begin{equation*}
\Delta>0, \quad h \in(0,1), \quad h \Delta^{2}>\frac{3}{4} \tag{4.14}
\end{equation*}
$$

and suppose that

$$
\begin{equation*}
\left|(\ln R)^{\prime}\right| \leqslant \frac{1}{4}, \quad(\sqrt{ } R)^{\prime \prime} \leqslant(1-h)|K|^{3 / 4} \tag{4.15}
\end{equation*}
$$

where (as above) $R=|K|^{-1 / 2}$, and primes denote derivatives with respect to the arc length of an arbitrary geodesic.

Definition (Efimov (1966b)). The surface of negative curvature (1.7) has an $(h, 4)$-metric if the inequalities (4.14)-(4.15) are satisfied under the normalization $K \leqslant-1$.

Definition (Efimov (1966b)). A domain $\mathscr{U}$ on a plane (or on a surface homeomorphic to a plane) with a metric specified in it is called a simple zone if its completion $\overline{\mathscr{U}}$ in this metric is non-compact, and the metrical boundary $\partial \mathscr{U}=\overline{\mathscr{U}} \backslash \mathscr{U}$ is either empty or consists of at most two non-compact connected components.

Examples. The branches of a hyperbola divide $E^{2}$ into three simple zones. $L^{2}$ in its metric and a half-plane of $L^{2}$ are simple zones, and the conditions (4.15) on $L^{2}$ are satisfied for any $A>0$ and $h \in(0,1)$.

Theorem (Efimov (1966b)). A simple zone with (h, A)-metric that is isometrically and regularly immersed in $E^{3}$ cannot contain more than one complete asymptotic line of each of two of its families.

The plan of the proof is as follows. If a simple zone $\mathscr{U}$ contains two complete asymptotic lines, then they bound a simple zone $\mathscr{U}_{1} \subset \mathscr{U}$. It can be established that $\mathscr{U}_{1}$ contains a simple zone $\mathscr{U}_{2}$ homeomorphic to a half-plane whose boundary $\partial \mathscr{U}_{2}$ has a special structure: $\partial \mathscr{U}_{2}=l_{-} \cup l_{0} \cup l_{+}$, where $l_{-}, l_{0}, l_{+}$are arcs of
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asymptotic lines, and $l_{0}$ is homeomorphic to an interval and belongs to one family of asymptotic lines, and $l_{-}$and $l_{+}$are homeomorphic to a ray and belong to another family; in addition, on $l_{0}$ the geodesic curvature $\chi \neq 0$ and it has a sign such that $l_{0}$ is converted to $\mathscr{U}_{2}$ by its "convexity", Fig. 43. In asymptotic coordinates $(u, v)$ we carry out a two-sided estimate of the integral

$$
\begin{equation*}
I=\iint_{\psi_{2}} \sin \omega d u d v, \quad \sin \omega>0 \tag{4.16}
\end{equation*}
$$

In addition we discover the following contradiction: according to the upper estimate the integral (4.16) converges, $I<+\infty$, and according to the lower estimate it diverges, $I=+\infty$; for the details see Efimov (1966b). In the proof one uses the conditions (4.14)-(4.15) and the analytic apparatus considered in 4.1.24.1.3. The proof goes through when $K \in C^{2}, \mathscr{F} \in \mathfrak{M}^{3}$.

Theorem A (see 1.2) can be obtained as a corollary of the theorem about a simple zone.

On surfaces in $E^{3}$ there occur simple zones with $(h, \Delta)$-metric and even with constant curvature that contain a complete asymptotic line. As an example we can mention the Bianchi-Amsler surface; see 2.1.5 and Fig. 19 above.
4.3. $q$-Metrics. A surface has a $q$-metric if on it

$$
\begin{equation*}
\left|R^{\prime}\right| \leqslant q<+\infty, \tag{4.17}
\end{equation*}
$$

where $q>0$; this term was introduced in Efimov (1966b).
Special cases of $q$-metrics are the $(h, \Delta)$-metrics: they have $q=1 / \Delta$ if $K \leqslant-1$. When $q=0$ we obtain a metric of constant curvature.

On a surface with a $q$-metric the asymptotic net has the generalized Chebyshev property. Namely, the difference of the lengths of the opposite sides of the net quadrangle $\mathscr{D}$, measured in the $l$-metric (3.25), is estimated above by half the product of the number $q$ and the area of the quadrangle $\mathscr{\mathscr { Q }}$, measured in the same $l$-metric (Efimov (1966b)).

An asymptotic quadrant is a simple zone on a surface of negative curvature homeomorphic to a half-plane and bounded by the arcs of two asymptotic
lines of different families, starting from one point and indefinitely extended, each on one side (Efimov (1966b)).

Asymptotic quadrants exist on surfaces with a $q$-metric in $E^{3}$, for example, on the universal covering of a smooth half of a pseudosphere. The generalized Chebyshev property of a net makes it possible to establish (Efimov (1966b)) that if $q<\sqrt{2}$, then the net of asymptotic lines is regular in the large in a whole asymptotic quadrant, that is, it is homeomorphic to a Cartesian net in an ordinary quadrant on $E^{2}$. The simultaneous use of the structure of an asymptotic net in quadrants, the methods of arguments with concave supports and the additional investigation of the spherical image of a geodesic curve make it possible to prove the following theorem.

Theorem (Perel'man (1988b) in Part I). There exists a $q_{0}>0$ such that when $q \in\left[0, q_{0}\right]$ a half-plane with $q$-metric does not admit a $C^{\infty}$-smooth isometric immersion in $E^{3}$.

Here we understand a half-plane as a simple zone whose boundary is a geodesic curve. Hence the result of Efimov (Efimov (1975) in Part I) about the non-immersibility of a Lobachevskij half-plane in $E^{3}$ is generalized to a $q$-metric with small $q$.

As to complete $q$-metrics, for any $q \geqslant 0$ they are non-immersible into $E^{3}$ in the class of $C^{2}$-smooth surfaces according to Corollary 2 of Theorem $B$ (see 1.4).

Although Theorem B itself cannot be extended to the class $\mathfrak{B}^{2}$, the assertion of its Corollary 2 remains in force in the classes $\mathfrak{B}^{2}$ and $\mathfrak{V}^{2}$. The point is that the application of the analytic apparatus that was in question in 4.1.3 enables us to carry out such an investigation of an asymptotic net in the neighbourhood of isolated points of violation of $C^{2}$-smoothness of a surface, which shows that at these points there cannot arise a saddle order $m>2$ so long as the intrinsic metric of the surface is a $q$-metric; see Rozendorn (1966) in Part I. Hence there follows the local homeomorphism of the Gaussian spherical map. This in turn makes it possible (Rozendorn (1972)) to apply the methods of arguments with concave supports and to extend to the class $\mathfrak{A}^{2}$ the theorem of 3.3 .3 under the additional assumption that $K \in C^{1}$, and also the result about non-immersibility of a complete $q$-metric in $E^{3}$.

### 4.4. Immersion of Metrics of Negative Curvature in $\boldsymbol{E}^{3}$

4.4.1. The local aspect of the given question is considered in detail in Part III, so we discuss here problems connected with geometry in the large.

Examples of well-known surfaces such as the helicoid, hyperbolic paraboloid, catenoid, hyperboloid of one sheet, show that under a rapid decrease of $K$ at infinity many complete metrics of negative curvature are immersible in $E^{3}$, but general theorems of this type are so far unknown. ${ }^{4}$ Examples of a pseudosphere

[^30]and a "flabby" pseudosphere have forced us to assume that compact domains of two-dimensional metrics with curvature of the form (1.7) are immersible in $E^{3}$, but for a long time this problem has not yielded a solution. Success here was attained by Poznyak (Poznyak (1966)), who constructed an immersion of a geodesic disc of arbitrarily large radius with any negative variable curvature of the form (1.7). This paper served as a stimulus for the development of research on immersibility in the form of surfaces with a boundary of incomplete but non-compact metrics and negative curvature. This problem is closely connected with the theory of Monge-Ampère hyperbolic equations and quasilinear systems. An important contribution to this was made by Shikin: he obtained a series of results about immersibility in $E^{3}$ when $K<0$ of non-compact manifolds with boundary and extended the methods he developed to certain cases of the vanishing of the curvature, which corresponds to hyperbolic equations with degeneration.

Referring an interested reader to the details in the surveys Aminov (1982), Poznyak and Shikin (1974), Poznyak and Sokolov (1977) and Poznyak (1973) in Part I and the papers Shikin (1975, 1980, 1982), we mention two concrete results which can be formulated particularly transparently.
4.4.2. Theorem (Poznyak (1977b)). Any proper polygon in $L^{2}$ admits a $C^{\infty}$ smooth isometric immersion into $E^{3}$.

We recall (Alekseevskij, Vinberg and Solodovnikov (1988)) that a proper polygon in $L^{2}$ can have both ordinary and infinitely distant vertices, but it does not contain any half-plane. In Fig. 44 in the conformal model of $L^{2}$ on a disc there is represented a proper polygon $\mathscr{M}$ with five vertices, of which four are infinitely distant.

The proof of the theorem is based on the fact that the compact part of a polygon admits an immersion in $E^{3}$ with great arbitrariness, and this arbitrariness can be used so that then to the compact part we "add" in $E^{3}$ immersed neighbourhoods of each of the infinitely distant vertices, preserving the necessary smoothness of the whole surface.
4.4.3. Let $w(\eta)$ be a positive continuous function, specified on the whole $\eta$-axis. We denote by $I_{w}$ the simple zone on the $\xi \eta$-plane specified by the inequalities
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$$
|\xi|<w(\eta), \quad-\infty<\eta<+\infty
$$

Suppose that in $\Pi_{w}$ there is specified a $C^{4}$-smooth metric

$$
\begin{equation*}
d s^{2}=d \xi^{2}+B(\xi, \eta)^{2} d \eta^{2}, \quad K=-B^{-1} B_{\xi \xi}^{\prime \prime}<0 \tag{4.19}
\end{equation*}
$$

and that (4.10) is satisfied. The following theorem holds.
Theorem (Tunitskij (1987)). The simple zone $\Pi_{\mathrm{w}}$ with metric (4.10), (4.19) can be isometrically immersed in $E^{3}$ in the form of a $C^{3}$-smooth surface.

Hence it follows, in particular, that in $E^{3}$ there are $C^{3}$-smooth surfaces of constant negative curvature on which there are distributed two non-intersecting horocycles of $L^{2}$. This geometrical fact was unknown until quite recently, although surfaces of constant negative curvature had been the subject of much research (see, in particular, the survey in Steuerwald (1936)), and independently of Tunitskij's theorem it was established in Kaidasov and Shikin (1986). A convex simple zone $\Pi_{w} \subset L^{2}$ which according to the theorem in Tunitskij (1987) admits an immersion in $E^{3}$ and contains two horocycles is schematically shown in Fig. 45 and on it is marked a hatching, and on the horocycles a double hatching.

The proof of the theorem is analytic, and is based on the methods of the theory of differential equations (see Bellman and Kalaba (1965) and Rozhdestvenskij and Yanenko (1978)). By means of auxiliary methods, which can be shown to be artificial, in the whole simple zone (4.18) one can construct a solution of the system (4.2) that satisfies the requirement (4.4), so it follows that the metric (4.19) specified in $\Pi_{w}$ can be immersed in $E^{3}$. In this proof there is a geometric background that goes back to the paper of Poznyak (1966): the solution of the posed problem about immersion is sought in the form of a surface contracted into a narrow roll-narrower than a simple zone which is widened rapidly in its metric $d s^{2}$ as $\eta \rightarrow \pm \infty$.
4.5. Study of the Boundary of a Surface. From Theorem B formulated in 1.4 it follows that there are no complete $C^{2}$-smooth surfaces in $E^{3}$ with negative curvature separated from zero. Therefore there naturally arises the question of studying the boundary of a $C^{n}$-smooth surface with curvature as in (1.7), $n \geqslant 2$.

For this we need to assume that the surface under consideration is inextensible over its intrinsic geometric boundary, preserving its former $C^{n}$-smoothness and the fact that $K$ is negative. Clearly, if inextensibility over the boundary is not required, then the diversity of singularities that can appear on the boundary becomes boundless.

Amsler proved in Amsler (1955) that an inextensible surface in $E^{3}$ of curvature as in (1.1) has a smooth arc in the structure of its intrinsic-geometric boundary. In addition he assumed that the surface is either analytic or $C^{3}$-smooth with the additional condition that the set of its branch points is empty or finite. The fact that there can be branch points was shown in the same paper (Amsler (1955)). The importance of the requirement that the set of branch points is finite was shown by Wissler (Wissler (1972)): he gave a construction of a surface with constant curvature $K=-1$ whose intrinsic-geometric boundary contains a countable set of branch points and does not contain any smooth arc.

Amsler's result on the existence of a smooth arc of the boundary in the case of $(h, \Delta)$-metrics of variable curvature was extended by Vinogradskij (Vinogradskij (1970)), who imposed additional conditions on the behaviour of asymptotic lines close to the boundary.

Without additional requirements on the derivatives of the curvature the result is certainly incorrect. This can be seen from the example of the surface shown in Fig. 5a and repeatedly discussed above: its $C^{\infty}$-smooth part represents a surface with a boundary consisting of four points.

### 4.6. Surfaces with Slowly Varying Curvature in a Riemannian Space

4.6.1. So as not to divert attention to additional questions about smoothness, we shall assume here that all the objects belong to the class $C^{\infty}$. On a twodimensional surface $\mathscr{F}$ in a three-dimensional Riemannian space $\mathfrak{M}^{3}$ there are defined the intrinsic curvature $K_{\mathrm{int}}$ according to (2.7), and the extrinsic curvature $K_{\text {ext }}$ as the ratio of the discriminants of the second and first quadratic forms analogous to (4.1). They are not equal to each other, and Gauss's theorem instead of (2.18) takes the form of the equality

$$
\begin{equation*}
K_{\mathrm{int}}=K_{\mathrm{ext}}+K_{\mathfrak{M}} \tag{4.20}
\end{equation*}
$$

where $K_{9}$ is the curvature of the space $\mathscr{M}^{3}$ in the direction of two-dimensional area element tangent to $\mathscr{F}$ at a given point of it; it is also defined by analogy with (2.7).

The following analogue of Hilbert's theorem is known (Spivak (1975)). In a three-dimensional space of constant curvature there are no complete regular surfaces with constant negative intrinsic and extrinsic curvatures.

Of course, constancy and negativity of just the intrinsic curvature is insufficient, since in $L^{3}$ there are planes $L^{2}$. Constancy and negativity of the extrinsic curvature is also insufficient: in three-dimensional elliptic space there is the Clifford torus with locally Euclidean intrinsic metric and therefore, according to (4.20), constant negative extrinsic curvature.
4.6.2. Surfaces with slowly varying negative curvature in a three-dimensional Riemannian space of negative curvature have been studied by Brandt. He showed that the situation is more complicated there than in the Euclidean case: the generalized Chebyshev property and the regularity of the structure in the large of an asymptotic net is ensured by the smallness of a quantity that depends not only on the rapidity of the change from point to point of the curvature of the intrinsic metric of the surface itself, but also on the curvature of the ambient space at points of the surface; see Brandt (1970a), Brandt (1970b); see also Poznyak (1991).

### 4.7. Influence of the Metric on the Regularity of a Surface

4.7.1. The problem of immersion in $E^{3}$ of a metric of positive curvature $K>0$ is elliptic, and therefore the high regularity of the metric necessarily implies the high regularity of the surface; see Pogorelov (1969) in Part I. When $K<0$ the situation is very different because the problem is hyperbolic (Holmgren (1902)). As an illustration it is again convenient to take surfaces of constant curvature. Locally they can be obtained by solving Darboux's problem for the equation (1.6). The regularity of the solution $\omega(u, v)$, and together with it the regularity of the surface, will depend on the boundary conditions-the data of Darboux's problem-although the metric is analytic.

However, if we impose additional conditions of regularity of boundary type, then from the smoothness of the metric we can obtain deductions about the smoothness of the surface when $K<0$.

Let $\mathscr{G}$ be a domain homeomorphic to a disc on a surface of the class $\mathfrak{B}^{2}$, and let $\mathscr{G}_{\varepsilon}$ be a subdomain of it homeomorphic to a circular ring and consisting of those points of it that are at a distance less than $\varepsilon$ from its boundary $\partial \mathscr{G}$ (Fig. 46). Then if $\mathscr{F}$ is an immersion in $E^{3}$ of the metric with negative $C^{r}$-smooth curvature $(1 \leqslant r \leqslant+\infty)$ and $\mathscr{F} \in C^{r+1}$ in $\mathscr{G}_{g}$, then $\mathscr{F} \in C^{r+1}$ everywhere inside $\mathscr{G}$.

If $\mathscr{G}=\mathscr{D}$ is a quadrangle of an asymptotic net, then instead of conditions in $\mathscr{D}_{\varepsilon}$ it is sufficient to assume that of two adjacent sides of the quadrangle $\mathscr{D}$ their curvature as curves in $E^{3}$ is a $C^{r-2}$-smooth function of arc length, $2 \leqslant r<+\infty$.

The proofs (see Rozendorn (1967) in Part I) rely on the analytic apparatus described in 4.1. The a priori smoothness of $\mathfrak{B}^{2}$ cannot be reduced to that of $\mathfrak{A}^{2}$, as examples constructed by Cohn-Vossen show (Cohn-Vossen (1928))

Corollary. Let $\mathscr{F}$ be a $C^{\infty}$-smooth surface in $E^{3}$ homeomorphic to a closed disc and having curvature $K<0$. We assume that $\mathscr{F}$ is bendable (see $\S 6$ of Part III)
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and it is subjected to a bending under which its $C^{2}$-smoothness is preserved and its $C^{\infty}$-smoothness in some domain $\mathscr{F}_{\varepsilon}$ situated along its boundary $\partial \mathscr{F}$ and homeomorphic to a circular ring is preserved too. Then on the hent surface its $C^{\infty}$ smoothness is preserved everywhere.
4.7.2. We continue the discussion of questions touching on the regularity of a surface of negative curvature. We recall that from Aleksandrov's theorem on the smoothness of a convex surface with bounded specific curvature (see Aleksandrov (1942) and Aleksandrov (1948), both in Part I) it follows that an edge, that is, a curve of violation of $C^{1}$-smoothness, if it exists on such a surface, must go out to its boundary (in particular, on a closed convex surface with bounded specific curvature an edge cannot exist). We consider an example which shows that when $K<0$ there can exist a singular curve that does not violate the $C^{1}$-smoothness of a surface even if the intrinsic metric of the surface is analytic.

Example. We take the Bianchi-Amsler surface (see 2.1.5 and Fig. 19) with curvature $K=-1$ and such that its rectilinear generator $L$ is intersected on some interval by asymptotic lines of another family at an angle $\omega \neq \pi / 2$ (this can certainly be done, Amsler (1955)). An arbitrary point of this interval can be taken as the centre of a geodesic disc of sufficiently small radius $\rho>0$. Clearly the rectilinear generator splits a geodesic disc with centre $P \in L$ into two semidiscs. We denote one of them by $V$, joining its boundary to it (Fig. 47a). Let $V^{\prime}$ be the image of the geodesic semidisc $V$ under symmetry in $E^{3}$ with respect to the line $L$. Then the surface $V \cup V^{\prime}$ (with boundary) represents an isometric $C^{1,1}$-smooth piecewise-analytic embedding in $E^{3}$ of a closed disc (of radius $\rho$ ) taken from $L^{2}$. On a diameter of it the $C^{2}$-smoothness of the surface is violated. The fact is that there occurs here a break of the asymptotic lines that intersect a diameter $I \subset L$ (Fig. 47b).

As is obvious from what follows, the interval $I \subset L$ in this example can be regarded as an analogue of the edge in the theorem of Aleksandrov: here the intrinsic metric has high smoothness, and the singular curve $I$ goes out to the boundary of the surface $\mathscr{F}=V \cup V^{\prime}$ at its ends.
4.7.3. We can continue the analogy in question in 4.7.2. On an ovaloid an edge is possible of course (Fig. 48), but by Aleksandrov's theorem in a neighbour-
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hood of each of the end-points of the edge the specific curvature is unbounded, and so the loss of high smoothness of the intrinsic metric is inevitable. On a surface of negative curvature such a singular arc $\lambda$ is also possible, which does not go out to the boundary of the surface $\mathscr{F}$ under consideration, and on $\lambda$ the $C^{1}$-smoothness of the surface and the local homeomorphism of its spherical image are preserved, and at all points of the curve $\lambda$ there exists $K_{\text {int }}<0$ but the $C^{2}$-smoothness of the surface is violated. Such an arc together with the asymptotic lines intersecting it is shown schematically in Fig. 49. In addition, $\mathscr{F} \backslash \lambda$ can have arbitrarily high smoothness. Surfaces with the described singularity on an arc exist in $E^{3}$ in an arbitrarily small neighbourhood of an arbitrary $C^{\infty}$-smooth surface of negative curvature (Rozendorn (1985)). By analogy with convex surfaces, here it is also natural to pose the problem of the loss of smoothness of the intrinsic metric at the ends of a singular arc $\lambda$. The answer to this (at least, a partial one) is presented in 4.7.4.
4.7.4. Suppose we are given in $E^{3}$ a surface $\mathscr{F}$ (with boundary $\partial \mathscr{F}$ ) homeomorphic to a closed disc and on it a simple arc $\lambda(\lambda \subset \mathscr{F})$, and the following conditions are satisfied.
a) $\mathscr{F} \in C^{1}, \mathscr{F} \backslash \lambda \in C^{n}, 3 \leqslant n \leqslant \infty$.
b) The Gaussian spherical map on the surface $\mathscr{F}$ is a local homeomorphism.
c) $\lambda \in C^{2}$ and as a curve in $E^{3}$ it has bounded curvature.
d) On $\mathscr{F} \backslash \lambda$ the mean curvature $H$ of the surface under consideration and the geodesic curvatures $\chi_{j}$ of its asymptotic lines are bounded.

Then we have the following result.

Theorem (Rozendorn (1988)). If under the conditions $\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d}$ the surface $\mathscr{F}$ has $K_{\mathrm{int}} \in C^{m}, 2 \leqslant m \leqslant n-1, K_{\mathrm{int}}<0$, then either both ends of the arc $\lambda$ are situated on the boundary of the surface $(\partial \lambda \subset \partial \mathscr{F})$ or $\mathscr{F} \in C^{m+1}$.

Remarks. 1. In the example in 4.7 .2 all the conditions $a, b, c, d$ are satisfied, $\lambda=I, n=\infty$. In the examples of Rozendorn (1985) mentioned in 4.7.3 we can also ensure that all the conditions $a, b, c, d$ are satisfied.
2. If we assume that the admissible singularity is one-point (supposing that $\mathscr{F} \in \mathfrak{B}^{n}$ ), then the removability of the singularity is guaranteed under much weaker conditions; see Rozendorn (1966) in Part I.

The proof of the theorem in 4.7 .4 (published in detail in the Transactions of the Moscow Mathematical Society) uses as auxiliary means the analytic apparatus from 4.1, the result on regularity of a surface inside an asymptotic quadrangle formulated in 4.7.1, and relies on approximation of the normal map of the surface $\mathscr{F}$ in a neighbourhood of a supposed end-point of the arc $\lambda$ by some special $C^{2}$-smooth non-potential maps.

## §5. On Surfaces with a Metric of Negative Curvature in Multidimensional Euclidean Spaces

5.1. Bieberbach's Theorem. In connection with Hilbert's theorem discussed in $\S 1$, it is natural to pose the question of isometric immersions of $L^{p}$ in $E^{N}$. A local embedding of $L^{p}$ in $E^{2 p-1}$ was constructed by Schur (Schur (1886)), and in $E^{2 p-2}$ it is impossible to embed $L^{p}$ even locally: see Cartan (1919-1920) and Liber (1938).

The first global result about the immersibility of $L^{2}$ in $E^{N}$, but when $N=\infty$, was obtained by Bieberbach (Bieberbach (1932)): he constructed an analytic embedding of $L^{2}$ in a Hilbert space. This embedding is given by explicit formulae. Before writing them out, we introduce an auxiliary notation, which will be useful in what follows. Let $F_{m}(z)$ be a finite or infinite collection of functions of the complex argument $z=u+i v$, possibly not analytic. We put

$$
\begin{equation*}
x_{2 m-1}=\operatorname{Re} F_{m}(z), \quad x_{2 m}=\operatorname{Im} F_{m}(z), \quad m=1, \ldots, p, \tag{5.1}
\end{equation*}
$$

assuming that $x_{j}$ are Cartesian coordinates in $E^{N}, N \geqslant 2 p$.
Bieberbach's construction seems very simple: in (5.1) we take $F_{m}(z)=m^{-1 / 2} z^{m}$, $p=N=\infty$. Calculation shows that as a result when $\rho=|z|<1$ we obtain an embedding in $E^{\infty}$ of the metric $d s^{2}=\left(1-\rho^{2}\right)^{-2}\left(d u^{2}+d v^{2}\right)$, and this, as we know (Alekseevskij, Vinberg and Solodovnikov (1988)), is one of the forms of writing the metric of $L^{2}$. In addition, $x_{1}=u, x_{2}=v,(2.2)$ is satisfied, and the surface is projected one-to-one onto a disc $\rho<1$ of the $x_{1} x_{2}$-plane.

Bieberbach proved that the surface of the form (5.1) that he constructed does not lie in any subspace of finite dimension and has the following interesting property: the whole group of motions is induced on it by motions of the ambient spacc. In the same paper (Bieberbach (1932)) he presented the proof due to

Schmidt of the fact that in $E^{N}(N<\infty)$ on an immersed $L^{2}$ the group of all its motions cannol be induced by motions of $E^{N}$, although it was not known then whether such immersions were possible. In this connection see also Kadomtsev (1978).
5.2. Embedding and Immersion of $L^{p}$ in $\boldsymbol{E}^{\boldsymbol{N}}$. An isometric embedding of $L^{p}$, $p \geqslant 3$, in $E^{\infty}$ was constructed by Blanuša (Blanuša (1953)). The first embeddings of $L^{p}$ in $E^{N}$ for finite $N$ were also constructed by him (Blanuša (1955)). Thus a result of Beltrami was generalized: not only for $p=2$, but also for any $p \geqslant 3$, the geometry of a p-dimensional Lobachevskij space is realized in the form of the intrinsic geometry of some surfaces of Euclidean space of sufficiently large dimension. In Blanuša (1955)

$$
\begin{equation*}
N=6 p-5 \quad \text { for } p \geqslant 3, \quad N=6 \quad \text { for } p=2 \tag{5.2}
\end{equation*}
$$

and the embeddings are $C^{00}$-smooth and given by explicit formulae. We note that the general constructions of Nash and Gromov for an isometric embedding in $E^{N}$ of a non-compact Riemannian manifold $M^{p}$ require dimensions $N=N(p)$ considerably higher than (5.2); see Nash (1956), Gromov and Rokhlin (1970) and Gromov (1987), all in Part I.

We consider the embedding found by Blanuša in detail for $p=2, N=6$, in order to illustrate in this special case the methods that he developed. An important role in his construction is played by two pairs of auxiliary functions. One of them we denote below by $\varphi_{j}=\varphi_{j}(u) \geqslant 0(j=1,2)$; these are $C^{\infty}$-smooth functions. The other one is $\psi_{j}(u)>0$; these are step functions (that is, piecewiseconstant functions).

For what follows it is important that the step functions on parts of constancy for differentiation behave as constants, but in the large on the number axis as $u \rightarrow \pm \infty$ they can increase arbitrarily quickly.

The functions $\varphi_{j}$ are subject to the following conditions: $\varphi_{1}(u)^{2}+\varphi_{2}(u)^{2}=1$ and each of the $\varphi_{j}$ has zeros of infinite order at points of discontinuity of the function $\psi_{j}, j=1,2$. Clearly, $\varphi_{j}$ with such properties can be chosen with great arbitrariness. In addition, we use one auxiliary function $f=f(u) \in C^{\infty}, f>0$, whose concrete form will be stated below and depends on the metric $d s^{2}$ that is to be embedded in $E^{6}$. From these functions we compose the products

$$
\begin{equation*}
g_{j}(u)=\psi_{j}(u)^{-1} \varphi_{j}(u) f(u), \tag{5.3}
\end{equation*}
$$

and the expression $g=\left(g_{1}^{\prime}\right)^{2}+\left(g_{2}^{\prime}\right)^{2}=g(u)>0$.
For fixed $f$ and $\varphi_{j}$ the step functions $\psi_{j}$ are chosen so that

$$
\begin{equation*}
g(u)<1-\varepsilon \quad(\varepsilon>0) \quad \text { when }-\infty<u<+\infty, \tag{5.4}
\end{equation*}
$$

and then in (5.1) we take

$$
\begin{equation*}
F_{m}=g_{m}(u) e^{i v \psi_{m}(u)}, \quad m=1,2 \tag{5.5}
\end{equation*}
$$

and put

$$
\begin{equation*}
x_{5}=\int_{0}^{u} \sqrt{1-g(\tau)} d \tau, \quad x_{6}=u \tag{5.6}
\end{equation*}
$$

Thanks to the fact that the jumps of the step functions $\psi_{j}$ are as it were "cancelled" by the zeros of the functions $\varphi_{j}$, all the $x_{j}(u, v), 1 \leqslant j \leqslant 5$, are continuous here. The additional research in Blanuša (1955) shows that their partial derivatives of all orders are also continuous. The condition (2.2) is ensured on account of (5.4) and (5.6). Thus the resulting surface turns out to be $C^{\infty}$-smooth (but certainly not analytic!), and it is projected one-to-one on the $x_{5} x_{6}$-plane.

Where both the $\psi_{j}$ are constants we have

$$
\begin{equation*}
d s^{2}=d u^{2}+B(u)^{2} d v^{2} \tag{5.7}
\end{equation*}
$$

where $B(u)=\sqrt{1+f(u)^{2}}$. At those points where the $\psi_{j}$ are discontinuous, the metric (5.7) preserves continuity. In particular, if we take $f(u)=$ sh $u$, then the formulae (5.1), (5.5) and (5.6) give a $C^{\infty}$-smooth embedding of $L^{2}$ in $E^{6}$.

By analogy with 2.2 we can assume that here the $x_{5} x_{6}$-plane plays the role of a short embedding, which then undergoes a corrugation. In addition, the range of the dimension of the ambient space enables us to manage with a unique corrugation described by the formulae (5.5) and straight away in all directions at all points with tightening the metric of the short embedding to the necessary value.

In this construction, for a given $B(u) \in C^{n}, n \geqslant 2, B(u) \geqslant 1$, we can take $f(u)-\sqrt{B(u)^{2}-1}$, obtaining $C^{n}$-smooth embeddings of metrics of the form (5.7) in $E^{6}$.

We can modify the construction, substituting $f(u)=B(u)$ in (5.6) and also putting $x_{6}=0$. Then self-intersections arise in the surface, and the dimension of the ambient space is reduced by one. The form of the metric (5.7) is preserved. In particular, in this way, when $f(u)=\operatorname{ch} u$, and also when $f(u)=e^{ \pm u}$, we obtain $C^{\infty}$-smooth immersions of $L^{2}$ in $E^{5}$.

The last construction can be generalized in dimension and gives a $C^{\infty}$-smooth immersion of $L^{p}$ in $E^{N}$ when $N=4 p-3$ (Henke (1981)).

As for embeddings, using Blanuša's methods, his result (5.2) in dimension $N$ when $p>2$ has recently been improved by Azov (Azov (1985)). He established that $L^{p}$ admits a $C^{\infty}$-smooth embedding in $E^{N}$ for

$$
N= \begin{cases}5 p-3 & \text { when } p=2 l+1  \tag{5.8}\\ 5 p-4 & \text { when } p=2 l\end{cases}
$$

It is not known up to now whether we can further improve the result (5.8).
Immersions of domains from $L^{p}$ to $E^{N}$, where $N \geqslant 2 p-1$, have been studied by Aminov; see Aminov (1980), (1983), (1988). He showed (Aminov (1983)) that when $p=3, N=5$ with such immersions there is associated a system of equations that generalizes the equations known in mechanics for the motion of a rigid body with a fixed point, and when $p=4, N=7$ with an immersion there is associated a tensor field (see Aminov (1988)) analogous to the tensor of an electromagnetic field, known in relativistic electrodynamics.

Xavier stated a supposition in Xavier (1985) about the non-immersibility of $L^{p}$ in the large in $E^{2 p-1}$ and in the same paper for some special class of complete Riemannian manifolds of constant negative curvature obtained by factorizing $L^{p}$ he proved their non-immersibility in $E^{2 p-1}$.
5.3. Piecewise-Analytic Immersion of $\boldsymbol{L}^{2}$ in $\boldsymbol{E}^{4}$. We now give up the requirement of smoothness of the surface and consider a somewhat more general problem than in the title of this section: we shall look for an immersion in $E^{4}$ of the metric of a rotation of the form (5.7), assuming that $B(u) \geqslant 0,-\infty<u<$ $+\infty$. The construction presented here is due to Sabitov (Sabitov (1989a)). Following Sabitov (1989a) we take in (5.1) $F_{m}=\rho_{m}(u) e^{i \alpha_{m}(u, v)}, m=1$, 2, putting $\alpha_{m}=\psi_{m}(u) v+\beta_{m}(u)$, where $\psi_{m}$ are step functions, as in Blanuša's method. Putting $d s^{2}$ equal to (5.7), calculated from (5.1), we obtain the system of equations

$$
\left\{\begin{array}{l}
\sum_{k=1}^{2}\left(\left(\rho_{k} \beta_{k}^{\prime}\right)^{2}+\left(\rho_{k}^{\prime}\right)^{2}\right)=1,  \tag{5.9}\\
\sum_{k=1}^{2}\left(\psi_{k} \rho_{k}^{2} \beta_{k}^{\prime}\right)^{2}=0, \quad \sum_{k=1}^{2}\left(\psi_{k} \rho_{k}\right)^{2}=B^{2} .
\end{array}\right.
$$

Here and below derivatives with respect to the argument $u$ are denoted by a prime.

Next we apply an artificial method: we put

$$
\begin{equation*}
\rho_{1}=\frac{1}{\psi_{1}} B \cos \Theta, \quad \rho_{2}=\frac{1}{\psi_{2}} B \sin \Theta \tag{5.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta_{1}^{\prime}=\frac{1}{\psi_{2}} A \sin ^{2} \Theta, \quad \beta_{2}^{\prime}=-\frac{1}{\psi_{1}} A \cos ^{2} \Theta \tag{5.11}
\end{equation*}
$$

where $A=A(u)$ and $\Theta=\Theta(u)$ are new unknown functions. By (5.10) and (5.11) the last two of the equations (5.9) are satisfied identically. For what follows it is convenient to introduce one more auxiliary function:
so that

$$
\begin{equation*}
\Phi(u)=\left(\psi_{1} \psi_{2}\right)^{-2}(A \sin \Theta \cos \Theta)^{2} \tag{5.12}
\end{equation*}
$$

so that

$$
\begin{equation*}
A=\frac{2 \psi_{1} \psi_{2}}{\sin 2 \Theta} \sqrt{\Phi} \tag{5.13}
\end{equation*}
$$

In addition, we put $b=(\ln B)^{\prime}$. Then, taking account of (5.12), the first equation of the system (5.9) takes the form

$$
\Phi(u)=1-\left(b \cos \Theta-\Theta^{\prime} \sin \Theta\right)^{2} \psi_{1}^{-2}-\left(b \sin \Theta+\Theta^{\prime} \cos \Theta\right)^{2} \psi_{2}^{-2}
$$

The subsequent plan of action is as follows. For $\Theta=\Theta(u)$ we take an arbitrary continuous monotonic piecewise-analytic function, specified on the whole axis $-\infty<u<\infty$, admitting discontinuities of the first kind in its first order derivative at those points where $\Theta=m \pi / 2, m$ being an integer. Then we construct step functions $\psi_{k}(u)>0$ so that
the discontinuities of $\psi_{1}(u)$ fall at the zeros of $\cos \Theta(u)$;
the discontinuities of $\psi_{2}(u)$ fall at the zeros of $\sin \Theta(u)$;
as $u \rightarrow \pm \infty$ the functions $\psi_{k}(u)$ increase so rapidly that in (5.14) the inequality $\Phi(u) \geqslant 0$ is guaranteed.
At the points of discontinuity the functions $\psi_{k}(u)$ are defined either by right continuity or by left continuity - for what follows it makes no difference.

After this from (5.10) the functions $\rho_{k}(u)$ are defined uniqucly, and from (5.13) and (5.11) the functions $\beta_{k}(u)$ are defined to within constants of integration; as a result we obtain the unknown immersion. The constants of integration in $\beta_{k}$ in fact turn out as piecewise-constant functions of the argument $u$, but they have no effect on the metric $d s^{2}$. The vector function $r(u, v)$ is continuous, and its $C^{1}$-smoothness is violated only where $\psi_{k}(u)$ or $\Theta^{\prime}$ are discontinuous; everywhere where they are continuous, the condition (2.2) is satisfied when $p=2$. The derivatives $\rho_{k}^{\prime}(u)$ are bounded in each compact part of the $u$-axis. Generally speaking, the derivatives $\beta_{k}^{\prime}(u)$ are unbounded, but in the expression for $r_{v}^{\prime}$ they do not occur, and in $r_{u}^{\prime}$ they occur only in the composition of products

$$
\begin{equation*}
\rho_{1} \beta_{1}^{\prime}=B \sqrt{\Phi} \sin \Theta, \quad \rho_{2} \beta_{2}^{\prime}=-B \sqrt{\Phi} \cos \Theta \tag{5.15}
\end{equation*}
$$

A simple calculation shows that on any finite interval of the $u$-axis the quantities (5.15) are bounded, so $r \in C^{0,1}$. Further investigation shows that on singular curves, which are possible when $\Theta=m \pi / 2$, local homeomorphism of the immersion is also satisfied.
5.4. Some Results on Non-Immersibility in the Multidimensional Case. The Riemannian manifolds considered in this and the following subsection and their immersions arc assumed for simplicity of formulation to be $C^{\infty}$-smooth.
5.4.1. The problem of Hilbert and Cohn-Vossen discussed in 1.4 admits various generalizations under transition to the multidimensional case. First of all, we can pose the question of the smallest dimension $N$ for which in $E^{N}$ an isometric immersion of a complete non-compact Riemannian manifold $\mathfrak{M}^{p}$ is possible, for which at all points in all two-dimensional directions the sectional curvature is negative (such Riemannian spaces under the condition of simple connectedness are an important special case of Hadamard manifolds (see Eberlein (1985) and Shiga (1984)), which requires additionally that it is uniformly separated from zero. A more special problem is to prove for $\mathfrak{M}^{p}=L^{p}$ that $N>2 p-1$ (as Xavier assumed in Xavier (1985), see above at the end of section 5.2). From what was stated above it is obvious that for $L^{p}$ we obtain what is so far only a two-sided estimate of $N(p)$. The lower estimate $N \geqslant 2 p-1$ is based only on local arguments (see Liber (1938), Cartan (1919-1920) and Schur (1886)), and the upper estimate $N \leqslant 4 p-3$ is based on the presentation of concrete immesions (Henke (1981)). A deeper investigation of this problem is a matter for the future, and it is natural to expect that in the case of Hadamard manifolds the unknown $N$ may depend not only on their dimension $p$, but also on other
properties, particularly if on the immersions we impose additional conditions, for example the requirement of saddle-shape; in this connection see Chapter 3 of Part I.

However, we can pose the problem differently: assume that the sectional curvature on $\mathfrak{M}^{p}$ is negative and separted from zero not in all directions but only on certain families of submanifolds on which $\mathfrak{M}^{p}$ is fibered. In this direction there are interesting results. The point is that in Riemannian geometry there are known conditions under which an isometric immersion $F: \mathfrak{M}^{p} \rightarrow E^{N}$ of a Riemannian product

$$
\begin{equation*}
\mathfrak{M}=\mathfrak{M}^{p}=\mathfrak{M}_{0} \times \mathfrak{M}_{1} \times \cdots \times \mathfrak{M}_{l} \tag{5.16}
\end{equation*}
$$

in a Euclidean space $E^{N}$ represents a product of immersions, that is,

$$
\left\{\begin{array}{l}
\mathscr{F}(X)=\mathscr{F}\left(X_{0}, X_{1}, \ldots, X_{l}\right)=\left\{f\left(X_{0}\right), \ldots, f\left(X_{l}\right)\right\} \\
X_{j} \in \mathfrak{M}_{j}, \quad f_{j}: \mathfrak{M}_{j} \rightarrow E^{n_{j}}, \quad N=\sum_{j=0}^{l} n_{j} \tag{5.17}
\end{array}\right.
$$

and $E^{N}$ is the direct sum of its pairwise orthogonal subspaces $E^{n_{j}}$. Therefore under suitable additional requirements on the factors in (5.16) and the dimension $N$ from here we can extract results about non-immersibility, using Theorem B for example (see 1.4).

Let us formulate one of these conditions. Suppose that in the decomposition (5.16):
(A) $\mathfrak{M}_{0}$ is a connected flat Riemannian manifold of dimension $p_{0} \geqslant 0$;
(B) $\mathfrak{M}_{j}, 1 \leqslant j \leqslant l$, are connected Riemannian manifolds of dimension $p_{j} \geqslant 2$ on each of which the set of those of its points where one of the sectional curvatures vanishes does not have interior points in $\mathfrak{M}_{j}$. Then the following result holds.

Theorem (Moore (1976)). If

$$
\begin{equation*}
N=p_{0}+l+\sum_{j=1}^{l} p_{j} \tag{5.18}
\end{equation*}
$$

and conditions (A) and (B) are satisfied, then any isometric immersion of the Riemannian manifold (5.16) in $E^{N}$ represents a product of immersions of the form (5.17).

Corollary. Suppose that the Riemannian space $\mathfrak{M}$ is a product of the form (5.16), and that conditions ( A ) and $(\mathrm{B})$ are satisfied and there is a number $i$, $1 \leqslant i \leqslant l$, such that the dimension $p_{i}=2$, and the two-dimensional factor $\mathfrak{M}_{i}$ is a complete space and its intrinsic metric has negative curvature satisfying the conditions of Theorem $\mathrm{B}(\mathrm{p} .95)$. Then the Riemannian product of $\mathfrak{M}$ in the large is non-immersible in a Euclidean space whose dimension does not exceed the quantity (5.18).

For a proof and other details we refer the reader to the papers Alexander and Maltz (1976) and Moore (1971).
5.4.2. Apart from what we have said, there is another way of generalizing the problem of Hilbert and Cohn-Vossen to the multidimensional case. Namely, as an analogue of the intrinsic Gaussian curvature $K_{\mathrm{int}}$ when $p \geqslant 3$ we can take the Ricci curvature. In this way we obtain the following result.

Theorem (Smyth and Xavier (1987)). Suppose that a complete p-dimensional Riemannian manifold $\mathfrak{M}_{p}$ with negative Ricci curvature is immersed in $E^{N}$ in the form of a hypersurface $(N=p+1)$. Then the upper bound of the Ricci curvature on $\mathfrak{M}^{p}$ is equal to zero
a) if $p=3$, or
b) if $p>3$, and the sectional curvatures on $\mathfrak{P}^{p}$ take not all real values.

In its proof, by the way, the investigation of the properties of the spherical map of the hypersurface under consideration plays an essential role.
5.5. On Closed Surfaces of Negative Curvature. The result about the impossibility in $E^{3}$ of a closed surface of non-positive Gaussian curvature can be generalized in dimension. Namely, we have the following result.

Theorem (Chern and Kuiper). A compact p-dimensional Riemannian manifold of non-positive sectional curvature does not admit an isometric immersion in $E^{2 p-1}$ (Chern and Kuiper (1952)).

Of course, from this and Moore's theorem we can also extract corollaries about the non-immersibility of Riemannian products. The problems connected with further development of the result of Chern and Kuiper are reflected in the surveys Aminov (1982) and Poznyak and Sokolov (1977). Here we return to the case $p=2$. It is known that any compact two-dimensional Riemannian manifold (including one of negative curvature) can be isometrically immersed in $E^{6}$; see Gromov (1987) in Part I. Thus, between the lower and upper estimates for $N$ there remains the interval $4 \leqslant N \leqslant 6$, and the theorem of Chern and Kuiper does not prohibit the existence of two-dimensional closed surfaces of negative intrinsic curvature even in $E^{4}$. Examples show that they really exist there. From a visual point of view their construction seems fairly simple. Regarding $E^{3}$ as a hyperplane in $E^{4}$, we take in $E^{3}$ the surface constructed in 2.1 .8 and shown in Fig. 5a, denoting it by $\mathscr{F}_{1}$. We then take a second copy $\mathscr{F}_{2}$ of the same surface, obtained from $\mathscr{F}_{1}$ by a parallel translation in $E^{4}$ in the direction orthogonal to the original $E^{3}$. We then bend towards each other the narrowed tubes of the surfaces $\mathscr{F}_{1}$ and $\mathscr{F}_{2}$, smoothing the edges arising at their meeting place. After this we cut out on $\mathscr{F}_{1}$ and on $\mathscr{F}_{2}$ the neighbourhoods of their singular points (those wherc $C^{2}$-smoothncss is violated, and the saddle order $m-3$ ). Suitable calculation shows (see Rozendorn (1962)) that the boundaries of the perforations thus formed can also be joined to each other in $E^{4}$ by "tubes" of negative curvaturc. As a result we obtain an unknown closed surface, a topological sphere with seven handles, whose intrinsic metric has negative curvature. The construction can be carried out so that this surface has smoothness $C^{\infty}$. One of the intermediate stages of its construction is shown schematically in Fig. 50. In view


Fig. 50
of the compactness its curvature is separated from zero and the supremum in (1.11) is finite, so its intrinsic metric $d s^{2}$ is a $q$-metric. In this connection Efimov stated the supposition, at present not confirmed but also not disproved, that this surface can be deformed, preserving the sign of its curvature and reducing the value of $q$ to zero, and we obtain in the limit a closed two-dimensional surface situated in $E^{4}$ of constant negative curvature.

## Commentary on the References

The most important steps in setting up and developing the theory of surfaces of negative curvature were taken in the papers Beltrami (1868a), Hilbert (1901), Bieberbach (1932) and Efimov (1964) and are closely connected with the problem of interpreting non-Euclidean geometry.

The methods developed in the study of surfaces of negative curvature have been applied in the theory of mappings (Efimov (1964), Klotz-Milnor (1972), Efimov (1968)) and in the investigation of non-linear hyperbolic partial differential cquations; in this connection see Efimov (1976), Geisberg (1970), Azov (1983), Azov (1984), Brys'ev (1985), Shikin (1980), and also Hartman and Wintner (1952), Bäcklund (1905), Steuerwald (1936), Galeeva and Sokolov (1984a), Gribkov (1977), Kantor (1981), Poznyak (1979), Popov (1989), and Tenenblat and Terng (1980), Terng (1980).

The equation $z_{x y}^{\prime \prime}=\sin z$, which appeared and was first used in the geometrical papers Chebyshëv (1878), Hazzidakis (1879), and Hilbert (1901), turned out to be one of the typical representatives of non-linear equations of mathematical physics (see Barone, Esposito, Magee and Scott (1971)), and many current problems are connected with it. One can become acquainted with them in Barone and Paternò (1982), Enz (1964), Kosevich (1972) and Lamb (1971), and in Barone and Paternó (1982) the reader will find an extensive bibliography.

The theory of surfaces plays a major role in mechanics in the study of the properties and the calculation of thin elastic shells (see Gol'denveizer (1976), Vekua (1982), Pogorelov (1967), and also Gol'denveizer (1979) and Gol'denveizer, Lidskij and Tovstik (1979)). However, the application of specific properties of surfaces of negative Gaussian curvature to these questions is still only in its initial stages (Klabukova (1983)).

In recent years new interesting connections have been revealed between geometrical problems concerned with surfaces of negative curvature and various questions of mechanics and physics. In this connection, see in particular Aminov (1971), Aminov (1983), Aminov (1988), Rozendorn (1980), and Poznyak and Popov (1991).

Despite the fact that in recent decades the theory of surfaces of negative curvature has been significantly developed and has actually become an independent branch of geometry, in the current world literature there is not a single monograph specially devoted to it.

There are the well-known surveys Efimov (1966a) and Poznyak and Shikin (1974). In addition, there are the quite detailed (partly survey) journal articles Efimov (1966b), Klotz-Milnor (1972), Shikin (1975), Eberlein (1979), Hartman and Wintner (1951), and also Rozendorn (1966) in Part I, and the surveys Poznyak (1977a), Poznyak and Shikin (1980) and Poznyak and Shikin (1986) are devoted to various aspects of the problem. Here we can refer to the last chapter of the monograph Bakel'man, Verner and Kantor (1973) in Part I. In addition, a number of questions relating to the geometry of surfaces of negative curvature are elucidated in the surveys Aminov (1982), Poznyak and Sukolov (1977) and Poznyak (1973) in Part I.

The bibliography given below does not cover all journal articles on surfaces of negative curvature. However, it enables us to trace the main directions of this branch of geometry and its interconnections with other branches of mathematics and its applications. The reader can find additional references in the surveys listed here.
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## Preface

The origin of the theory of bendings as one of the basic problems of metrical geometry is associated with the names of Euler, Lagrange, Legendre, Cauchy and Gauss. After it was discovered that on surfaces there is an "intrinsic geometry" that does not depend on the external form of the surface, there naturally arose the question of the possibility of deforming the surface, preserving its intrinsic geometry. Consideration of isometric immersions (or, as we say, realizations) of abstractly given Riemannian metrics also leads to the problem of bendings of surfaces as to some problem about the uniqueness or non uniqueness of an immersion.

In this article we are concerned mainly with local questions of the theory of bendings of two-dimensional surfaces in three-dimensional Euclidean space. The main complication of the problem turns out to be connected with the question of whether the point for which we wish to study the bendings of its neighbourhood is singular. The specific meaning of singular points is well known in many branches of mathematics, and geometry, of course, is no exception - the question is only which points should be regarded as singular, and which are generic points or, in another way, are points of general position. In the problem of bendings of surfaces "in the small", which we consider, the singular points are the so-called flat points, at which the surface has contact with its tangent plane of more than the first order. In complete correspondence with the well-known thought of the great sage Tolstoy "All happy families resemble one another, but each unhappy family is unhappy in its own way" it turns out that in a neighbourhood of points of gencral position all surfaces resemble each other they are all bendable, and the arbitrariness of their bendings, or in other words the character of nonuniqueness of surfaces with a given metric, can be described quite precisely, while in a neighbourhood of flat points the bendability of a surface is in some sense an individual property of it, which depends on many parameters that characterize the behaviour of the surface near the flat point.

In the historical setting of the 20th century the most active period for the study of local questions of the theory of bendings occurred in the 40s. After the comparative "calm" in the 50 s and 60 s , from the beginning of the 70 s there again began to appear papers in which there were proposed new statements and new methods of solving problems of the local theory of bendings. In this survey we attempt to set forth with sufficient completeness the main results involved here, not forgelting to mention unsolved questions.

## §1. Definitions and Terminologies

1.1. A Surface and Its Metric. Since in this article discussions will be conducted only "in the small", in a neighbourhood of a marked point, in the definitions we restrict ourselves to the case of simply-connected surfaces. Furthermore, all surfaces and their deformations will be assumed to be in a sufficiently regular class; each time the precise class of their smoothness will be indicated, but they will all have smoothness at least $C^{1}$.

By a $C^{n \cdot \alpha_{2}}$ smooth, $n \geqslant 1,0 \leqslant \alpha \leqslant 1,\left(C^{\infty}\right.$-smooth and $C^{4}$-smooth or analytic $)$ surface we shall understand a $C^{n, \alpha}$-smooth (respectively, $C^{\infty}$-smooth and $C^{A}$ smooth) map $f$ of the disc $D: u^{2}+v^{2}<R^{2}$ into a three-dimensional Euclidean space $E^{3}$, and we shall assume that $d f \neq 0$, which guarantees the local injectiveness of the map $f$. We shall denote the pair $(D, f)$ defining a surface by one letter $S$; obviously, in our conditions $S$ can be identified locally with $f(D) \subset E^{3}$, that is, we can assume that $S=f(D)$, not forgetting, however, that each point $M \in S$ has coordinates $(x, y, z)$ defined by the map $f$ with components

$$
\begin{equation*}
x=x(u, v), \quad y=y(u, v), \quad z=z(u, v) ; \quad(u, v) \in D \tag{1}
\end{equation*}
$$

The parameters $(u, v)$ ae called the intrinsic coordinates of points of the surface. Curves on $S$ are defined as images of curves in $D$ under the map $f$.

The ambient Euclidean Spacc $E^{3}$ induces on $S$ a rule for measuring the lengths $s=\int \sqrt{d x^{2}+d y^{2}+d z^{2}}$ of curves $x=x(t), y=y(t), z=z(t)$ (here $x(t)=$ $x(u(t), v(t))$ and so on), which leads to the appearance on the disc $D$ of the Riemannian metric

$$
\begin{equation*}
d s^{2}=E d u^{2}+2 F d u d v+G d v^{2} \tag{2}
\end{equation*}
$$

where

$$
\begin{align*}
& E=x_{u}^{2}+y_{u}^{2}+z_{u}^{2} \\
& F=x_{u} x_{v}+y_{u} y_{v}+z_{u} z_{v}  \tag{3}\\
& G=x_{v}^{2}+y_{v}^{2}+z_{v}^{2}
\end{align*}
$$

Having the lengths of curves, we can convert $S$ in a known way to a metric space, taking as the distance between points on $S$ the lower bound of lengths of curves that join these points.
1.2. Isometric Surfaces and Isometric Immersions. Now let $f^{*}: D^{*} \rightarrow E^{3}$ be another surface $S^{*}$ with metric $d s^{* 2}$, where $D^{*}: u^{* 2}+v^{* 2}<R^{* 2}$. We say that the surfaces $S$ and $S^{*}$ are isometric, or that $S^{*}$ is obtained by an isometric transformation of $S$, if there is an isometry $g: S \rightarrow S^{*}$ (as between metric spaces). Obviously, $g$ preserves the lengths of all rectifiable curves, that is, any rectifiable curve $\gamma$ on $S$ must go over, under the isometry $g$, to some curve $\gamma^{*}$ on $S^{*}$ with the same length as $\gamma$ on $S$. In terms of metrics this means that between the discs $D$ and $D^{*}$ there is established a homeomorphism $h=f^{*-1} \circ g \circ f$ that preserves the lengths of curves, measured in the metrics $d s^{2}$ and $d s^{* 2}$ respectively. One comparatively recent result of the theory of isometric maps is that the homeomorphism $h$ is
automatically a diffeomorphism if the metrics $d s^{2}$ and $d s^{* 2}$ are sufficiently regular. Namely, if the coefficients of both metrics belong to the Hölder class $C^{n, x}$, $n \geqslant 0,0 \leqslant \alpha \leqslant 1, n+\alpha \neq 0$ or 1 , then $h \in C^{n+1, \alpha}$; see Reshetnyak (1982), Ch. 6, and Calabi and Hartman (1970).

Consequently, the composition $F=f^{*} \circ h$ enables us to express the coordinates of points on $S^{*}=f^{*}\left(D^{*}\right)$ in terms of functions of $(u, v)$, and points on $S$ and $S^{*}$ that correspond to each other under the isometry $g$ will have identical intrinsic coordinates ( $u, v$ ), and in addition we shall have $d f^{2}=d F^{2}$, that is, isometric surfaces of class $C^{1, \alpha}, \alpha>0$, can be regarded as given by various maps of the form (1) with general metric of the form (2).

This fact naturally leads to another way of approaching the study of isometric maps of surfaces into each other. Suppose that in the disc $D: u^{2}+v^{2}<R^{2}$ there is given a metric (2) with known coefficients $E, F, G$. If a map $f$ of the form (1) defines a surface $S$ on which the metric induced by the space $E^{3}$ coincides with the metric (2) already existing in $D$, that is, the equalities (3) are satisfied, we say that the map $f: D \rightarrow E^{3}$ gives an isometric immersion in $E^{3}$ of the disc $D$ with metric (2), or as we said earlier, the metric (2) is realized in $E^{3}$ (on the surface $S$ ). Hence two isometric surfaces $S$ and $S^{*}$ from the previous discussion are none other than two isometric immersions $f$ and $F$ of the disc $D$ with metric (2).

Remark 1. A homeomorphism $g$ between isometric surfaces $S$ and $S^{*}$ of class $C^{1}$ or between Riemannian manifolds with metric of class $C^{0}$ need not belong to the class $C^{1}$ (but only to the Sobolev class $W_{p}^{1}$ with any $1 \leqslant p \leqslant \infty$, or more simply to the Lipschitz class $C^{0,1}$; see the example in Reshetnyak (1982) and Calabi and Hartman (1970)). Therefore, if $S$ and $S^{*}$ are two $C^{1}$-smooth isometric surfaces, then the establishment of an isometry between them by the equality of intrinsic coordinates, that is, the representation of $S$ and $S^{*}$ as two isometric immersions of one domain in $E^{3}$, say of a disc $D$ with metric (2), can lead to the fact that one of these maps is not of class $C^{1}$ (but its image as before is a $C^{1}$-smooth surface!); similarly there is an observation of Borisov in Zalgaller (1962): a $C^{1}$-smooth surface can be the image of a non- $C^{1}$-smooth isometric immersion of a continuous metric (2). An example of Calabi and Hartman (1970) gives precisely this situation: a certain locally Euclidean continuous metric of the form (2) under a non- $C^{1}$-smooth map $x=x(u, v), y=y(u, v), z=0$ is isometrically immersed in $E^{3}$ by an analytic surface (plane) $S^{*}: z=0$, which can simultaneously be regarded as an immersion $S=S^{*}$ of the metric $d s^{2}=d x^{2}+d y^{2}$. An example with different $S$ and $S^{*}$ can be constructed as follows: the locally Euclidean continuous metric $d s^{* 2}$ in Calabi and Hartman (1970), which cannot be mapped $C^{1}$-smoothly onto the metric $d s^{2}=d x^{2}+d y^{2}$, can be immersed isometrically in $E^{3}$ by a $C^{1}$-smooth map in the form of some surface $S^{*}$ according to Kuiper (Kuiper (1955)). Then $S^{*}$ and $S=(x, y)$-plane are isometric, but the establishment of isometry between them by the equality of intrinsic coordinates leads to violation of $C^{1}$-smoothness of one of the maps that determine $S$ and $S^{*}$ in common coordinates. Consequently, the method frequently encountered in academic literature of reducing isometric surfaces to general
intrinsic coordinates ("isometry by the equality of intrinsic coordinates") holds only in the class of surfaces of smoothness $C^{1, \alpha}, \alpha>0$.

Among surfaces $S^{*}$ isometric to $S$ there are surfaces congruent to $S$, that is, obtainable from $S$ by a motion of it in $E^{3}$ (without the inclusion of a mirror reflection!) and called trivially isometric to $S$. If an isometry between surfaces does not reduce to a motion, then it is called non-trivial, and the corresponding surfaces are called non-trivially isometric. Consequently, non-trivially isometric surfaces are either mirror symmetric or have different external forms but with a common metric.

In order to exclude from consideration surfaces trivially isometric to a given surface $S$, on all surfaces isometric to $S$ we fix the position of some specific point, say the image of the point $(0,0) \in D$, the tangent plane to the surface, and the directions of the tangent vectors to images of the curves $u=0$ and $v=0$ passing through this point. In turn, applying an affine transformation of the plane of intrinsic coordinates and contracting the neighbourhood of the point $(0,0)$ if necessary, we can assume that for coefficients of the form (2) given in $D$ we have $E(0,0)=G(0,0)=1, F(0,0)=0$; such a specification of the metric will be called standard. Then by a choice of the axes $x, y, z$ in $E^{3}$ we can arrange that the equations of $S$ and all the surfaces isometric to it have the form

$$
\begin{align*}
x & =u+o(r), \quad y=v+o(r), \quad z=o(r)  \tag{4}\\
r^{2} & =u^{2}+v^{2} \rightarrow 0
\end{align*}
$$

If the equation of some surface has the form (4), we shall say that the surface is correctly situated. Thus, if two correctly situated surfaces are isometric, then the isometry between them is either identical or non-trivial (just because in the set of correctly situated surfaces two mirror symmetric surfaces have different equations (4), we do not suppose that such surfaces are trivially isometric; if, as is usually done, we suppose they are trivially isometric, then almost every time it will be necessary to make special stipulations or refinements, since in many bending problems mirror symmetric surfaces occur as non-identifiable objects; bearing in mind that such surfaces are usually supposed to be trivially isometric, maybe we ought to use the term "non-triviality in a wide sense of the word").

Thus, the study of a set of non-trivially isometric surfaces reduces to the study of the structure of the set $\mathfrak{M}$ of all correctly situated surfaces with a given standard metric (2) common to them all. Since we are interested only in local questions of isometry, in $\mathfrak{M}$ we can consider the following variants of the introduction of topology.

1) We restrict ourselves to the consideration of a subset of $\mathfrak{M}$ consisting of isometric maps $f$ of the form (4) of the disc $D_{\varepsilon}: u^{2}+v^{2}<\varepsilon^{2} \leqslant R^{2}$ in $E^{3}$ belonging to a given smoothness class $C^{n, \alpha}, C^{\infty}$ or $C^{A}$; such a subset will be denoted by $\mathfrak{M}_{\varepsilon}$, and the topology in it can be introduced differently depending on the specific statement of the problem, for example, starting from the pointwise convergence of maps together with their derivatives up to a certain order, and so on.
2) We can consider the set $\hat{\mathfrak{M}}_{\varepsilon}$ of isometric immersions of a closed disc $\bar{D}_{\varepsilon}$ in $E^{3}$ of a given smoothness class; the topology in $\hat{\mathfrak{M}}_{\varepsilon}$ can be introduced,
for example, as in the set of maps of a compactum, taking account of the corresponding smoothness, of course.
3) In $\mathfrak{M}_{\varepsilon}$ it is natural to introduce the following equivalence relation: two maps $f_{1}$ and $f_{2}$ from $\mathfrak{M}_{\varepsilon}$ are regarded as equivalent, $f_{1} \sim f_{2}$, if there is a disc $D_{\delta}: u^{2}+v^{2}<\delta^{2}, \delta \leqslant \varepsilon$, in which $f_{1}$ and $f_{2}$ coincide identically. The set obtained from $\mathfrak{M}_{\varepsilon}$ by factorization (identification) of elements with respect to a stated equivalence relation is denoted by $\mathfrak{M}_{\varepsilon}^{0}$; the topology in it is induced by the usual rules from the topology in $\mathfrak{M}_{\varepsilon}$ (that is, in $\mathfrak{M}_{\varepsilon}^{0}$ we introduce the so-called factor topology). Speaking differently, $\mathfrak{M}_{\varepsilon}^{0}$ is the set of germs at the point $(0,0)$ of isometric maps $f: D_{\varepsilon} \rightarrow E^{3}$.

In the more general statement of the problem the set $\mathfrak{M}$ consists of all isometric immersions in $E^{3}$ of a neighbourhood of the point $(0,0)$ of $D$, and since this neighbourhood is not fixed in advance, the topology in $\mathfrak{M}$ must be introduced as in the set of germs of maps of the form (4), defined in open neighbourhoods of the point $(0,0)$ and having each time a specifically stated smoothness class. In this topology the set $\mathfrak{M}$ is naturally denoted by $\mathfrak{M}_{0}^{0}$; the structure of the set $\mathfrak{M}$ has not been studied either in the form $\mathscr{M}_{0}^{0}$ or in the form $\mathfrak{M}_{\varepsilon}^{0}$.
1.3. Bendings of Surfaces. If for any $\varepsilon>0$ the set $\mathfrak{M}_{\varepsilon}$ of immersions of a given smoothness class consists only of $S(\varepsilon)$, the restriction of $S$ to $D_{\varepsilon}$ (and its mirror image), we say that the surface $S$ is locally uniquely determined by its metric (in a given smoothness class). If $S(\varepsilon)$ for some $\varepsilon>0$ enters into a linearly connected component $\mathfrak{N}_{\varepsilon}$ of the set $\mathfrak{M}_{\varepsilon}$, we say that $S$ is locally bendable, and any continuous path in $\mathfrak{n}_{\varepsilon}$ beginning in $S(\varepsilon)$ determines a local bending of $S$. Speaking differently, a bending of a surface $S$ is a continuous deformation of it under which the lengths of curves on the surface remain constant. If a deformation of $S$ is symbolically denoted by

$$
S \rightarrow S_{t}
$$

then for bendings the family of surfaces $S_{t}$ is continuous with respect to the deformation parameter $t, t \in[0,1)$, with $S_{0}=S$. Since henceforth it will always be a question of local bendings, that is, bendings of a surface $S(\varepsilon)$ with some small $\varepsilon>0$, henceforth we shall obviously not point to the dependence of $S, \mathfrak{M}$ and $\mathfrak{N}$ on $\varepsilon$.

If the isometric surfaces $S$ and $S^{*}$ belong to one connected component $\mathfrak{N} \subset \mathfrak{M}$, they are called applicable to each other, and the process of application itself can be represented as a bending $S_{t}, t \in[0,1]$, with $S_{0}=S$ and $S_{1}=S^{*}$. If the surface $S$ is applicable either to $S^{*}$ or to $\bar{S}^{*}$, the mirror image of $S^{*}$, we shall say that $S$ is applicable to $S^{*}$ in a wide sense.

Any motion of the surface $S$ in $E^{3}$,

$$
\begin{equation*}
S \rightarrow S_{t}=A(t) S+B(t) \quad \text { (symbolic notation) } \tag{5}
\end{equation*}
$$

where $A(t)$ is an orthogonal matrix (with determinant +1 ) and $B(t)$ is a translation vector depending continuously on $t$ with $A(0)=E, B(0)=0$, determines a bending $S_{t}$, which is called trivial. Obviously, if the bending $S_{t} \neq S$ takes place in a family of correctly situated surfaces, it is necessarily non-trivial. A surface that
admits only trivial bendings is called non-bendable. A connected component of a locally non-bendable surface $S$ in any $\mathfrak{M l}_{\varepsilon}$ consists only of the surface $S$ itself.

Remark 2. Sometimes in the literature the term "bending" is understood to mean any isometric correspondence between two surfaces, and a "bending" in the sense applicable in the given article is used in combination with the word "continuous". We prefer to include the property of continuity in the concept of bending itself as intuitively corresponding to the conventional meaning of the word "bending" not as a mathematical term, but as a word of the living Russian language (as to the terminology in English, see Spivak (1979), Ch. 12).

In the topological terminology a bending of a surface $S=f(D)$ with $f$ : $D \rightarrow E^{3}$ is defined as a homotopy $f_{t}: D \times I \rightarrow E^{3}, t \in I=[0,1]$, of the map $f=f_{0}$ with the condition that every map $f_{t}$ with fixed $t$ is an isometric immersion of $D$ in $E^{3}$. Henceforth on the whole we shall need to be concerned with bendings for which smoothness classes of surfaces involved in the homotopy and the smoothness of the homotopy with respect to the deformation parameter will be essentially different and independent of each other, for example, bendings can take place in the class of analytic surfaces only with continuous dependence of them on a parameter, or vice versa the surfaces themselves can be only $C^{1}$ smooth, and the dependence on the parameter is analytic. Therefore we shall describe the smoothness of bendings in a special notation. Generalizing the definitions of Efimov (1948b), let us agree to say that bendings take place in a smoothness class or bendings have a smoothness class $C_{k ; m}^{n, \alpha}\left(C_{k ; m}^{\infty}\right.$ or $\left.C_{k ; m}^{A}\right)$, where $0 \leqslant k \leqslant n(k<\infty), 0 \leqslant m \leqslant \infty$ or $m=A$, if:

1) a bendable surface $S$ is included in a family of surfaces $S_{t}, t \in T$, where $T$ is some interval $[a, b]$ containing the point $t=0$, for which $S_{0}=S$;
2) each surface $S_{t}$ is a $C^{n, \alpha}\left(C^{\infty}\right.$ or $\left.C^{A}\right)$-smooth isometric immersion $f_{t}$ of the form (4) of some disc $D_{\varepsilon}: u^{2}+v^{2}<\varepsilon^{2}$ in $E^{3}$, all of whose derivatives (when $m \leqslant \infty$ )

$$
\begin{equation*}
\frac{\frac{\partial^{i+j}}{\partial u^{t}} \partial v^{i-l} \partial t^{t}}{}, \quad 0 \leqslant l \leqslant i \leqslant k, \quad 0 \leqslant j \leqslant m \tag{6}
\end{equation*}
$$

are continuous with respect to $(u, v) \in D_{\varepsilon}$ for each fixed $t \in T$ and continuous with respect to $t$ at each fixed point $(u, v) \in D_{\varepsilon}$; when $m=A$ the derivatives in (6) with any $j<\infty$ are continuous with respect to $(u, v) \in D_{\varepsilon}$ for each fixed $t \in T$ and analytic with respect to $t$ at each point $(u, v) \in D_{e}$.

In relation to the set $\mathfrak{M}$ the class of bendings we have introduced has the foilowing meaning: we consider the space $\mathfrak{M}_{\varepsilon}$ of isometric immersions $f: D_{\varepsilon} \rightarrow E^{3}$ of the form (4) and of smoothness $C^{n, \alpha}$ ( $C^{\infty}$ or $C^{A}$ ) with topology of pointwise convergence of position vectors of surfaces and their derivatives up to order $k \leqslant n$, and in this space we seek a path $S_{t}$ of smoothness $C^{m}$, beginning in the surface $S=S_{0}$ or passing through it.

Further, we shall say that bendings have uniform smoothness of class $\hat{C}_{k ; m}^{n, \alpha}$ $\left(\hat{C}_{k ; m}^{\infty}\right.$ or $\left.\hat{C}_{k ; m}^{A}\right), 0 \leqslant k \leqslant n(0 \leqslant k<\infty), 0 \leqslant m \leqslant \infty$ or $m=A$, if

1) the bendable surface $S$ is included in a family of surfaces $S_{t}, t \in T$, where $T$ is an interval $[a, b]$ containing the point $t=0$ for which $S_{0}=S$;
2) each surface $S_{t}$ is a $C^{n, \alpha}\left(C^{\infty}\right.$ or $\left.C^{A}\right)$-smooth isometric immersion $f_{t}$ of the form (4) of the closed disc $\bar{D}_{\varepsilon}: u^{2}+v^{2} \leqslant \varepsilon^{2}<R^{2}$ in $E^{3}$, and all the derivatives (when $m \leqslant \infty$ ) in (6) are continuous with respect to $(u, v)$ for each fixed $t \in T$ and are continuous with respect to $t$ uniformly with respect to $(u, v) \in \bar{D}_{\varepsilon}$; when $m=A$ the derivatives in (6) with any $j<\infty$ are continuous with respect to $(u, v)$ for each fixed $t \in T$ and analytic with respect to $t$ uniformly with respect to $(u, v) \in \bar{D}_{\varepsilon}$, that is, for radii of convergence of series with centre at an arbitrary point $t \in T$ there is a positive lower estimate that does not depend on $(u, v) \in \bar{D}_{\varepsilon}$ (we observe that when we speak of maps $f_{t}$ of class $C^{A}$ of a closed disc $\bar{D}_{\varepsilon}$ in $E^{3}$ we have in mind that the $f_{t}$ are analytic in the open disc $D_{\varepsilon}$ and belong at least to the class $C^{k}$ in $\bar{D}_{\varepsilon}$ ).

In relation to the sct $\mathfrak{M}$ the class of bendings we have introduced has the following meaning: we consider the set $\widehat{\mathfrak{M}}_{\varepsilon}$ of isometric immersions $\bar{D}_{\varepsilon}$ in $E^{3}$ of smoothness $C^{n, \alpha}\left(C^{\infty}\right.$ or $\left.C^{A}\left(D_{\varepsilon}\right) \cap C^{k}\left(\bar{D}_{\varepsilon}\right)\right)$ with topology of uniform convergence in the class $C^{k}\left(\bar{D}_{\varepsilon}\right)$ and in this space we seek a path $S_{t}$ of smoothness $C^{m}$, beginning in $S=S_{0}$ or passing through it.

In certain cases the metric in $\hat{\mathfrak{M}}_{\varepsilon}$ is taken with respect to the norm of the space $C^{k . \beta}\left(\bar{D}_{\varepsilon}\right)$; then bendings of the class $\widehat{C}_{k, \beta ; m}^{q}(q=n, \alpha$ or $\infty$ or $A, 0 \leqslant m \leqslant A)$ will signify that the path $S_{t}$ in $\hat{\mathfrak{M}}_{\varepsilon} \subset C^{q}\left(\bar{D}_{\varepsilon}\right)$ has $C^{m}$-smoothness in the metric $C^{k, \beta}\left(\bar{D}_{\varepsilon}\right)$.

Finally, bendings of the class $C_{A ; A}^{A}$ signify that the maps $f_{t}: D_{\varepsilon} \rightarrow E^{3}$ are analytic as functions of three arguments, and in this case $T$ is assumed to be an open interval.

With some complication of the topology in $\mathfrak{M}_{\varepsilon}$ or in $\hat{\mathfrak{M}}_{\varepsilon}$ we can introduce bendings of the classes $C_{\infty ; m}^{\infty}, C_{x ; m}^{A}$ and so on, $0 \leqslant m \leqslant \infty$ or $m=A$, but we shall not consider such bendings.

Remark 3. In all situations that we know the component $\mathfrak{P}$ is an open set in the sense that a bendable surface $S$ can be included as an internal point in the family of bendings $S_{t},-\delta<t<\delta$, where $S=S_{0}$; speaking differently, in $\mathfrak{N}$ there is a path passing through $S$. It is easy to give examples when bendings of the surface $S$ for $-\delta<t \leqslant 0$ and $0 \leqslant t<\delta$ have different smoothness, but it is not known whether it can happen that any bendings of the given surface $S$ constitute a family $S_{t},-\delta<t<\delta, S=S_{0}$, which is piecewise smooth on the whole with respect to $t$ and smooth separately in $(-\delta, 0]$ and $[0, \delta)$ or there is generally only one path beginning in $S$ so that $S$ is, as it were, an end-point at which there "comes to a stop" any bending of $S_{t}$ for which $S=\lim _{t \rightarrow 0+} S_{t}$; in other words, it is not known whether the set 9 can be homeomorphic in some small neighbourhood of $S$ to the half-segment $[0, \delta)$ or, more generally, whether $S$ can be a boundary point of the set $\mathfrak{N}$ (for polyhedra this situation does not occur; see $\S 9$ ).

Remark 4. The concept of a bending "in the small" can be extended as follows: a surface $S$ is assumed to be included in some family of isometric surfaces $S_{t}$ for which continuity with respect to the parameter $t$ of the maps $f_{t}$ and/or their derivatives up to some order is assumed to occur only at the point $(0,0)$. In this general formulation the bendability of surfaces has not been studied in detail; we
note, however, that some theorems in this formulation are true in Hopf and Schilt (1938), also in Efimov (1948b).
1.4. Infinitesimal Bendings of Surfaces. We now consider deformations of a surface when on it there is admitted a variation of lengths of curves, but this variation in some sense is small in comparison with the variation of spatial distances between points of the surface. Namely, suppose that the deformation has the form

$$
\begin{gather*}
f_{t}=f+t z_{1}+\cdots+t^{n} z_{n}+o\left(t^{n}\right), \quad t \rightarrow 0 \\
f, z_{i} \in C^{1}(D), \quad 1 \leqslant i \leqslant n . \tag{7}
\end{gather*}
$$

We call the deformation (7) an infinitesimal bending of order $n$ of the surface $S$ with position vector $f$ if

$$
\begin{equation*}
d s_{t}^{2}-d s^{2}=d f_{t}^{2}-d f^{2}=o\left(t^{n}\right), \quad t \rightarrow 0 \tag{8}
\end{equation*}
$$

Consequently, for infinitesimal bendings of order $n$ the spatial distances between points of the surface vary, generally speaking, by order $O(t)$, and the lengths of curves on the surface vary by order $o\left(t^{n}\right), t \rightarrow 0$. The vector-valued functions $z_{i}$ that determine the infinitesimal bending (7) will be called fields of infinitesimal bendings of the corresponding order. The smoothness of an infinitesimal bending is defined as the smallest smoothness of the fields $z_{i}(u, v), 1 \leqslant i \leqslant n$.
If in the motion (5) the matrices $A(t)$ and $B(t)$ have derivatives up to order $n$ inclusive at the point $t=0$, then replacing $\Lambda(t)$ and $B(t)$ by their Taylor polynomials of degree $n$ we obtain a deformation of the form (7) for which (8) is satisfied; such infinitesimal bendings, which can be regarded as induced by initial Taylor expansions of some sufficiently smooth motion, are called trivial infinitesimal bendings. Under trivial infinitesimal bendings of order $n$ the spatial distances between points of a surface also vary by order $o\left(t^{n}\right)$. The converse is also true: if under some deformation of the form (7) the spatial distances between points of a surface (not containing a plane domain) vary by order $o\left(t^{n}\right)$, then this deformation can be represented as a Taylor expansion of some motion of smoothness $C^{n}$. Therefore trivial infinitcsimal bendings (7) of order $n$ can be characterized by the condition of varying spatial distances (consequently also lengths of curves on the surface) by order $o\left(t^{n}\right)$. A surface that admits only trivial infinitesimal bendings of order $n$ is called rigid with respect to infinitesimal bendings of order $n$.

An infinitesimal bending (7), non-trivial as a whole, can contain an initial part of a trivial infinitesimal bending of some order less than $n$. In order to exclude from consideration trivial components of infinitesimal bendings, we introduce a certain normalization of them. For this we observe that a composition with the infinitesimal bending (7) of the motion (5) of smoothness $C^{n}$ again leads to a certain infinitesimal bending of order $n$. If in (7) the initial terms up to order $k-1<n$ inclusive represent a trivial infinitesimal bending of order $k-1$, then by applying the corresponding motion to (7) we can arrange that the infinitesimal bending takes the form

$$
\begin{equation*}
f_{t}=f+t^{k} z_{k}+\cdots+t^{n} z_{n}+o\left(t^{n}\right), \quad t \rightarrow 0 \tag{9}
\end{equation*}
$$

of course with $z_{i}$ other than in (7)
If $k-1=n$, then the infinitesimal bending (7) is trivial as a whole and then in (9) we have $f_{t}=f+o\left(t^{n}\right)$. If $k \leqslant n$, then again by applying some motion with matrix of the form $A=E+t^{k} A_{k}+\cdots$ we can arrange that the non-trivial infinitesimal bending (7) has components of the form

$$
z_{i}=o(r), \quad r^{2}=u^{2}+v^{2} \rightarrow 0, \quad k \leqslant i \leqslant n
$$

(that is, in order that the deformed surfaces should also be in correct situation). Conversely, if at the very beginning we assume that in (7) the deformed surfaces are correctly situated, that is, $z_{i}=o(r), r \rightarrow 0$, then $k$ is equal to the number of the first field $z_{i}$ not identically equal to zero.

Thus, normalized infinitesimal bendings of order $n$ have the form (9) with $z_{i}$ of the form $\left(9^{\prime}\right)$. We observe that the definition of a non-trivial infinitesimal bending of order $n$ mentioned here differs from the usually adopted condition of nontriviality in which it is assumed that a deformation begins with a non-trivial field $z_{1}$ (see Efimov (1948a), for example). Therefore, generally speaking, we need some refinements in the definitions. We call the infinitesimal bending (7) $(k, n)$ -non-trivial, $1 \leqslant k \leqslant n$, if it contains a maximal trivial initial part of infinitesimal bendings of order $k-1 \geqslant 0$; the normalized representation of such an infinitesimal bending has the form (9), where the $z_{i}$ have the form ( $9^{\prime}$ ). For a $(k, n)$-nontrivial infinitesimal bending the spatial distances between points of the surface vary by the precise order $O\left(t^{k}\right)$, while distances on the surface vary by order $o\left(t^{n}\right)$ $t \rightarrow 0$. We note that a $(1, n)$-non-trivial infinitesimal bending coincides with a non-trivial (in the sense of Efimov (1948a)) infinitesimal bending of order $n$, and the definition of a $(k, n)$-non-trivial infinitesimal bending given here is close to other versions of the definition of $n$-th order rigidity mentioned in Efimov (1952) in a footnote. The class of deformations defined according to (9) as non-trivial infinitesimal bendings is wider than non-trivial infinitesimal bendings in the "usual" sense; for example, if a surface has $m$ linearly independent fields of infinitesimal bendings of the 1 st order $z_{1}, \ldots, z_{m}$, then the deformation

$$
f_{t}=f+t^{k} z_{1}+\cdots+t^{n} z_{n-k+1}, \quad n<2 k, \quad n \leqslant m+k-1
$$

is an infinitesimal bending of order ( $k, n$ ), but it is not an infinitesimal bending of any high order in the classical sense.

Suppose that in a $(k, m)$-non-trivial infinitesimal bending

$$
\begin{equation*}
f_{t}=f+t^{k} z_{k}+\cdots+t^{n} z_{n}+t^{n+1} z_{n+1}+\cdots+t^{m} z_{m}+o\left(t^{m}\right) \tag{10}
\end{equation*}
$$

the fields $z_{i}, k \leqslant i \leqslant n$, are the same as in (9). We then say that the infinitesimal bending (9) of order ( $k, n$ ) is extended to the infinitesimal bending (10) of order $(k, m)$. Any $(k, n)$-non-trivial infinitesimal bending is an extension of each "truncated" initial ( $k, n^{\prime}$ )-field of it, $k \leqslant n^{\prime}<n$.

Not every field of an infinitesimal bending of some order can be extended to an infinitesimal bending of higher order. In a non-local situation an example of
such an infinitesimal bending is constructed as follows. Suppose that a surface $S$ is a flat plate (membrane) with a fixed boundary, situated on the ( $x, y$ )-plane in the form of a domain $\omega$; then the deformation $f_{t}=(x, y, 0)+t(0,0, h(x, y))$, $\left.h\right|_{\hat{c} \omega}=0$ is an infinitesimal bending of order ( 1,1 ), but there is no infinitesimal bending of order $(1,2)$ of the form

$$
f_{t}=(x, y, 0)+t(0,0, h(x, y))+t^{2}(\xi(x, y), \eta(x, y), \zeta(x, y)) .
$$

In a local setting an example of a non-extendable field of infinitesimal bendings of the 1 st order will be given in $\S 8$.

If a surface is bent in the class $C_{1 ; A}^{1}$, then any initial part of the expansion of the bending $f_{t}$ in a Taylor series with respect to the parameter $t$ is a non-trivial infinitesimal bending of some order $(k, n)$. This fact is one of the motivations for introducing the concept of an infinitesimal bending of order $(k, n)$ : it is naturally required that any initial part of a bending which is analytic in the parameter can be regarded as a deformation that does not preserve but slowly changes the lengths of curves on the surface, and if the expansion of an analytic bending begins with a term $t^{k}, k>1$, then the usual definition of a non-trivial infinitesimal bending does not enable us to consider the part of the expansion from $t^{k}$ to $t^{n}, n>k$, as some non-trivial infinitesimal bending.
1.5. Bendings of Surfaces and the Theory of Elastic Shells. The choice of the term rigidity has a real physical meaning: in the theory of thin elastic shells it has been proved that a rigid surface (relative to infinitesimal bendings of the 1st order) in the above-mentioned geometrical sense represents a stable form of equilibrium of a shell under the action of internal stress forces caused by a given load. For non-rigid surfaces their infinitesimal bendings (of the 1st order) have the following mechanical interpretation: the shifts of a median surface under its infinitesimal bendings represent its virtual movements for the system of external forces, under the action of which in the shell there is realized a momentless stress state of equilibrium, and at least for convex shells the converse is also true: if for a given system of external forces any infinitesimal bending of the median surface can be interpreted as a virtual movement of the shell, admissible under these forces, then under the action of these forces in the shell there is realized a momentless stress state of equilibrium; see the monographs Vekua (1959), Vekua (1982). More clearly this can be represented as follows: a non-rigid surface (closed or with fixed boundary) reacts to an exterior load by the appearance of internal stresses that give to the shell an unstable form of equilibrium. In the mathematical scheme it turns out that a system of equations of momentless stress state of equilibrium of the shell is closely connected with a system of equations of infinitesimal bendings of the median surface of the shell: under one choice of fundamental characteristics of the stress state of a shell and field of infinitesimal bendings these systems coincide, and for other choices of such characteristics the solutions of the corresponding systems are in some sense mutually determined: see Vekua (1959), Vekua (1982) and other references in these books. Isometric deformations of a surface can also be associated with
forms of equilibrium of a thin elastic shell admitted by it under the action of various loads; see Pogorelov (1967), Pogorelov (1986). In particular, a bendable surface represents an unstable form of equilibrium of a shell and under the influence of external loads it changes its form (it is bent), tending to minimize the internal stresses; and if the surface is non-bendable, then under the influence of external loads that exceed some critical value it can sharply "with a flick" change its form, remaining isometric to the original form, but forming, as a rule, an edge contributing to its resistance to the increasing load. Starting from what we have said, in principle one can assert that any theorem on the theory of bendings has some analogue or some interpretation in the theory of elastic shells, at least in the case of convex surfaces.

For shells that have parts of negative curvature or substantial thickness the connections between mechanical and geometrical rigidity are more complicated than for thin convex shells. Some indications of the situations that arise here can be found in Part II of this book by Rozendorn (see p. 105).
1.6. Areal Deformations. Of other questions close to the theory of bendings and infinitesimal bendings we mention the investigation of deformations under which the element of area of a surface either does not vary (the so-called equiareal or $A$-deformations) or varies by order $o\left(t^{n}\right), t \rightarrow 0$, under deformations of the form (7) (the so-called $A$-deformations of the $n$-th order). The class of $A$-deformations is wider than the class of isometric deformations. It turns out, however, that the equations of $A$-deformations of the $n$-th order are closely connected with the equations of infinitesimal bendings of order $(1, n)$.

The papers Boudet (1961) and Vincensini (1962) were apparently the first in which $A$-deformations were defined and studied; for modern results and literature see the survey Sinyukov (1986).

## §2. Statement of Problems

The detailed list of problems of the local theory of bendings would be apparently very impressive, so we restrict ourselves to the enumeration of problems of fundamental character.

1) Does a given surface admit non-trivial isometric transformations?

We shall see that in all known cases a surface has another surface non-trivially isometric to it, so as an addition to 1) there appears the problem:
$1^{\prime}$ ) Is there a surface locally uniquely determined by its metric in a given smoothness class?

Similar questions can be posed for bendings:
2) Does a given surface admit non-trivial bendings?
$2^{\prime}$ ) Is there a locally non-bendable surface?
3) Does a surface admit infinitesimal bendings of given order $(k, n)$ ?
3) Is there a surface that is locally rigid with respect to infinitesimal bendings of a given order $(k, n)$ ?

In 1.2 we saw that in local questions there is sometimes a sense of identifying surfaces that coincide in some neighbourhood of the point under consideration. Then it is natural to pose the following question:
4) Suppose that two isometric immersions $f_{1}: D_{\varepsilon} \rightarrow E^{3}$ and $f_{2}: D_{\varepsilon} \rightarrow E^{3}$ coincide in some disc $D_{\delta} \subset D_{\varepsilon}$. Will they coincide in the whole of $D_{\varepsilon}$ ? In other words, in the notation of 1.2 the question is formulated as follows: do the spaces $\mathfrak{M}_{\varepsilon}$ and $\mathfrak{M}_{\varepsilon}^{0}$ coincide?

Finally, there are questions touching on connections between all deformations of a surface that we have introduced:
5) Suppose that two surfaces are isometric to each other. Are they applicable to each other, or, in other words, do the properties of the two surfaces of being isometric and being applicable to each other coincide?
6) To describe the set of connected components in the set of all isometric transformations of a given surface - is this set finite, and by which characteristics are the surfaces of each component determined?
7) To describe a connected component, or in other words the configuration space of a given surface under all possible bendings of it. In particular, for such surfaces is their configuration space finite-dimensional? See also Remark 3 at the end of 1.3
8) What is the connection between bendings and infinitesimal bendings or between the non-bendability of a surface and its rigidity of order ( $k, n$ )? For example, can a given ( $k, n$ )-non-trivial infinitesimal bending be extended to an infinitesimal bending of higher order $(k, m)$ and, in particular, to a bending analytic with respect to the parameter?

A pair consisting of a surface and the field of its infinitesimal bendings of order $(1,1)$ has a number of interesting properties not of differential but rather of algebraic character: projective invariance, symmetry and so on. We shall therefore formulate this circle of questions separately as:
9) Algebraic properties of fields of infinitesimal bendings.

Answers to all these questions depend on which smoothness class the surfaces under consideration and their deformations belong to; in addition, there emerges the dependence on the behaviour of the curvature of the surface in a neighbourhood of a given point. Therefore the answer to each question is not settled by one theorem, and it is necessary to examine many different cases.

Later in the text the order of presentation is the following: first in $\S 3$ we discuss the questions 8 ) and 9 ), in $\S 6$ questions 4), 5), 6) for the cases of curvature $K>0$ and $K<0$, with a simultaneous positive answer to question 2 ), in $\S 7$ these same questions in a neighbourhood of a point with $K=0$, and in the same place there is information on the question 4 ), and $\S 8$ is devoted to questions of rigidity and/or non-rigidity of surfaces with respect to infinitesimal bendings. The general answer to question 1) is given in the same place as it is formulated, the answer to question $1^{\prime}$ ) in the class $C^{1}$ is negative (see $\S 4$ ), and in smoothness classes $C^{2}$ and higher it is not known.

## §3. Connection Between Bendings and Infinitesimal Bendings of Surfaces

Since a series of results of the theory of bendings is obtained with the use of infinitesimal bendings, we begin with question 8 ) from $\S 2$. In turn, this question requires "works" with a system of equations defining infinitesimal bendings of order ( $k, n$ ).
3.1. General Equations of Infinitesimal Bendings of Arbitrary Order. Representing infinitesimal bendings of order $(k, n)$ in the form of a deformation

$$
f_{t}=f+2 t^{k} z_{k}+\cdots+2 t^{n} z_{n}
$$

we have the following equations from condition (8):

$$
\begin{gathered}
d f d z_{k}=0, \\
d f d z_{k+1}=0, \\
\cdots \cdots \\
d f d z_{2 k-1}=0 \\
d f d z_{2 k}+d z_{k}^{2}=0, \\
d f d z_{2 k+1}+2 d z_{k} d z_{k+1}=0, \\
\cdots \cdots \cdots \cdots \\
d f d z_{2 i}+2 d z_{k} d z_{2 i-k}+\cdots+2 d z_{i-1} d z_{i+1}+d z_{i}^{2}=0, \\
d f d z_{2 i+1}+2 d z_{k} d z_{2 i-k+1}+\cdots+2 d z_{i} d z_{i+1}=0,
\end{gathered}
$$

$$
(2 i \text { and } 2 i+1 \leqslant n)
$$

This system can be replaced by the following: there are vectors $y_{i}(u, v)$ such that

$$
\begin{gather*}
d z_{k}-\left[y_{k} \times d f\right], \quad \text { (vcctor product) } \\
d z_{k+1}=\left[y_{k+1} \times d f\right], \\
\cdots \cdots \\
d z_{2 k-1}=\left[y_{2 k-1} \times d f\right], \\
d z_{2 k}=\left[y_{2 k} \times d f\right]+\left[y_{k} \times d z_{k}\right] \\
\cdots \cdots \cdots \cdots+\left[y_{2 i-k} \times d z_{k}\right], \\
d z_{2 i}=\left[y_{2 i} \times d f\right]+\left[y_{k} \times d z_{2 i-k}\right]+\cdots+\left[y_{2 i+1-k} \times d z_{k}\right],
\end{gather*}
$$

Hence it follows in particular that trivial infinitesimal bendings of order $(k, n)$ have the form (we regard the point $(0,0,0)$ as fixed)

$$
z_{i}=\left[y_{i} \times f\right], \quad k \leqslant i<2 k, \quad z_{i}=\left[y_{i} \times f\right]+\sum_{j-k}^{i-k}\left[y_{j} \times z_{i-j}\right], \quad 2 k \leqslant i \leqslant n
$$

where $y_{j}$ are constant vectors, $k \leqslant j \leqslant n$.

### 3.2. Transition from Infinitesimal Bendings of High Order to Infinitesimal

Bendings of Low Order. This question, in this or a different form, was discussed long ago and by Cohn-Vossen (Cohn-Vossen (1936)), for example, it was formulated as the question of the relation between non-bendability and infinitesimal rigidity.

The meaning of the general answer to the question is that if we do not make the smoothness class of deformations more precise, then these properties of surfaces are different, generally speaking - there are surfaces that are nonbendable but non-infinitesimally rigid, and bendable but infinitesimally rigid. But nevertheless between them there are very close general interconnections; the staring point for searches of such connections is the following observation: the initial speed of a smooth (with respect to $t$ ) bending can be interpreted as the field of an infinitesimal bending of the 1 st order. In fact, if $d f_{t}^{2}=d f^{2}$, then $\frac{d}{d t}\left(d f_{t}^{2}\right)=0$, in particular, when $t=0$ we have $2 d f d z=0$, where $z=\frac{d}{d t}\left(f_{t}\right)$, $t=0$. Consequently, infinitesimal bendings appear as the result of "linearization" of the problem of determining bendings, which is essentially a non-linear problem. However, here there is a certain complication, which consists in the fact that the infinitesimal bending determined by the field $z=f_{t}^{\prime}(0)$ can be trivial. Nevertheless, under very general assumptions, with bendings we can associate a certain non-trivial infinitesimal bending of the 1 st and even the 2 nd order.

Theorem 3.1 (compare Efimov (1948a), p. 121). Suppose that the surface $S$ admits a non-trivial infinitesimal bending $\left(9^{\prime \prime}\right)$ of order $(k, n), k>1$. Then it admits non-trivial infinitesimal bendings of order $(1,1)$, and when $n \geqslant 2 k$, of order $(1,2)$, of the same smoothness as the fields $z_{k}$ and $z_{2 k}$ in $\left(9^{\prime \prime}\right)$. This is true if $S$ admits a bending analytic with respect to the parameter $t$.

The proof is short and so we give it. By hypothesis, there is a deformation ( $9^{\prime \prime}$ ) that is an infinitesimal bending of order ( $k, n$ ), and the fields $z_{i}, k \leqslant i \leqslant n$, satisfy the equations (11). If a deformation is a bending of at least class $C_{1 ; A}^{1}$, then the initial part of the expansion of this deformation in the degrees of $t$ also satisfies the same equations (11). Among them we have two equations

$$
\begin{aligned}
d f d z_{k} & =0, \\
d f d z_{2 k}+d z_{k}^{2} & =0 \quad(\text { when } n \geqslant 2 k),
\end{aligned}
$$

of which it is clear that the deformations

$$
f_{\tau}=f+2 \tau z_{k} \quad \text { and } \quad f_{\tau}=\int+2 \tau z_{k}+2 \tau^{2} z_{2 k}
$$

give respectively infinitesimal bendings of the order $(1,1)$ and $(1,2)$ of smoothness asserted in the theorem.

Corollary 3.2. If a surface $S \in C^{1}$ has $C^{1}$-rigidity of the 1 st or 2 nd order, then it is non-bendable in the class of $C_{1 ; 1}^{1}$-smooth deformations (that is, in the class of $C^{1}$-smooth surfaces with analytic dependence on $t$ of the first derivatives of the position vector of the surface) and is rigid with respect to $C^{1}$-smooth infinitesimal bendings of any order $(k, n), k \geqslant 1$, or of order $(k, n), n \geqslant 2 k \geqslant 2$, respectively.

Thus we can say that between bendings and infinitesimal bendings of the 1 st and 2 nd orders some connection is established. Let us go over to infinitesimal bendings of higher order. The unconditional influence of analytic bendability or non-rigidity of high order $(k, n), 1<k<n$, on the availability of non-rigidity of order ( $l, m$ ), $1<l<k, m<n$, has not been established up to now. Of course, there are trivial cases when, say, the initial degrees in the expansion of the deformation $f$ with respect to $t$ are proportional to one number:

$$
\begin{aligned}
f_{t} & =f+t^{k_{1}} z_{1}+\cdots+t^{k_{n}} z_{n}+\cdots \\
k_{1} & =p l_{1}, \ldots, k_{n}=p l_{n}, \ldots
\end{aligned}
$$

then the substitution $\tau=t^{p}$ gives a representation of the same deformation in the form $f_{\tau}=f+\tau^{l_{i}} z_{1}+\cdots+\tau^{l_{n}} z_{n}$, that is, as an infinitesimal bending of order $\left(l_{1}, l_{n}\right)$. In the general casc, gencrally speaking, the statement of the problem requires a substantial refinement, since several versions of the original information and the required answer are possible. For example, suppose that for a surface there is known the existence of a non-trivial infinitesimal bending of a given high order ( $k, n$ ) (or an analytic bending); we need to investigate the non-rigidity with respect to infinitesimal bendings of low orders, and for the required fields of infinitesimal bendings of low orders we can require or cstablish only the fact of their existence ("qualitative" statement of the question) or it is necessary to find these fields, indicating methods for constructing them depending or conversely not depending on the specific form of the original field of infinitesimal bendings of high order ("quantitative" or "constructive" statement of the problem). In the latter case we can make the following assertion (see Sabitov (1987)), which is a generalization of a result of Efimov in Efimov (1952)

Theorem 3.3. Suppose that all the $C^{1}$-smooth infinitesimal bendings of the 1 st order of a non-planar $C^{1}$-smooth surface $S$ are parallel to one field of infinitesimal bendings $z_{1}^{0}$ and that $S$ admits bendings of class $C_{1 ; A}^{n}$ with some $n, 1 \leqslant n \leqslant A$. Then $S$ has $C^{n}$-non-rigidity of any order $(1, m)$. This is still true if $S$ admits $C^{n}$-smooth infinitesimal bendings of order $(k, l)$, where $k>1, k m<l$.

The idea of the proof consists in introducing a new parameter with respect to which the initial part of a given deformation $f_{t}$ can be represented as an infinitesimal bending of order $(1, m)$, and for the field $z_{1}$ we take the first (by order) derivative of $f_{t}$ with respect to $t$ that is non-zero at the point $t=0$.

We see that in the general case the field $z=z(u, v)$ that determines a nontrivial infinitesimal bending of the 1 st order does not have to be the field of initial
speeds of some bending that generates it. Moreover, if we are given some bending field without the assumption that it is analytic with respect to the parameter, then in the general case it is impossible to connect with it some field of an infinitesimal bending: 1) for example, all smooth surfaces are bendable in the class of $C^{1}$-smooth surfaces (see $\S 4$ ), but there are examples of $C^{\infty}$-smooth surfaces that are rigid with respect to $C^{1}$-smooth infinitesimal bendings of the 1st order, see Sabitov (1973); 2) for surfaces of positive curvature and any smoothness $C^{q}, 3 \leqslant q \leqslant A$, we can find a bending of smoothness $C_{p ; \infty}^{q}, p \leqslant q$, that is not the extension of any infinitesimal bending of order ( $k, n$ ); for an example see Klimentov (1984) (but of course there are infinitesimal bendings of any order that are in no way connected with the given bending).

Nevertheless we can state some connection of a general form between the bendability of a surface and its non-rigidity of order $(1, m)$ in the form of the following assertion.

Theorem 3.4. Suppose that a surface $S \in C^{n}, 1 \leqslant n \leqslant A$, admits non-trivial bendings $S_{t}$ in the smoothness class $C_{l ; m}^{k}, 1 \leqslant m \leqslant \infty, l \leqslant k \leqslant n, l<\infty$. Then in the family of isometric surfaces $S_{t}, 0 \leqslant t \leqslant 1$, arbitrarily close to $S=S_{0}$ there is a surface that admits non-trivial $C^{l}$-smooth infinitesimal bendings of order $(1, m)$.

We give the proof that we need for future discussion. If the surfaces $S_{t}: f_{t}=$ $f+U(u, v ; t)$ in correct situation are obtained by a bending of the surface $S_{0}: f_{0}=f$, then the field $z(u, v ; \tau)=U(u, v ; t)-U\left(u, v ; t_{0}\right), \tau=t-t_{0}$, gives a bending of the surface $S_{t_{0}}$. Since $\left.\frac{\partial U}{\partial t}\right|_{t=t_{0}}$ cannot be identically equal to zero (with respect to $u, v$ ) for all $t_{0}$ close to $t=0$, there is a value $t=t_{0}$ arbitrarily close to $t=0$ for which $\left.\frac{\partial z}{\partial \tau}\right|_{\mathrm{t}=0} \neq 0$. Hence the segment of the Taylor polynomial of the field $z \in C^{l}(u, v)$ with respect to $\tau$ from $\tau$ to $\tau^{m}$ is a non-trivial infinitesimal bending of order $(1, m)$ for $S_{t_{0}}$.

From the reasoning above we can observe that bendings of surfaces take place "in the main" in the set $\mathfrak{R}$ of non-rigid surfaces with the field of an infinitesimal bending $z_{t}=\frac{\partial f_{t}(u, v ; t)}{\partial t}$. Consequently, we can regard the trajectory $S_{\mathrm{t}}$ of an isometric $C_{1 ; 1}^{1}$-smooth deformation of the surface $S_{0}$ as an integral curve of the "vector" field of infinitesimal bendings $z(S)$ defined at each point $S \in \Re$ (the surface $S_{0}$ itself may not occur in $\mathfrak{R}$ or it may be that $z_{0}=0$ ).

Here it is relevant to set up the converse question: given some trajectory in $\mathfrak{R}$ beginning at $S_{0} \in \mathfrak{M}$; in which case is it a bending of the surface $S_{0}$ ? The answer is as follows: suppose that the family $f_{t}=f+F(u, v ; t) \in C_{1 ; 1}^{1}$ consists of nonrigid surfaces so that there is a field $z_{t}$ with $d f_{t} d z_{t}=0$; then in order that the deformation $f_{t}$ should be a bending it is sufficient that $z_{t}=\frac{\partial F}{\partial t}$ and this condition is necessary if $f_{t}$ has a unique field of an infinitesimal bending of the 1 st order (here this is most likely, and is the first cause of the condition of finiteness of the
number of fields of an infinitesimal bending of the 1 st order, which ensures that their surfaces of rotation are non-rigid of the 2 nd order; see Poznyak (1959)).

Thus, by Theorem 3.4 we can say that if a surface $S$ is bent in the class $C_{1 ; m}^{k}$, $m \geqslant 1$, then it is either non-rigid or the limit of non-rigid surfaces $S_{t}$. In the case of the presence of an analytic bending (with respect to the parameter) the surface is necessarily non-rigid; apparently a more general fact is true: a surface that admits $C_{1: 1}^{1}$-smooth bendings is non-rigid with respect to infinitesimal bendings of the 1st order, although the field of its non-trivial infinitesimal bendings is not necessarily the initial speed of the given bending.

As to the influence of non-bendability of a surface "in the small" on its rigidity of some order, here there is not one result known to us. In this connection we mention that the proof, which is available for polyhedra, of the assertion that from the non-bendability of a polyhedron there follows its rigidity of some order $(k, n)$, see $\S 9$, cannot be extended to smooth surfaces, since the problem of investigating the rigidity of a polyhedron reduces to the solution of some linear algebraic system, and in the smooth (analytic!) case, although we can represent the corresponding system of differential equations formally in the form of an analytic functional equation, all the same there remains the problem of the feasibility of differential relations between the components of the solution obtained in the form of a formal power series.
3.3. Transition from Infinitesimal Bendings of Low Order to Infinitesimal Bendings of High Order. There is no simple answer to the possibility of extending infinitesimal bendings of low order to infinitesimal bendings of higher order in the general case - there are examples where a surface locally has a field of an infinitesimal bending of the 1st order that is not extendable to an infinitesimal bending of the 2 nd order, see Sabitov (1979a) (consequently, it is not extendable to an infinitesimal bending of any high order, in particular, to an analytic bending with respect to the parameter), and conversely, there are surfaces for which each non-trivial infinitesimal bending of any order $(1, n)$ can be extended to an infinitesimal bending of any order $(1, m), m>n$, and even into an analytic bending with respect to the parameter. This assertion holds for surfaces of positive curvature and it has been proved in an article of Isanov (Isanov (1977)) for surfaces and deformations of class $C^{l, \alpha}, l \geqslant 2$, in the case $n=1$. For another version of the proof, for any $n$, see Klimentov (1984); the method of this paper of Klimentov gives an example of the use of a representation of a family $S_{t}$ of bendings as "curves" touching fields of infinitesimal bendings at each point $S_{t}$ : infinitesimal bendings are regarded in Klimentov (1984) as jets of a map that assigns a bending of the surface $S$.
3.4. Algebraic Properties of Fields of Infinitesimal Bendings of the 1st Order. Besides properties that depend on the specific form of a surface, infinitesimal bendings have a series of properties of algebraic geometry nature, valid
for infinitesimal bendings of all surfaces and based on formal operations over fields of infinitesimal bendings.
3.4.1. Darboux Surfaces. The field $z_{1}$ of an infinitesimal bending of the 1 st order of a surface $F_{1}$ with position vector $f_{1}: D \rightarrow E^{3}$ satisfies the equation

$$
\begin{equation*}
d f_{1} d z_{1}=0 \tag{12}
\end{equation*}
$$

The equation (12) is symmetric with respect to $f_{1}$ and $z_{1}$ : we can assume that the field $f_{1}$ determines an infinitesimal bending of a surface $Z_{1}$ with position vector $z_{1}: D \rightarrow E^{3}$, called the diagram of bendings. This symmetry between $F_{1}$ and $Z_{1}$ leads to an unusually elegant construction known by the name of Darboux wreath; see Darboux (1986), Ch. 3.

First of all, having the condition (12), we can show that there is a field $z_{2}(x, y)$ such that

$$
d z_{1}=\left[z_{2} \times d f_{1}\right] .
$$

The field $z_{2}$ is called the rotation field for the field of infinitesimal bendings $z_{1}$, and the surface $Z_{2}$ with position vector $z_{2}: D \rightarrow E^{3}$ is called the diagram of rotations.

We now construct the field $f_{2}=z_{1}-\left[z_{2} \times f_{1}\right]$. It is easy to verify that $d f_{2} d z_{2}=0$, so by analogy with (12) there is a field $z_{3}$ such that

$$
d z_{2}=\left[z_{3} \times d f_{2}\right]
$$

We again construct the field $f_{3}=z_{2}-\left[z_{3} \times f_{2}\right]$, and so on. Extending this process by the formulae

$$
d z_{i} d f_{i}=0, \quad d z_{i}=\left[z_{i+1} \times d f_{i}\right], \quad f_{i+1}=z_{i}-\left[z_{i+1} \times f_{i}\right]
$$

we discover that $z_{7}=z_{1}, f_{7}=f_{1}$ ! Fig. 1 shows schematically the connections between the resulting 12 Darboux surfaces $F_{i}$ and $Z_{i}$ with the position vectors $f_{i}$
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and $z_{i}$ respectively, $1 \leqslant i \leqslant 6$. The arrows between $F_{i}$ and $Z_{i}$ show their equal status, since $d f_{i} d z_{i}=0$ and each surface determines the field of infinitesimal bendings of the other. The arrow from $Z_{i}$ to $Z_{i+1}$ shows that $Z_{i+1}$ is the diagram of rotations for $Z_{i}$, regarded as the diagram of bendings for $F_{i}$; the arrow from $F_{i}$ to $F_{i-1}$ shows that $F_{i-1}$ is the diagram of rotations for $F_{i}$, regarded as the diagram of bendings for $Z_{i}$.

Apart from the relations just mentioned, between Darboux surfaces there is still a series of algebraic geometry conncctions, for example, the surfaces $F_{i}$ and $Z_{i+2}$ are in polar correspondence, $F_{i}$ and $Z_{i+1}$ have parallel tangent planes at corresponding points; for these and other connections see Voitsekhovskij (1979) and the literature mentioned there.

Differential geometry properties of Darboux surfaces depend mainly on the sign of the curvature of the original bendable surface $F_{1}$; they have been studied in detail only for the case when $F_{1}$ has positive curvature; sce Sabitov (1965a), Sabitov (1965b). The diagram of rotations turned out to be more interesting and useful; by means of it two shorter proofs of the rigidity of regular ovaloids (closed surfaces of positive curvature) were given. We give one of them: we first cstablish that the diagram of rotations at an internal point does not have locally supporting planes (see Sabitov (1965a)), but for a closed surface $Z_{2}$ there must be a supporting plane - a contradiction!

In Sabitov (1965a) and Sabitov (1965b) there is a series of other tests for rigidity of surfaces of positive curvature, based on local properties of the Darboux surfaces $Z_{1}, Z_{2}$ and so on; see also Kann (1970).

The diagram of rotations for infinitesimal bendings of domains on a sphere represents a minimal surface, and conversely, with each minimal surface we can associate some infinitesimal bending of a spherical domain. This fact was already known to Liebmann in 1919; for a new proof and details see Sabitov (1967). In the general case of surfaces of positive curvature the diagrams of rotation for their infinitesimal bendings represent surfaces of negative curvature with isolated branch points; these surfaces, associated by W. Süsse in the 20 s and 30 s with so-called relative minimal surfaces, have many properties in common with minimal surfaces, and they give an excellent real example of immersions with branches, studied in Gulliver, Osserman and Royden (1973).
3.4.2. Projective Invariance of Infinitesimal Bendings. The property of projective invariance of infinitesimal bendings is that under projective transformations of space a non-rigid surface goes over to a non-rigid surface, and the field of infinitesimal bendings of the 1 st order of the transformed surface is obtained explicitly in terms of the field of infinitesimal bendings of the 1st order of the original surface. The proof of this assertion, which is known as the DarbouxSauer theorem (Darboux (1896), Sauer (1935)), is obtained as the composition of the following two easily verifiable relations (see Yanenko (1954) also for the multidimensional case):

1) if the transformation of space is affine:

$$
\begin{equation*}
\tilde{X}=X A+B, \quad X=\left(x_{1}, x_{2}, x_{3}\right), \quad \tilde{X}=\left(\tilde{x}_{1}, \tilde{x}_{2}, \tilde{x}_{3}\right) \tag{13}
\end{equation*}
$$

and $S$ is a non-rigid surface with a field of infinitesimal bending of the 1 st order

$$
Z=\left(\begin{array}{l}
z_{1} \\
z_{2} \\
z_{3}
\end{array}\right)
$$

then after the transformation (13) $S$ goes over to some surface $\tilde{S}$ with a field of infinitesimal bending

$$
\tilde{Z}=A^{-1} Z
$$

2) if the transformation of space is projective of special form

$$
\begin{equation*}
\tilde{x}_{1}=\frac{x_{1}}{x_{3}}, \quad \tilde{x}_{2}=\frac{x_{2}}{x_{3}}, \quad \tilde{x}_{3}=\frac{1}{x_{3}} \tag{14}
\end{equation*}
$$

then after the transfomation (14) the non-rigid surface $S$ goes over to a surface $\tilde{S}$ with a field of infinitesimal bending

$$
\tilde{z}_{1}=\frac{z_{1}}{x_{3}}, \quad \tilde{z}_{2}=\frac{z_{2}}{x_{3}}, \quad \tilde{z}_{3}=-\frac{x_{1} z_{1}+x_{2} z_{2}+x_{3} z_{3}}{x_{3}} .
$$

The main applications of the property of projective invariance of infinitesimal bendings are known not in the local but the global theory, and they consist of the following.

1) Many properties of infinitesimal bendings of the 1 st order are true on surfaces of the form $z=f(x, y)$, that is, projected one-to-one onto some plane, and are untrue without this property; for the use of such properties the application of a projective transformation of the form (14) enables us to transfer a closed surface $S$ to an infinite surface $\tilde{S}$ of the form $z=f(x, y)$, and then, obtaining the corresponding information for $\tilde{S}$, we can make deductions about infinitesimal bendings of the original surface $S$. In such a way there were obtained, for example, proofs of the infinitesimal rigidity of closed convex surfaces: regular and of strictly positive curvature in Vekua (1959), with isolated zeros of the curvature in Kann (1970), and the general case in Pogorelov (1969). In the same way, assertions about infinitesimal bendings, true with respect to surfaces of the form $z=f(x, y)$, were carried over to surfaces that are star-shaped with respect to some point separated from the surface by a plane.
2) In boundary-value problems conditions of a relation of infinitesimal bendings with respect to a point by a projective transformation can be carried over to conditions of a connection with respect to a plane, or conversely.

The extension of the results of these two sections to infinitesimal bendings of order ( $k, n$ ), $1<k<n<2 k$, is obvious. For an infinitesimal bending of order $(k, n), n \geqslant 2 k$, we see from (11') that there are fields $y_{1}, y_{2}$ and so on that are analogues of rotation fields, but it is not known which fields can be connected with them to obtain an analogue of the Darboux wreath.

Under projective transformations there naturally takes place a corresponding change of Darboux surfaces; for the algebraic geometry interconnections between Darboux surfaces that arise here see Bol (1955) and Sauer (1948).
3.4.3. Algebraic Properties of the Set of Solutions of Equations of Infinitesimal Bendings. The definition of infinitesimal bendings of order $(k, n)$ in 1.4 relies on the representation of a deformation of a surface in the form (9); we call the vector functions $z_{k}(u, v), \ldots, z_{n}(u, v)$ fields defining the given infinitesimal bending. If we make a substitution of the parameter $t=t(\tau) \in C^{n}$ with

$$
t=a_{1} \tau+a_{2} \tau^{2}+\cdots+a_{n} \tau^{n}+o\left(\tau^{n}\right), \quad a_{1} \neq 0
$$

then with respect to $\tau$ the deformation (9) takes the form

$$
\tilde{f}_{\tau}=f+\tau^{k} \tilde{z}_{k}+\cdots+\tau^{n} \tilde{z}_{n}+o\left(\tau^{n}\right), \quad \tau \rightarrow 0
$$

This deformation is also an infinitesimal bending of order $(k, n)$, however the vector functions that determine it are now different:

$$
\begin{align*}
& \tilde{z}_{k}=u_{1}^{k} z_{k}, \quad \tilde{z}_{k+1}=k a_{2} a_{1}^{k-1} z_{k}+a_{1}^{k+1} z_{k+1}, \cdots, \\
& \tilde{z}_{n}=u_{1}^{n} z_{n}+p_{n-1, n} z_{n-1}+\cdots+p_{k, n} z_{k} \tag{15}
\end{align*}
$$

where $p_{i, j}$ are certain numerical coefficients. Obviously we need to assume that the deformations $f_{t}$ and $\tilde{f}_{\tau}$ determine the same infinitesimal bending. This identification means that in the correspondence between solutions of the system (11) and the infinitesimal bendings determined by them we also need to introduce necessary refinements, namely, in the set of solutions of the system (11) we need to introduce the condition of equivalence of solutions. So far, from the representation of the fields $\tilde{z}_{i}$ in terms of $z_{i}$ it follows that if we know some solution $\left(z_{k}, \ldots, z_{n}\right)$ of the system (11), then there is a collection of functions $\left(\tilde{z}_{k}, \ldots, \tilde{z}_{n}\right)$ expressible linearly in terms of $z_{k}, \ldots, z_{n}$ by the formulae (15), which is also a solution of the system (11) and gives an infinitesimal bending equivalent to the infinitesimal bending determined by the fields $z_{k}, \ldots, z_{n}$. Starting from this, it is natural to raise the following questions:

1) Let $z^{0}=\left(z_{k}^{0}, \ldots, z_{n}^{0}\right)$ be a solution of the system (11). Which are the linear transformations $A$ for which $A z^{0}$ is also a solution of the system (11)?
2) When do the two solutions $\left(z_{k}^{(1)}, \ldots, z_{n}^{(1)}\right)$ and $\left(z_{k}^{(2)}, \ldots, z_{n}^{(2)}\right)$ of the system (11) determine one infinitesimal bending in the sense described above?
3) From the solution $z=\left(z_{k}, \ldots, z_{n}\right)$ of the system (11) can we "construct" by some linear transformation $A z$ a field $\left(z_{l}, \ldots, z_{m}\right)$ that determines an infinitesimal bending of order $(l, m), l<k$ ?

All these questions are still unsolved. The discussion of Theorem 3.4 shows that the properties of the set of solutions of the system (11) depend essentially on whether the field of infinitesimal bendings of the 1 st order is unique or not. In particular, on this there depends the uniqueness of an extension of infinitesimal bendings of low orders to infinitesimal bendings of high order.

## §4. Bendings of Surfaces in the Class $C^{1}$

One of the unexpected discoveries in the theory of immersions of metrics and bendings of surfaces was the establishment of the fact that any metric (2) with continuous coefficients is isometrically immersed in $E^{3}$ in the form of a $C^{1}$ smooth surface and the freedom of the immersions is such that they constitute a $C_{1 ; 0}^{1}$-smooth family; quite astonishing here was the bendability in the class $C_{1 ; 0}^{1}$ of analytic surfaces "in the large", for example spheres, even without preserving the orientation: Gromov and Rokhlin (1970), Kuiper (1955), Nash (1954).

Subsequently in the paper Borisov (1965) the following extension of the smoothness class of bendings was proposed: an analytic surface of positive curvature that is homeomorphic to a disc is bendable in the class $C_{1: 0}^{1 . \alpha}$ with $\alpha<1 / 7$ and there the hypothesis was stated that this is true with $\alpha<1 / 5$. Of course, in the process of such a bending, on the surfaces we lose well-known classical connections between extrinsic and intrinsic geometry, for example, although these surfaces have positive intrinsic curvature, nevertheless at any point they are not locally convex. In the same way, we can bend a plane in a family of surfaces of smoothness $C_{1 ; 0}^{1, \alpha}, \alpha<1 / 7$, and the resulting surfaces of intrinsic curvature $K=0$ will not contain rectilinear generators. However, the possibility of the existence of a surface isometric to a plane but not containing rectilinear generators was established by Lebesgue (Lebesgue (1902)), but the surfaces there were only smooth almost everywhere.

But we should say that here there are no sufficiently simple descriptive or analytic representations of such surfaces (like, say, for continuous but nowhere differentiable curves), and so it was interesting to study algorithmic approaches to the construction or description of such surfaces (with the possible use of a computer).

The best estimate of the values of those $\alpha$ under which bendability "in the small" exists for any surface of classical smoothness $C^{n}, 2 \leqslant n \leqslant A$, is not known to the author, but it is known (Borisov (1965)) that when $\alpha>2 / 3$ classical extrinsic geometry holds on surfaces of positive curvature. Together with this we see in $\S 8$ that there are $C^{\infty}$-smooth surfaces, locally rigid in the class of $C^{1}$-smooth infinitesimal bendings of the 1st order; hence we should expect that in the class $C_{1 ; 1}^{1}$ there is not always bendability.

It was shown in Pogorelov (1969) that if the spherical image of a smooth surface has bounded absolute variation (or bounded area taking account of the multiplicity of the covering - the so-called surfaces of bounded extrinsic curvature), then on such surfaces there remain the classical connections between their extrinsic and intrinsic geometries. Therefore, bearing in mind certain general properties of maps with small smoothness, for example the impossibility of filling a square by a Peano curve of class $C^{0, \alpha}$ when $\alpha>1 / 2$ and the possibility of such a filling when $\alpha \leqslant 1 / 2$, and also special properties of a spherical map itself, we can expect that the border between universal "exotic" bendability and bendability depending on the local structure of the surface goes through to class $C^{1,1 / 2}$.

In Rozendorn's article II in the present volume we can find a more detailed description of the idea of immersing metrics in $E^{3}$ in the form of a surface of small smoothness; see also $\S 3$ of Ch. 4 in the article I of Burago and Shefel'.

## § 5. Auxiliary Information: Classification and Integral Characteristics of Points of a Surface; Equations of Immersion and Bending

5.1. Four Types of Points on a Surface. In the smoothness classes $C^{2}$ and above, local bendability of a surface depends essentially on the structure of the surface near the point under consideration. We recall various characteristics of a "marked" point of a surface. First of all, one of the important characteristics of a point is the order of contact of the surface with its tangent plane at that point. Suppose there is a correctly situated surface $S: z=f(x, y) \in C^{k}, k \geqslant 2$; we have $f(0,0)=f_{x}(0,0)=f_{y}(0,0)=0$. Let $n(2 \leqslant n \leqslant k)$ be the first number for which at least one of the $n$-th order partial derivatives of $f(x, y)$ is non-zero at the point $(0,0)$. Then from the local Taylor formula we have

$$
\begin{equation*}
z=f^{(n)}(x, y)+R(x, y), \quad R=o\left(r^{n}\right), \quad r^{2}=x^{2}+y^{2} \rightarrow 0 \tag{16}
\end{equation*}
$$

where $f^{(n)}$ is a homogeneous form of degree $n$ in $x$ and $y$. The number $p=n-1$ is called the order of contact of the surface with the tangent plane at the point $M_{0}(0,0,0) \in S$. When $p=1$, with respect to the discriminant $\Delta\left(M_{0}\right)$ of the second fundamental form of the surface we have the following known classification of points of the surface:
a) $\Delta>0$ - the point is elliptic $\Leftrightarrow$ the Gaussian curvature $K(0,0)>0$.
b) $\Delta<0$ - the point is hyperbolic $\Leftrightarrow K(0,0)<0$.
c) $\Delta=0$ - the point is parabolic $\Leftrightarrow K(0,0)=0$ (we draw attention to the fact that in the definition of a parabolic point adopted here at least one of the coefficients of the second fundamental form is non-zero). The points of these three types will be called points of general position.

When $p>1$ the point $M_{0} \in S$ is called a flat (or planar) point, and the number $q=p-1=n-2$ is called the order of flattening. At a flat point $K=0$, and in addition all the coefficients of the second fundamental form are zero. Points in general position will sometimes be called points with flattening of zero order.

If $f(x, y)$ has smoothness $C^{k}$ and $f=o\left(r^{k}\right)$, then obviously one cannot determine the order of flattening in the general case, and in specific problems for the function $f(x, y)$ and its derivatives up to some order we need to assume the existence of a representation as in (16) with $R=o\left(\left|f^{(n)}\right|\right)$ and with additional refinement of the form of the principal part $f^{(n)}$, for example, as we need to do for a description of flattenings of exponential order.
5.2. Arithmetic Characteristics of a Regular Point of a Surface. In Efimov (1948b) further details of the structure of a surface in a neighbourhood of a
marked point were given. If a point $M_{0} \in S$ has some neighbourhood in which there are no normals to $S$ parallel to the normal $n\left(M_{0}\right)$, then the point $M_{0}$ is called regular, and the corresponding neighbourhood of the point is called canonical. Suppose that the surface $S: z=f(x, y)$ is given in correct situation; then if the point $M_{0}(0,0,0) \in S$ is regular, in its canonical neighbourhood the field grad $f(x, y)$ has an isolated singular point $(0,0)$. The index of this vector field is called the index of the point $M_{0}$ and denoted by ind $\left(M_{0}\right)$.

Let us consider the section of the surface $S$ by the tangent plane $\Pi: z=0$. It has been proved (on the assumption only that $S \in C^{1}$ !) that in a small canonical neighbourhood $U$ of the point $M_{0}$ the intersection of $S$ and $\Pi$ consists either of just the point $M_{0}$ or of an even number of curves $\Gamma_{i}, 1 \leqslant i \leqslant l$, of smoothness $C^{1}$ dividing $U$ into $l$ domains, just as on a plane $l$ rays starting from the point $(0,0)$ divide a neighbourhood of this point into sectors, but in the general case it is impossible to guarantee some regularity of the appearance of $\Gamma_{i}$ at $M_{0}$, for example, with a definite direction. The number $m=l / 2$ is called the order of saddleness of the surface at $M_{0}$.

The numbers $p\left(M_{0}\right)$, the order of contact of $S$ with the tangent plane, $\operatorname{ind}\left(M_{0}\right)$ and $m\left(M_{0}\right)$ are connected by the relations

$$
\begin{gather*}
\operatorname{ind}\left(M_{0}\right)=1-m\left(M_{0}\right) \\
m\left(M_{0}\right) \leqslant 1+p\left(M_{0}\right) \tag{17}
\end{gather*}
$$

Elliptic and hyperbolic points on $S$ are always regular; for them we have $m=0$ and $m=2$ respectively (see Figs. 2 and 3). Parabolic points and flat points can be both regular and non-regular. If, for example, the curvature in a deleted
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neighbourhood of a point is of constant sign, then the point $M_{0}$ is regular, and when $K>0$ we again have $m=0$, but when $K<0$ the order of saddleness can be any integer $\geqslant 2$, taking account of (17), of course. For the case of curvature of variable sign in the analytic class there is the following criterion (Efimov (1948b)): a point is non-regular if and only if through it there passes an arc of the curve $K=0$ along which the surface has a stationary tangent plane. Such, for example, is each point of the parabolic curve on a circular torus.

Examples of surfaces with a regular parabolic point.

1) $S: z=y^{2}+a x^{n}, n \geqslant 3$. Here for even $n=2 k, a>0$ we have $K \sim$ $n(n-1) a x^{n} \geqslant 0$. The intersection of $S$ with the tangent plane $\Pi: z=0$ consists of one point $M_{0}$, so $m=0$; when $n=2 k, a<0$ we have $K \leqslant 0 ; S \cap \Pi$ consists of four arcs with equations $y= \pm \sqrt{ }(-a) x_{k}$, so $m=2$; if $n=2 k+1$, then $K$ is of variable sign for any $a \neq 0$ and $S \cap \Pi$ consists of two arcs with equations $y= \pm \sqrt{ }(-a x) x^{k}, a x<0$, so $m=1$. We see that for a parabolic point there are realized all the possible cases $m=0,1,2$ that follow from the inequality (17) with $p=1$.
2) $S: z=y^{2}+a\left(x^{2 n}+y^{2 n}\right) x^{2}, n \geqslant 1, a \neq 0$. This example is interesting in that the curvature $K \sim 4 a\left(y^{2 n}+(n+1)(2 n+1) x^{2 n}\right)$ is of constant sign in a deleted neighbourhood of the point $M_{0}$. Here we have $m=0$ when $a>0$ and $m=2$ when $a<0$.
3) $S: z=y^{2}+2 a \operatorname{Re}(x+i y)^{n+2}, \quad n \geqslant 1$. The curvature $K \sim a(n+1) \times$ $(n+2) \operatorname{Re}(x+i y)^{n}$ is of variable sign and it vanishes on $2 n$ arcs that go into $(0,0)$ with definite directions. If $n=2 k, a>0$, then $m=0$. If $n=2 k, a<0$, then $m=1$. Hence we see that the number of curves $K=0$ is not connected with the order of saddleness.

Examples of surfaces with a regular flat point.

1) $S: z=\left(x^{2}+y^{2}\right)^{n}, n \geqslant 2$. Here $K>0, p=2 n-1, m=0$.
2) For the case $K<0$ a typical example of a surface with a flat point is the graph of a harmonic function (see Fig. 22 in the article by Rozendorn in this volume). Suppose, for example, that $z=\operatorname{Re} w^{n}, w=x+i y, n \geqslant 3$. We have $p=n-1, m=n$. Obviously equality in (17) is attained for any given $p$ or $m$.
3) $S: z=(w \bar{w})^{n} \operatorname{Re} w^{k}$. Here $m=k, p=2 n+k-1$, and the curvature is negative when $k^{2}>2 n+k$ and of variable sign when $k^{2}<2 n+k$. Hence for any $m$ and $p$ that have opposite parity and satisfy (17) there is an analytic surface that realizes $m$ and $p$. Another more complicated example shows that $m$ and $p$ can be also of the same parity. We note that under the additional condition $K<0$ such a surface may or may not exist (for example, we can show that when $m=2$ and $p=2$ there is no such surface). A description of all pairs ( $p, m$ ) with the condition (17) for which there is a surface with curvature $K<0$ that realizes them does not occur in the literature, and apparently nobody has formulated it as a meaningful problem. It is also not known whether there are surfaces with a flattening of infinite order at a point and with negative curvature in a deleted neighbourhood of the point (consequently, with finite order of saddleness). We recall that condition (17) connects $m$ and $p$ only in the analytic case, and in classes of finite smoothness this condition may be meaningless because of the non-existence of
$p$ (but on a $C^{k}$-surface for which $p \leqslant k$ and $m$ exist, (17) is valid). Interest in the order of flattening of a surface $z=f(x, y)$ under negative curvature of this surface in a neighbourhood of a flat point has been further induced by the following circumstance: many surfaces of negative curvature are obtained as solutions of elliptic equations of a definite class (with possible degeneracy at a point), consequently, if it is established that with the sign $K<0$ there is no flattening of infinite order, then by the same token we shall obtain an assertion about the finiteness of the order of decrease of solutions of certain classes of elliptic equations in a neighbourhood of critical points of the solution.

As we shall see later, the sign of the curvature and the order of its vanishing will have an important significance for the structure of the set $\mathfrak{M}$.
5.3. Stability and Instability of Arithmetic Characteristics of a Point of a Surface. An arithmetic characteristic of the point under consideration is called stable (unstable) with respect to a given class of deformations if it is not changed (it is changed) under the indicated deformations of the surface. Here we are interested, of course, in the stability of the order of flattening and the index of a point under bendings and infinitesimal bendings of the surface.

Theorem 5.1. a) For the instability (under bendings) of the order of flattening $q=n-2$ at the point $(0,0)$ of the surface

$$
\begin{equation*}
z=f^{(n)}(x, y)+R(x, y), \quad n \geqslant 3, \quad f^{(n)} \not \equiv 0 \tag{18}
\end{equation*}
$$

it is necessary that the Hessian of the form $f^{(n)}$,

$$
H\left(f^{(n)}\right)=f_{x x}^{(n)} f_{y y}^{(n)}-f_{x y}^{(n) 2}
$$

is either identically zero or it contains a multiple linear factor $(a x+b y)$.
b) Suppose that the curvature $K$ of a surface has the Taylor expansion

$$
K=K^{(k)}(x, y)+R(x, y), \quad k \geqslant 1 .
$$

Then for $q$ to be stable it is sufficient that one of the following three conditions should be satisfied:

1) $k=1$,
2) $k=2$ and $K^{(k)}$ does not have the form $\pm(a x+b y)^{2}$,
3) $k>2$ and $K^{(k)}$ is a form of definite sign.
c) For $q$ to be stable at the point $(0,0)$ of the surface (18) it is sufficient that $n \geqslant 4$ and the form $f^{(n)}$ does not contain a multiple linear factor $(a x+b y)$.
d) The index of a point in a deleted neighbourhood of which the curvature of the surface is of constant sign is stable with respect to bendings.

The first two assertions of the theorem were proved in Hopf and Schilt (1938), and the rest in Efimov (1948b). The idea of the proof of a)-c) consists in a careful investigation of the connections between the coefficients of the initial forms in the expansions of $f$, the Hessian $H(f)$ and $K$ by the Taylor formula and so these items are actually true in classes of surfaces and their bendings of some finite smoothness. Item d) is the result of a difficult lemma on the structure of the set
of level curves of a function in a neighbourhood of a regular point, and it is true in the class of bendings of smoothness $\hat{C}_{1 ; 0}^{2}$.
5.4. Equations of an Immersion and a Bending of a Surface. In equation (3) there are derivatives of only the first order, and so in them there is not detected the type of problem that depends on the sign of the curvature of the metric. In smoothness classes $C^{2}$ and above we can propose other equations of an immersion, and if their solutions are determined by some continuously variable conditions (for example, a variable boundary condition, a condition of Cauchy type, and so on), then the continuous totality of solutions of the equations gives a bending of the surface that enters into this totality.

A linear variation of the equations of an immersion leads to an equation of infinitesimal bendings of the 1 st order; variations of higher orders give equations of infinitesimal bendings of the corresponding order ( $1, n$ ) (Belousova (1961), Klimentov (1984)).

The form of all these equations depends essentially on the choice of the system of intrinsic coordinates and basic unknown functions that determine a surface to be immersed. Here we give a series of specific forms of the equations of an immersion.
5.4.1. The Darboux Equation. Suppose that the metric (2) is immersed in $E^{3}$ by the surface (1). Since the metric $d s^{2}-d z^{2}=d x^{2}+d y^{2}$ is locally Euclidean, this happens if and only if its Gaussian curvature is equal to zero, which gives for $z(u, v)$ the so-called Darboux equation

$$
\begin{equation*}
z_{11} z_{22}-z_{12}^{2}=K\left(E G-F^{2}-E z_{v}^{2}+2 F z_{u} z_{v}-G z_{u}^{2}\right) \tag{19}
\end{equation*}
$$

where

$$
\begin{aligned}
& z_{11}=z_{u u}-\Gamma_{11}^{1} z_{u}-\Gamma_{11}^{2} z_{v}, \\
& z_{12}=z_{u v}-\Gamma_{12}^{1} z_{u}-\Gamma_{12}^{2} z_{v}, \\
& z_{22}=z_{v v} \quad \Gamma_{22}^{1} z_{u}-\Gamma_{22}^{2} z_{v},
\end{aligned}
$$

and $\Gamma_{i j}^{k}$ are the Christoffcl symbols of the metric (2). If $z=z(u, v)$ is a solution of equation (19) with the condition $z_{u}(0,0)=z_{v}(0,0)=0$, then in a small neighbourhood of the point $(0,0)$ the form $d s^{2}-d z^{2}$ will be positive definite, and then the maps $x=x(u, v), y=y(u, v)$ that reduce the form $d s^{2}-d z^{2}$ to the standard form $d x^{2}+d y^{2}$ are found from the coefficients of this form by quadratures; an explicit form of this reduction can be found, for example, in Hartman and Wintner (1951) or in Sabitov (1988).

In questions of local bendings of a given surface $z=f(x, y)$ it is helpful to use the following form of the Darboux equation, composed on the basis of the metric of the surface $x=u, y=v, z=f(u, v)$ :

$$
\begin{align*}
& \left(z_{u u} z_{v v}-z_{u v}^{2}\right)\left(1+p^{2}+q^{2}\right)-\left(r z_{u u}-2 s z_{u v}+t z_{v v}\right)\left(p z_{u}+q z_{v}\right) \\
& \quad=\left(r t-s^{2}\right)\left(1-z_{u}^{2}-z_{v}^{2}\right)
\end{align*}
$$

where $p-f_{u}, q=f_{v}, r=f_{u u}, s=f_{u v}, t=f_{v v}$, and $z(u, v)$ is the required solution.
5.4.2. Fundamental Equations of the Theory of Surfaces. Suppose that the required surface is determined by the coefficients $L, M, N$ of its sccond fundamental form; then, as we know, the following equations for them are satisfied (the case of a surface of class $C^{3}$ ):

$$
\begin{gather*}
L_{v}-M_{u}=\left(\Gamma_{12}^{2}-\Gamma_{11}^{1}\right) M+\Gamma_{12}^{1} L-\Gamma_{11}^{2} N, \\
M_{v}-N_{u}=\left(\Gamma_{22}^{2}-\Gamma_{12}^{1}\right) M+\Gamma_{22}^{1} L-\Gamma_{12}^{2} N,  \tag{20}\\
L N-M^{2}=K\left(E G-F^{2}\right) . \tag{21}
\end{gather*}
$$

If the system (20), (21) is solved with respect to $L, M, N$, then from its solution the surface $S$ in correct situation is uniquely restored. For $S \in C^{2}$ the system (20) needs to be replaced by its integral analogue; general coordinates are inconvenient for the work, but if we choose a system of isothermal coordinates, in which $E=G=\Lambda^{2}, F=0$, we obtain a quite "efficient" integral equation in a domain $D$ of change of coordinates $(u, v)$ or $w=u+i v$ :

$$
L-N-2 i M=-\frac{2}{\pi} \iint_{D} \frac{H A^{2}}{(\zeta-w)^{2}} d \xi d \eta+\frac{4}{\pi} \iint_{D} \frac{A H A_{\zeta}}{\zeta-w} d \xi d \eta+F(w)
$$

where $F(w)$ is an arbitrary function holomorphic in $D$, and $H$ is the mean curvature.

Equations for infinitesimal bendings will be described in §8.

## §6. Bendings of Surfaces in a Neighbourhood of a Point of General Position

6.1. Analytic Case. With respect to bendings of smoothness $C^{A}$ in a neighbourhood of a point of general position all the surfaces behave identically (that is, as in another extreme case of smoothness - in bendings of class $C^{1}$ ). Namely, the following theorem is true.

Theorem 6.1. a) The analytic metric (2) is locally realized in $E^{3}$ in the form of an analytic surface without a flat point, and any such realization is bendable in the analytic class.
b) Let $S$ and $S^{*}$ be two analytic realizations of the analytic metric (2), lying in correct situation, for which the point $M_{0}(0,0,0)$ is a point of general position. Then there is a bending of class $C_{A ; A}^{A}$, with a possible addition of mirror reflection, of some neighbourhood of the point $M_{0}$ on $S$ into the corresponding neighbourhood of the point $M_{0}$ on $S^{*}$.

Part a) is a consequence of the applicability to (19) of the CauchyKovalevskaya theorem (the assertion about the existence of a local realization of an analytic metric has been known for a long time; for the history and current state of this question see Gromov and Rokhlin (1970), Jacobowitz (1972a),

Spivak (1979)); part b) with $K \neq 0$ was proved by Levi in 1908 , see for example Efimov (1948b), and in the case $K\left(M_{0}\right)=0$ by Schilt (Schilt (1937)). The necessity of a mirror reflection in Theorem 6.1 depends, as it turns out, on the type of point, and correspondingly it is necessary to consider three cases, for which we can additionally make certain refinements on the order of smoothness of the bendings.
6.2. Surfaces of Positive Curvature. For a description of the set of regular isometric immersions of a given metric (2) with positive curvature we consider separately the Gauss equation (21). Introducing the functions

$$
X=\frac{M}{\sqrt{\Delta K}}, \quad Y=\frac{L-N}{2 \sqrt{\Delta K}}, \quad Z=\frac{L+N}{2 \sqrt{\Delta K}}, \quad \Delta=E G-F^{2}
$$

we obtain

$$
\begin{equation*}
Z^{2}=1+X^{2}+Y^{2} \tag{22}
\end{equation*}
$$

Consequently, in the space of the variables $(X, Y, Z)$ we obtain for $S$ the map

$$
\begin{equation*}
h: S \rightarrow E^{3}=(X, Y, Z), \tag{23}
\end{equation*}
$$

which transforms $S$ to some domain on a hyperboloid of two sheets. We note that to surfaces that are mirror symmetric with respect to the plane $z=0$ after the map $h$ there correspond domains on the hyperboloid that are centrally symmetric with respect to $(0,0,0)$. Therefore we can expect that the set of surfaces isometric to a given surface of positive curvature consists of two connected components. In fact, we have the following theorem.

Theorem 6.2. Suppose that the metric (2) has smoothness of class $C^{n, \alpha}, n \geqslant 2$, $0<\alpha<1$, and that the curvature of the metric at the point $(0,0)$ is positive. Next suppose that $M$ is an arbitrarily given point on the hyperboloid of two sheets $\Gamma$ with equation (22). Then for the point $(0,0) \in D$ there exist a neighbourhood $U \subset D$ and a map $f: U \rightarrow E^{3}$ that gives an isometric immersion of the metric (2) in $E^{3}$ in the form of a correctly situated surface $S$ and such that under the map (23) the point $M_{0}(0,0,0)$ goes into a point $M \in \Gamma$.
The connection between the different immersions $S$ and $S^{*}$ of the metric (2) is given by the following theorem.

Theorem 6.3. Suppose that the metric (2) of smoothness $C^{n, \alpha}, n \geqslant 2,0<\alpha<1$, and with curvature $K>0$ is immersed in $E^{3}$ by two maps $f: D \rightarrow E^{3}, f^{*}: D \rightarrow E^{3}$, that give two surfaces in correct situation. Let $M_{1}$ and $M_{2}$ be points on one sheet of the hyperboloid of two sheets $\Gamma$ with equation (22), obtained from the point $M_{0}(0,0,0)$ by maps (23) corresponding to $S$ and $S^{*}$, and let $\gamma:[0,1] \rightarrow \Gamma$ be a path on $\Gamma$ joining $M_{1}$ and $M_{2}, \gamma(0)=M_{1}, \gamma(1)=M_{2}$, and $\gamma \in C^{m}, 0 \leqslant m \leqslant A$. Then there is a disc $\bar{D}_{\varepsilon}$ in the limits of which the surface $S$ can be applied to $S^{*}$ by bendings $S_{t}, 0 \leqslant t \leqslant 1$, of smoothness $\hat{C}_{n ; m}^{n, \alpha}$ with $S_{0}=S, S_{1}=S^{*}$, and with $h_{t}\left(M_{0}\right)=\gamma(t)$.

In other words, $S$ can be bent into $S^{*}$ by the family $S_{t}$ so that the image of the point $(0,0,0) \in S_{t}$ on the hyperboloid $\Gamma$ is moved on the earlier specified curve $\gamma(t)$ with ends at $M_{1}$ and $M_{2}$.

A conjecture about the bendability of surfaces of positive curvature was made by Liebmann in 1920 in the following form: if from an ovaloid (a closed regular surface of positive curvature) we remove an arbitrarily small domain, then the remaining part of the ovaloid will admit non-trivial bendings. In the case of a general convex surface this conjecture was proved by A.D. Aleksandrov in 1946, of which we give a few details below (see Remark 5 on p. 211). Let us return to the smooth case. In 1955 Hellwig (Hellwig (1955)) proved that if the boundary of a simply-connected surface of positive curvature satisfies certain conditions of a geometric character, then in the class $C^{4, \alpha}$ the corresponding system (20)-(21) admits a continuous family of solutions that includes the required surface (in fact in Hellwig (1955) bendings of class $\hat{C}_{4 ; A}^{4, \alpha}$ were constructed); surfaces with such a boundary can also be constructed for the domains mentioned in Liebmann's conjecture, and for a neighbourhood of a given point, and that gives a positive solution of both problems - Liebmann's conjecture and the problem of bendability "in the small". The general case - bendability of a simply-connected surface of positive curvature with a sufficiently smooth boundary - was considered by Fomenko (Fomenko (1965)) for surfaces and deformations of smoothness $C^{3, \alpha}$; in Klimentov (1982) it was shown that any two such identically oriented isometric surfaces can be applied to each other by bendings of class $\hat{C}_{2 ; A}^{3, \alpha}$; the embeddedness of isometric surfaces is not assumed or asserted either at the initial moment or in the course of their bending

The specification in Theorem 6.2 of the path $\gamma(t)$ on which the bending of $S$ "goes" is equivalent to the specification of the so-called "bending" function of the surface at a given point, Klimentov (1982), Fomenko (1965). Therefore in the smoothness class $C^{n, \alpha}, n \geqslant 3$, Theorem 6.2 can be regarded as proved in these papers. For the smoothness that we have indicated the proof is obtained by the construction by successive approximations of the corresponding family of local solutions of the system (20 )-(21).

For a proper understanding of Theorem 6.2 we need to bear in mind that the specification of a point $M \in \Gamma$ as the image of $M_{0} \in S$ under the map (23) does not determine the surface $S$ uniquely, so it is impossible to identify $\Gamma$ either with $\mathfrak{M}$, the set of all local correctly situated isometric immersions (2) in $E^{3}$, or with $\hat{\mathfrak{M}}_{\varepsilon}$, the set of isometric immersions in $E^{3}$ of a disc of fixed radius $\varepsilon>0$ with metric (2) (and one sheet of $\Gamma$ is not identified with the configuration space of the surface $S$ under its bending). An approach to the description of the topological structure of the space $\hat{\mathfrak{M}}_{\varepsilon}$ is based on the following simple heuristic argument when $K>0$ the system (20)-(21) in the first (linear) approximation is reduced to the generalized Cauchy-Riemann system, each solution of which determines some holomorphic function, and conversely each holomorphic function determines some solution of the system (Vekua (1959)); consequently, in the nonlinear (more precisely, quasilinear) case we can expect that between holomorphic functions and solutions of the system (20)-(21) there is some mutually defining
relation. In fact, following the general idea of Vekua, in Fomenko (1962) (proof in Fomenko (1965)) formulae were derived that give a one-to-one correspondence between surfaces from one component of $\hat{\mathfrak{M}}_{\varepsilon}$ and the set of functions holomorphic in a disc. Klimentov (Klimentov (1982)) gave a critical analysis of the proof from Fomenko (1965) and in turn established a theorem that confirms the general arguments about connections between $\hat{\mathfrak{M}}_{\varepsilon}$ and the set of functions holomorphic in a disc. It turns out that in the smoothness class $C^{n, \alpha}, n \geqslant 3$, the set $\hat{\mathfrak{M}}_{\varepsilon}$ can be represented as an analytic submanifold of the Banach space $C^{n, \alpha}\left(\bar{D}_{\varepsilon}\right)$ modelled in the Banach space of functions of class $C^{n, \alpha}\left(\bar{D}_{\varepsilon}\right)$ holomorphic in $D$.

Thus, for the case of surfaces of positive curvature the topological structure of the set $\hat{\mathfrak{M}}_{\varepsilon}$ is known: it consists of two infinite-dimensional connected components, and any two surfaces of one component can be applied to each other by a bending that is analytic in the parameter.

Remark 5. Along with analytic methods for investigating immersions and bendings of convex surfaces other methods have been developed, which go back to the general approach of A.D. Aleksandrov to the theory of convex surfaces (Aleksandrov (1948)). In particular, on the basis of Aleksandrov's theorems about pasting together and realizing convex metrics it was found that a convex surface is locally not uniquely determined by its metric; see Aleksandrov (1948) and also Efimov (1948a), §16, and Pogorelov (1969), Ch. 2. Liebman's conjecture is proved here in the following version: if from a general convex closed surface we remove a domain of positive integral curvature, then the remaining part admits non-trivial isometric transformations; see Pogorelov (1969), Ch. 2. Local bendability of a convex surface follows from its local warpability and from the fact that any two isometric and identically oriented general convex surfaces can be applied to each other under the assumption only that the rotation of the boundary (or the geodesic curvature in the smooth case) is of constant sign, see Milka (1973); the bendings can be realized in the class of convex surfaces, but the smoothness of the bending with respect to the parameter is not guaranteed.

Remark 6. Equation (19) in the case of metrics of positive curvature is an equation of elliptic type, so from general properties of solutions of elliptic equations it follows that if two of its solutions, defined in some disc $D_{\varepsilon}$, coincide in a smaller disc, then they also coincide in $D_{\varepsilon}$. Hence for surfaces of positive curvature the answer to question 4) in $\S 2$ is: for them $\mathfrak{M}_{\varepsilon}=\mathfrak{M}_{\varepsilon}^{0}$.
6.3. Surfaces of Negative Curvature. Applying the substitution

$$
X=\frac{M}{\sqrt{-\Delta K}}, \quad Y=\frac{L-N}{2 \sqrt{-\Delta K}}, \quad Z=\frac{L+N}{2 \sqrt{-\Delta K}}, \quad \Delta=E G-F^{2}
$$

we find that a map of the form (23) transforms $S$ into some domain on a hyperboloid of one sheet $\Gamma$

$$
Z^{2}=X^{2}+Y^{2}-1 .
$$

The immersibility in $E^{3}$ of a metric (2) of negative curvature was proved in Hartman and Wintner (1952) under the following assumptions of smoothness (maybe they are best possible): $d s^{2}$ is in $C^{n+1}$ and $S$ is in $C^{n}, n \geqslant 2$. Application of the methods of their paper enables us to prove the following analogue of Theorems 6.2 and 6.3.

Theorem 6.4. a) Let $M$ be a point of a hyperboloid of one sheet $\Gamma$ with equation (24). Then for the metric (2) of smoothness $C^{n+1}, n \geqslant 2$, and with curvature $K>0$ there is a neighbourhood of the point $(0,0)$ that admits an isometric immersion in $E^{3}$ in the form of a surface $S$ of smoothness $C^{n}$ for which the map $h$ in (23) transforms the point $M_{0}(0,0,0) \in S$ into the point $M \in \Gamma$.
b) Let $M_{1}$ and $M_{2}$ be two points on $\Gamma$ joined by a curve $\gamma:[0,1] \rightarrow \Gamma$ of class $C^{m}, 0 \leqslant m \leqslant \infty$, or $A$, and let $S_{1}$ and $S_{2}$ be two immersions of the metric (2) in $E^{3}$ (smoothness as in a)) with an implied correspondence of the points $M_{i}$ on $\Gamma$ with the point $M_{0}$ on $S_{i}, i=1,2$. Then there is a neighbourhood $U(0,0) \subset D$ on which $S_{1}$ and $S_{2}$ can be included in a family of bendings $S(t)$ of smoothness $\hat{C}_{n ; m}^{n}$, with $S(0)=S_{1}, S(1)=S_{2}$, and the point $M_{0} \in S_{t}$ is transformed by the map $h$ into the point $\gamma(t)$ on $\Gamma$. In particular, a surface is bendable onto a mirror image of itself.

Thus, for the case of negative curvature the set $\mathfrak{M}$ consists of one connected component. Here we should also bear in mind that the choice of the point $M \in \Gamma$ does not uniquely determine the corresponding immersion (2) in $E^{3}$; the arbitrariness in the immersion, according to Hartman and Wintner (1952), is determined by the choice of four functions of one argument, with some restrictions at the point $(0,0)$.

Remark 7. The methods of constructing solutions of equation (19) in Hartman and Wintner (1952) in the case of metrics of negative curvature are such that two of its solutions that coincide in some disc do not necessarily coincide on their extension beyond the disc. Hence for surfaces of negative curvature the sets $\mathfrak{M}_{\varepsilon}$ and $\mathfrak{M}_{\varepsilon}^{0}$ are distinct.
6.4. Neighbourhood of a Parabolic Point. By Theorem 6.1 any surface of class $C^{A}$ in a neighbourhood of its parabolic point is bendable and there is applicability (in a wide sense) of two isometric surfaces with parabolic points corresponding to each other. But even in the analytic class of this theorem the question of the structure of the set $\mathfrak{M}$ has not been solved, since firstly the metric (2) with $K(0,0)=0$ can be immersed both in the form of a surface with a parabolic point and as a surface with a flat point, and Theorem 6.1 does not give the applicability of such surfaces to each other; secondly there remains open the question of the applicability of mirror reflected surfaces with a parabolic point. We discuss the first question in the section on surfaces with a flat point, and with respect to the second question we have the following theorem.

Theorem 6.5. A neighbourhood of a parabolic point with stable (zero) order of flattening is not applicahle to a mirror reflection of itself (Hopf and Schilt (1938)).

Criteria for stability are known (Theorem 5.1), for example the surface for Example 2 in $\S 5$ is not bendable to its mirror image. This example is interesting in that the curvature of the surface when $a<0$ is negative, that is, Theorem 6.4 about the connectedness of $\mathfrak{M}$ is false if the condition $K<0$ is violated at the same point $M_{0}$. Next it is obvious that a neighbourhood of a parabolic point cannot be bent into its mirror image in the case when in any neighbourhood of it there are points with positive curvature. Hence for the applicability to the mirror image it is necessary that in a neighbourhood of a parabolic point we have $K<0$ with compulsory presence of the curve $K=0$, and in the course of such a bending there must inevitably be a situation where the surface has a flattening at the point $M_{0}$. Examples of the transition of a parabolic point to a flat point in the course of bending are known (Efimov (1948a) or Hopf and Schilt (1938)), and from them we can obtain an example of the applicability of a surface to its mirror reflection in a piecewise analytic (in the parameter) class of bendings.

Thus, if we restrict ourselves to regular immersions of smoothness $C^{A}$ and remain in the class of surfaces with a parabolic point, we find that the corresponding subset $\mathfrak{M}^{\prime} \subset \mathfrak{M}$ consists of two connected components.

Using the concept of regularity of a point (that is, the presence of a canonical neighbourhood), we can obtain a further refinement of the structure of the set $\mathfrak{M}$; for the details see Efimov (1948b). From the results obtained there we recall only the fact that the index of a parabolic point is unstable under certain conditions on the character of variation of the sign of the curvature of the surface.

We note that for a long time there were no publications on immersions and bendings in the smoothness class $C^{n}, n \leqslant \infty$, with $K(0,0)=0$, but in the recently published works Hong and Zuily (1987), Lin (1985), Lin (1986), and Nakamura and Maeda (1986) local immersibility in $E^{3}$ has been obtained in the form of a surface with a parabolic point of metrics (2) with the following conditions: 1) metrics with finite smoothness and with curvature $K \geqslant 0$ : if $d s^{2} \in C^{n}, n \geqslant 10$, then there is a local immersion in the form of a convex surface $S \in C^{n-6}$ (Lin (1985)); 2) metrics with infinite smoothness and with $K \geqslant 0$ : if $d s^{2} \in C^{\infty}$ and $K$ has finite order of zero at the point $(0,0)$ or the curve $K=0$ consists of finitely many curves of $C^{1}$-smoothness, then there is a convex immersion of $S \in C^{\infty}$ (Hong and Zuily (1987)); 3) metrics with curvature of variable sign: if $K(0,0)=0$ and $\operatorname{grad} K(0,0) \neq 0$, then there is an immersion of $S \in C^{n-3}$ on condition that $\left.K \in C^{n}, n \geqslant 6(\operatorname{Lin}(1986)) ; 4\right)$ if the curvature $K \in C^{\infty}$ is zero at the point $(0,0)$, and in a neighbourhood of it the Hessian of $K$ (as a form) is negative definite (hence $K<0$ ), then such a metric admits a local immersion in $E^{3}$ in the form of a surface of smoothness $C^{\infty}$ (Nakamura and Maeda (1985)). The proofs are based on the construction of solutions of the corresponding Darboux equation by special iterations that converge for sufficiently small values of some numerical parameter, so all the resulting surfaces are bendable. But so far there is no complete description of all local immersions and investigation of the connectedness of the set $\mathfrak{M}$ for one of the classes of metrics mentioned above.

## §7. Bendability of Surfaces with a Flat Point

The diversity in the picture of bendability planned for surfaces in a neighbourhood of a parabolic point becomes in truth an indescribable realm of the manifold of different possibilities under transition to surfaces with a flat point.
7.1. Non-Applicable Isometric Surfaces. In the cases considered up to now any two isometric surfaces were applicable to each other (at least in the wide sense of the word). But meanwhile Voss in 1895 raised the question formulated in $\S 2$ as No. 5: can an isometry always be realized by application? It turns out that for surfaces with a flat point these two concepts - isometry and applicability - are distinct, generally speaking. Namely, the following theorem is true.

Theorem 7.1. There are non-trivially isometric surfaces $S$ and $S^{*}$ of class $C^{A}$ with points $M \in S$ and $M^{*} \in S^{*}$ corresponding by an isometry, where $M$ is a flat point on $S$, such that no neighbourhood of the point $M$ on $S$ can be applied by a bending of class $\hat{C}_{1: 0}^{2}$ to a neighbourhood of the point $M^{*}$ on $S^{*}$ or on $\bar{S}^{*}$, where $\bar{S}^{*}$ is the mirror image of $S^{*}$.

In the class of bendings of smoothness $\hat{\mathrm{C}}_{2 ; 0}^{2}$ this theorem was proved in Schilt (1937), and in the form mentioned here in Efimov (1948b). The idea of the proof is the same - for the surface $S$ we take an analytic surface with a flat point and with negative curvature close to a flat point, and as $S^{*}$ we consider an analytic immersion of the metric of the surface $S$ in the form of a surface without a flat point (such an immersion always exists by Theorem 6.1). The surface $S$ can be chosen so that the index of the point $M$ on $S$ is equal to -2 (for example we can take the surface $\left.z=x y^{2}+y x^{2}\right)$; by (17) the index of the corresponding point $M^{*}$ on $S^{*}$ is equal to -1 , so by the property of stability of the index of a point (Theorem 5.1 d ) a bending of $S$ to $S^{*}$ is impossible. Such an argument goes through if for $S$ we take a surface with stable order of flattening (in particular, a convex surface with positive curvature round a flat point), but here we need, generally speaking, additional investigations on the refinement of the order of smoothness of the bendings under consideration.
7.2. On the Realization of Metrics by Surfaces with a Flat Point. As we see in all the examples constructed for Theorem 7.1 of surfaces that are isometric but not applicable to each other, one of the surfaces does not have a flat point. In this connection there naturally arises the following question - is this fact regular or is it fortuitous? Apparently in some sense this is a general situation - in any case in the analytic class. Many results refer to the use of this assumption (see Höesli (1950), Hopf and Schilt (1938)).

Theorem 7.2. a) If the curvature of the metric (2) in a deleted neighbourhood of the point $(0,0)$ is of constant sign, with Taylor expansion

$$
K=K^{(k)}(x, y)+R(x, y) \quad\left(K^{(k)} \text { is of constant sign }\right),
$$

III. Local Theory of Bendings of Surfaces
then any realization of such a metric in the form of a surface with a flat point has a flattening of order $q=k / 2$, that is, the surface has the form

$$
z=f^{(n)}(x, y)+R(x, y), \quad n=2+k / 2
$$

b) There are metrics (2) with $K(0,0)=0$ that do not admit a realization in $E^{3}$ in the form of a surface with a flat point.
c) There are metrics that have a unique realization in $E^{3}$ in the form of a surface with a flat point; to this we can add that there are metrics for which this unique realization with a flattening turns out to be non-bendable.

A conjecture of Höesli (see Höesli (1950)) is that parts b) and c) of this theorem together cover the "majority" of analytic metrics, that is, for the majority of metrics their analytic realizations with a flat point either do not exist at all or such a realization reduces to a pair of mirror symmetric surfaces. This conjecture was formulated in 1951, but up to now it has not been proved; on the other hand, we know examples of metrics that have two or more rcalizations with different (non-zero) orders of flattening, see also Höesli (1950).

Such complexity and actual lack of solution of the question about the description of the whole set $\mathfrak{M}$ forces us to restrict ourselves to the investigation of bendability or non-bendability of a given specific surface with flattening. Here the most complete results were obtained by Efimov in a series of papers summarized in the monograph Efimov (1948b) (a survey in Efimov (1958)), and new results have appeared very recently, see Sabitov (1986).
7.3. Non-Bendable Surfaces with a Flattening. Suppose that the surface $S: z=f(x, y)$ has a representation of the form (16). Following Efimov (1948b), we introduce an integer parameter $N$ that can be defined as follows. Let us consider the equation

$$
\begin{equation*}
f_{y y}^{(n)} F_{x x}^{(m)}-2 f_{x y}^{(n)} F_{x y}^{(m)}+f_{x x}^{(n)} F_{y y}^{(m)}=0, \tag{25}
\end{equation*}
$$

where $F^{(m)}$ is a desired form of degree $m>n$; then $N>n$ denotes the upper bound of those numbers $h$ for which equation (25) has only a zero solution for $m \leqslant n+h$. Under the condition of preserving the initial term $f^{(n)}$ in (16) in the course of bending, the number $N$ has the following meaning: the surface $S$ can be bent only so that in expansions of the form (16) in the process of bending we preserve all terms of degree from $n$ up to $n+N$ and there do not appear degrees less than $n$; in other words, the osculating paraboloid of order $n+N$ is preserved. Thus, if $N=\infty$, then there are no bendings at all. Hence it remains to find the condition that ensures the invariance of the initial term under bendings, which turns out to be satisfied under the conditions of the following theorem (Efimov (1948b)).

Theorem 7.3. If the form $f^{(n)}(x, y)$ in (16) does not have multiple real zero directions and $N=\infty$, then the analytic surface $S$ with equation of the form (16) is non-hendable in the class of deformations of smoothness $C_{n ; 0}^{A}$.

Consequently, the main difficulty now reduces to the verification of the condition $N=\infty$. If $f^{(n)}(x, y)$ has the form

$$
f^{(n)}(x, y)=a_{0} x^{n}+a_{1} x^{n-1} y+\cdots+a_{n} y^{n},
$$

then the solubility of each equation (25) when $m>n$ is equivalent to the solubility of some linear system of equations that leads to the corresponding conditions on the rank of the matrix of the system. These conditions in total are expressed as an infinite system of non-identical algebraic equations for the coefficients $a_{0}$, $\ldots, a_{n}$ of the form $f^{(n)}$. Hence, if with each form $f^{(n)}$ we associate the point in $E^{n+1}$ with coordinates $\left(a_{0}, \ldots, a_{n}\right)$, then it turns out that when $n \geqslant 5$ for almost all points in $E^{n+1}$ we shall have $N=\infty$ for the corresponding forms $f^{(n)}$. This result (see Efimov (1948b), Makarova (1953), Tartakovskij (1953)) shows that almost all surfaces with a flattening are non-bendable. As to specific examples of nonbendability, according to Tartakovskij (1953) for all $n \geqslant 5$ we can propose such . a surface

$$
\begin{equation*}
f^{(n)}(x, y)=\mu x^{n}+\lambda x^{n-2} y^{2}+\mu x^{n-4} y^{4}+y^{n}, \tag{26}
\end{equation*}
$$

where $(\lambda, \mu)$ is a so-called transcendental point, at which no polynomial $P(x, y)$ with integer coefficients vanishes (in reality the set of admissible pairs $(\lambda, \mu)$ is greater, for example, in the case $n=5$ we can take even a non-transcendental point $(\lambda, \mu)$, where $\lambda$ is a transcendental and $\mu$ an integer number). We observe, however, that even in small degrees the proof that $N=\infty$ requires large calculations and a complicated technique of analysis, so the discovery of effective methods of verifying the property $N=\infty$ remains a very interesting problem; without a solution of this problem the verification of the non-bendability of a specific surface of the form (16) with the use of Theorem 7.3 is impossible.

One of the main features of the proof of Theorem 7.3 is the establishment of the stability of the order of flattening of the surface under consideration. If we use the criterion of stability of the index of a flat point (see Theorem 5.1), then the fact of the existence of locally non-bendable surfaces can be established in the class of deformations of smoothness $\hat{C}_{1: 0}^{A}$ (Efimov (1948b), § 56).

Thus, for flattenings of order $q \geqslant 3$ almost all analytic surfaces are nonbendable. We shall see below that non-bendable surfaces exist for flattenings of order $q=2$, and the case $q=1$ still remains in question.

For the proof of Theorem 7.3 and its analogues the assumption of analyticity is essential, since the main arguments are conducted with the use of expansions in Taylor series. The condition of analyticity has not been removed up to now, and in general the investigation of the non-linear equation (19) in the singular case (degencracy or change of type) remains an unsolved problem of geometry and differential equations (recently in the papers Hong and Zuily (1987), Lin (1985), Lin (1986) new approaches have been suggested in the cases of degeneracy of elliptic type or change of type along curves).
7.4. Bendable Surfaces with a Flattening. The conditions of Theorem 7.3 are sufficient for non-bendability, but not at all nccessary. Therefore surfaccs that
do not satisfy these conditions can nevertheless be quite non-bendable, and hence there naturally arises the question: do bendable surfaces exist at all? It turns out that such surfaces do exist. With the use of an equation of the form (19') the following theorem was proved in Dorfman (1957).

Theorem 7.4. Suppose that an analytic surface $S: z=f(x, y)$ satisfies one of the conditions $f_{x x}=0$ or $f_{x y}=0$. Then it admits analytic bendings that preserve the osculating paraboloid of any preassigned order.

We note that in the conditions of Theorem 7.4 the surface has curvature that vanishes on at least one of the coordinate axes, $x=0$ or $y=0$. This suggests the proposition that under the condition that the curvature is of constant sign a neighbourhood of a flat point will always be non-bendable.
7.5. Surfaces of Revolution with Flattening at a Pole. Consideration of surfaces of revolution gives some confirmation to the proposition just stated. Here the proof of non-bendability goes along another path, namely through the use of connections between bendings and infinitesimal bendings (Corollary 3.2). We shall see (§8) that almost all surfaces of revolution have rigidity of the 1st or 2 nd order, so they are non-bendable in the class of deformations that are analytic in the parameter.

Non-bendability of a given surface does not mean, however, that surfaces isometric to it are necessarily situated far from it: there can exist surfaces that are non-bendable but limiting for the set of isometric surfaces. In the non-local case such examples were constructed by Shor (Shor (1962)), but for general (non-smooth) convex surfaces. Let us consider the local case. Suppose that the meridian $L$ of a surface of revolution $S$ has at points of some denumerable set $X$ (we can consider the more general case of an infinite nowhere dense set) tangents perpendicular to the axis of revolution, with contact of infinite order (Fig. 4). Let $M \in L$ be one such point with abscissa $x_{M} \in X$. The tangent plane $\Pi_{M}$ to $S$ at this point is perpendicular to the axis of revolution and touches $S$ along a parallel. Making a mirror reflection with respect to the plane $\Pi_{M}$ of the part of


Fig. 4
the surface $S$ with $x_{M}>x$, we obtain a new surface $S_{M}$ isometric to $S$. For this surface $S_{M}$ we can again consider a new surface obtained by a mirror reflection of part of it with respect to some tangent plane. Repeating this operation with an arbitrary choice of points of $X$, we obtain a set of $C^{\infty}$-smooth isometric surfaces of the power of the continuum, among which there are surfaces arbitrarily close to $S$, which, however, is non-bendable in the class $C_{1: A}^{1}$ for a definite structure of the set $X$ (Sabitov (1973)). Consequently, giving up analyticity in the smoothness of the surface at once essentially complicates the investigation of isometric transformations of a surface.

Remark 8. This example shows that for surfaces with curvature of variable sign the answer to question 4 in $\S 2$ is negative: the spaces $\mathfrak{M}_{\varepsilon}$ and $\mathfrak{M}_{\varepsilon}^{0}$ are different for them.

## §8. Infinitesimal Bendings of Surfaces "in the small"

8.1. Equations of Infinitesimal Bendings. Suppose that a surface $S: z=$ $f(x, y) \in C^{1}$ has a field of infinitesimal bending $U \in C^{1}$. Then the components $\xi, \eta, \zeta$ of the field $U$ must satisfy the system

$$
\begin{array}{r}
\xi_{x}+p \zeta_{x}=0 \\
\xi_{y}+\eta_{x}+p \zeta_{y}+q \zeta_{x}=0 \\
\eta_{y}+q \zeta_{y}=0, \quad\left(p=f_{x}, q=f_{y}\right)
\end{array}
$$

Eliminating $\xi$ and $\eta$ from here, for $f, \zeta \in C^{2}$ we obtain the 2 nd order equation

$$
\begin{equation*}
f_{y y} \zeta_{x x}-2 f_{x y} \zeta_{x y}+f_{x x} \zeta_{y y}=0 \tag{27}
\end{equation*}
$$

Equation (27) is fundamental in the following sense: when a solution $\zeta(x, y)$ of equation (27) is known, the components $\xi$ and $\eta$ are determined by quadratures and, in particular, if $f$ and $\zeta$ belong to the class $C^{n}, n \geqslant 2$, then $\xi, \eta \in C^{n}$ also.
8.2. Rigidity "in the small" of Analytic Surfaces. The existence of surfaces that are rigid "in the small" was first established in a paper by Efimov (Efimov (1948c)). The idea of investigation here goes back to the method used in the proof of existence of non-bendable surfaces: in the analytic case for surfaces of the form $z=f^{(n)}(x, y)$ equation (27) reduces to an infinite totality of equations among which there are equations of the form (25), but beginning with $m=2$. The condition of solubility of each equation (25) leads to some (its own for each $m$ ) algebraic equation for the coefficients of the form $f^{(n)}(x, y)$ and in this way we prove that if for some form $f_{0}^{(n)}$ none of these equations is satisfied in an identical way, then almost all surfaces $z=f^{(n)}(x, y)+\cdots$ are rigid. In Efimov (1948c) this was established for $n=9$, so almost all surfaces $z=f^{(9)}(x, y)+\cdots$ are rigid in the analytic class of infinitesimal bendings. Starting from example (26) for $n=5$, we can show that the corresponding equation (25) does not have solutions for
$m=2,3,4,5$. Hence the surface

$$
z=x^{5}+\lambda x^{3} y^{2}+x y^{4}+y^{5}, \quad \lambda \text { is a transcendental number, }
$$

is rigid. On the other hand, it is known that the surfaces $z=f^{(3)}(x, y)$ and $z=f^{(4)}(x, y)$ are non-rigid (Berri (1952)), so the smallest degree of a rigid surface of the form $z=f^{(n)}(x, y)$ is equal to 5 . But with respect to the smallest degree of rigid surfaces of the form $z=f^{(n)}(x, y)+\cdots$ it is difficult to state any propositions; we can only affirm that $n \geqslant 3$, since in the parabolic case an analytic surface is bendable in the analytic class and by Theorem 3.1 it is non-rigid.
8.3. Analytic Surfaces of Revolution with Flattening at a Pole. The study of infinitesimal bendings has been advanced mostly for surfaces of revolution, since for them the finding of infinitesimal bendings can be reduced to the solution of ordinary equations (Cohn-Vossen (1929)). This is done as follows.

Suppose that the surface $z=\varphi\left(\sqrt{x^{2}+y^{2}}\right)$ is obtained by rotation about the $z$-axis of the curve $z=\varphi(\rho), 0 \leqslant \rho<\varepsilon, \varphi^{\prime}(0)=0$. Introducing the moving vector $c(\theta)=i \cos \theta+j \sin \theta$ and seeking the field of infinitesimal bendings in the form $\alpha(\rho, \theta) k+\beta(\rho, \theta) e+\gamma(\rho, \theta) e^{\prime}$, we obtain the system

$$
\begin{align*}
& \alpha_{m}^{\prime}-\frac{m^{2}}{\rho} \alpha_{m}+\frac{m^{2}-1}{\rho \varphi^{\prime}} \beta_{m}, \\
& \beta_{m}^{\prime}=-\frac{m^{2} \varphi^{\prime}}{\rho} \alpha_{m}-\frac{m^{2}-1}{\rho} \beta_{m}, \quad \beta_{m}=-i m \gamma_{m}, \tag{28}
\end{align*}
$$

where $\alpha_{m}, \beta_{m}$ and $\gamma_{m}$ are the Fourier coefficients of the functions $\alpha, \beta$ and $\gamma$. In the smoothness class $C^{2}$ and higher, we can reduce the system (28) to one equation

$$
\begin{equation*}
\rho \varphi^{\prime} \alpha_{m}^{\prime \prime}+\rho \varphi^{\prime \prime} \alpha_{m}^{\prime}-m^{2} \varphi^{\prime \prime} \alpha_{m}=0 . \tag{29}
\end{equation*}
$$

Non-trivial infinitesimal bendings are obtained for the values $m \geqslant 2$.
In the case of an analytic surface, when

$$
\varphi(\rho)=a_{0} \rho^{2 k}+a_{1} \rho^{2 k+2}+\cdots, \quad a_{0} \neq 0
$$

the well-known Fuchs theory can be applied to equation (29), and we find that equation (29) has solutions of the form

$$
\begin{align*}
\alpha_{m} & =\rho^{v_{m}} \sum_{j=0}^{\infty} A_{j} \rho^{2 j}, \quad A_{0} \neq 0, \\
v_{m} & =1-k+\sqrt{m^{2}(2 k-1)+(k-1)^{2}} . \tag{30}
\end{align*}
$$

The requirement that the function $\alpha(\rho, \theta)=\alpha_{m}(\rho) e^{i m \theta}$ is analytic leads to the condition $v_{m}=m+2 l$, where $l$ is a natural number, which in turn gives a connection between $x=v_{m}+k-1$ and $y=m$ in the form of the following Diophantine equation (the so-called Pell equation)

$$
x^{2}-(2 k-1) y^{2}=(k-1)^{2} .
$$

It turns out that this equation always has a solution with $y \geqslant 2$ (except for the
case $k=5$ ). Therefore we find that all surfaces of revolution, except those having a flattening of order $q=8$, are non-rigid (Sabitov (1986)).
8.4. Rigid and Non-Bendable "in the large" Surfaces of Revolution. In the analytic case a peculiarity of infinitesimal bendings of surfaces of revolution is that for a given $k \neq 5$ not all harmonics $\alpha_{m}(\rho) e^{i m \theta}$ exist (when $2 k-1=n^{2}$ there are generally only finitely many of them), which gives the possibility of obtaining criteria for rigidity "in the large". Namely, suppose that on a closed surface of revolution homcomorphic to a sphere the two poles have flattening of order $2 k_{1}-2$ and $2 k_{2}-2$ respectively; we call the orders of the flattenings consistent if the neighbourhoods of the poles have infinitesimal bendings with a common number of non-trivial harmonics, and inconsistent otherwisc.

Lemma 8.1. There are surfaces of revolution with inconsistent orders of flattening at the poles (Sabitov (1986)).

As a corollary we find that such surfaces of revolution are rigid "in the large". More interesting, however, is another corollary.

Corollary 8.2. Surfaces of revolution with inconsistent orders of flattening at the poles are non-bendable in the class of deformations of smoothness $C_{1 ; \boldsymbol{A}}^{\infty}$.

The point is that up to now only two classes of closed surfaces non-bendable "in the large" have been known - these are ovaloids or closed convex surfaces and the so-called surfaces of type $T$, on which the region with curvature $K>0$ as a whole has integral curvature $4 \pi$ (for example, a circular torus; for the general definition and the analytic case see Aleksandrov (1938); for the case of class $C^{3}$ see Nirenberg (1963)). Hence in the analytic class by Corollary 8.2 we can determine closed and non-convex surfaces that are non-bendable "in the large".
8.5. Non-Analytic Surfaces. In contrast to the non-linear theory of bendings, in the linear problem in a number of cases we can get rid of the requirement that the surface and the field of (infinitesimal) bendings of it are analytic.
8.5.1. Surfaces of Positive Curvature with an Isolated Flat Point. In the fundamental well-studied case such surfaces have the form

$$
\begin{equation*}
z=r^{n} f(x, y), \quad r^{2}=x^{2}+y^{2}, \quad n>2 \tag{31}
\end{equation*}
$$

where $f(x, y)$ is a sufficiently smooth function and $f(0,0) \neq 0$. Since the previous methods are unsuitable here, we need to describe at least "in two words" the process of solving the problem. The main features are the following: firstly, by the choice of the special so-called adjoint isothermal coordinates $(\xi, \eta)$ the determination of infinitesimal bendings reduces to the solution of the system

$$
\begin{equation*}
\frac{\partial U}{\partial \bar{\zeta}}-\frac{b(\zeta)}{2 \bar{\zeta}} \bar{U}=0, \quad \zeta=\xi+i \eta \tag{32}
\end{equation*}
$$

where

$$
U(\zeta)=\zeta^{2} K^{1 / 4}(\zeta)(\delta M+i \delta L), \quad \frac{\partial}{\partial \bar{\zeta}}=\frac{1}{2}\left(\frac{\partial}{\partial \xi}+i \frac{\partial}{\partial \eta}\right)
$$

$b(\zeta)$ is a function that can be explicitly written out, in particular

$$
b(0)=\frac{n-2}{2 \sqrt{n-1}}
$$

and $\delta L=\delta N$ and $\delta M$ are variations of the cocfficients of the sccond fundamental form of the surface $S$ in adjoint isothermal coordinates (in which $L=N$, $M=0$ ); secondly, for a solution of the system (32) one first investigates separately the case of the "model" surface (31) when $f=1$, for which the system (32) has the form

$$
\begin{equation*}
\frac{\partial U}{\partial \bar{\zeta}}-\frac{n-2}{4 \sqrt{n-1}} \frac{\bar{U}}{\bar{\zeta}}=0 \tag{33}
\end{equation*}
$$

and finally, by taking account of the connection between solutions of the systems (32) and (33) we obtain information about the rigidity or non-rigidity of the surface $S$. This scheme of investigation, established in a series of papers by Usmanov (a survey of them can be found in Usmanov (1984)), in its first part goes back to Vekua (Vekua (1959)), who studied in this way infinitesimal bendings of surfaces of strictly positive curvature; but in the presence of flattening both the introduction of adjoint isothermal coordinates itself and the solution of the system (32) require "works" with degenerate elliptic systems. The second part, the investigation of the "model" surface $z=\left(x^{2}+y^{2}\right)^{n / 2}$, was carried out in Efimov and Usmanov (1973). In this paper they were the first to trace the possible connection between the order of flattening of a surface and the "degree" of its non-rigidity in deformations of a given smoothness class (but we must elaborate that the smoothness of not all components of the field of infinitesimal bendings has been studied, but only the vertical component of it, which, generally speaking, without taking account of the smoothness of the surface itself, is insufficient for the corresponding conclusions of the smoothness of the whole field). It turned out that with an increase in the required smoothness the bending field decreases asymptotically to zero, and as a result not in the class $C^{A}$ but in $C^{\infty}$ does there arise the appearance of rigidity of the surface. Let us report the precise formulations of certain theorems.

For each $k \geqslant 3$ we denote by $N_{k}$ the finite set of rational numbers $n$ determined by the formula

$$
n=2+4 q \frac{k+q}{k^{2}-k-2 q} \quad\left(q=1,2, \ldots, k^{2}-k-1\right) .
$$

Let $N=\bigcup_{k=3}^{\infty} N_{k}$. We split all the surfaces $z=r^{n}$ into two classes: $S_{0}$ if $n \in N$, and $S_{1}$ if $n \notin N$.

Theorem 8.3. a) All surfaces $S_{1}$ are locally non-rigid in any smoothness class $C^{l}, l<\infty$. b) Surfaces from $S_{0}$ are locally non-rigid in the class $C^{A}$. c) For surfaces
from $S_{1}$ an infinitesimal bending of the class $C^{p}, p \geqslant 2$, is a small quantity characterized by the uniform estimate

$$
\zeta(x, y)=O\left(r^{v_{1+k_{n, p}}}\right)
$$

where

$$
v_{1+k_{n, p}}=1-\frac{n}{2}+\sqrt{\left(\frac{n-2}{2}\right)^{2}+\left(1+k_{n, p}\right)^{2}(n-1)}
$$

and the integers $k_{n, p}$ are determined from the inequalities

$$
\sqrt{\frac{p(p+n-2)}{n-1}}-1<k_{n, p} \leqslant \sqrt{\frac{p(p+n-2)}{n-1}}
$$

Corollary 8.4. Surfaces from $S_{1}$ are locally rigid with respect to infinitesimal bendings of smoothness $C^{\infty}$.

As we have already said, the general surface (31) is investigated with the use of an explicitly determined homeomorphism between the solutions of the systems (32) and (33). In particular, if in (31) the function $f \in C^{\infty}$ and $n \in N$, then such surfaces are locally rigid in the class $C^{\infty}$ (Usmanov (1984)).

Surfaces of a more general form than in (31) have not actually been studied, and any advance here requires preliminary substantial progress in the investigation of generalized Cauchy-Ricmann systems with a singular coefficient.
8.5.2. Local Rigidity in the $\boldsymbol{C}^{\mathbf{1}}$-Class. Generally speaking, the result of 8.5 .1 on $C^{\infty}$-rigidity of the surfaces (31) has not been represented quite correctly, since we require here for the bending field a smoothness greater than the smoothness of the surface itself (in this respect the result from 8.3 on the $C^{\infty}$-rigidity of the analytic surface $z=\left(x^{2}+y^{2}\right)^{5}$ is correct). This remark shows that in the nonanalytic case, imposing some requirement on the smoothness of the bending field, we need to take care of the consistency of this requirement with the given smoothness of the surface. In non-singular cases this consistency follows from the corresponding theorems on smoothness of solutions of the elliptic (when $K>0$ ) or hyperbolic (when $K<0$ ) equation (27) (it is true that here we need to make an important remark: if in the general elliptic case the problem is solved more or less completely, on each convex surface any field $U$ of infinitesimal bendings of it belongs to the Lipschitz class $C^{0,1}$ (Aleksandrov (1937)), and the surface is non-rigid (Pogorelov (1969)), and under the additional condition $S \in C^{n, \alpha}, n \geqslant 2,0<\alpha<1, K>0$, the field $U \in C^{n, \alpha}$ (Pogorelov (1969)), then in the hyperbolic case - even with the strict condition $K<0$ - we can draw some conclusions about the existence and degree of regularity of the field of infinitesimal bendings only under the a priori assumption $U \in C^{2}$ ). But if $K=0$ at the point under consideration, then even here there is no regular theory, and depending on additional properties of the surface we can encounter very different possibilities. In particular, we have the following theorem.

Theorem 8.5. For any $n, 1 \leqslant n \leqslant \infty$, there is a surface of class $C^{n}$ that is $C^{1}$-rigid in a neighbourhood of a marked flat point (Sabitov (1973)).

A typical surface of this kind is the surface of revolution

$$
z=e^{-1 / r} \sin \frac{1}{r}, \quad r=\sqrt{x^{2}+y^{2}}
$$

It is useful to compare this theorem with the fact that any surface is bendable in the class of $C^{1}$-smooth deformations: the linear problem in the $C^{1}$-class - the determination of infinitesimal bendings of the 1st order - is sometimes "worse" to solve than the non-linear one! Hence it follows, in particular, that the bendings of surfaces from Theorem 8.5 in the class $C^{1}$ cannot depend analytically on the parameter of deformation.
8.5.3. Flattenings of Infinite Order. In Theorem 8.5 by virtue of the condensation of the zeros of $K$ to the point $(0,0)$ we have a flattening of infinite order at the pole. Another investigated case of a flattening of infinite order is a surface of revolution with meridian $z=\varphi(r)$ satisfying the condition

$$
\begin{equation*}
\int_{0}^{\varepsilon} \frac{\varphi(t) d t}{\varphi^{\prime}(t) t^{2}}<\infty \tag{34}
\end{equation*}
$$

where

$$
\begin{gathered}
\varphi(r) \in C^{n}[0, \varepsilon), \quad 1 \leqslant n \leqslant \infty \\
\varphi^{\prime}(0)=0, \quad \varphi^{\prime}(r) \neq 0, \quad r \neq 0
\end{gathered}
$$

For these surfaces we have $\varphi(r)<\exp \left(-C / r^{\alpha}\right)$ and for them we can state necessary and sufficient conditions for non-rigidity in the classes $C^{1}$ and $C^{2}$ (see Sabitov (1979b)), and it turns out that if the flattening is very strong, then these conditions of non-rigidity are satisfied. As a result we have the following qualitative picture: a power flattening leads to the possibility of $C^{\infty}$-rigidity, but leaves non-rigidity in finite smoethness classes; a flattening of infinite order can give rigidity even in the class $C^{1}$ (at the same time, in the convex case there is always $C^{1}$-non-rigidity, but there may be $C^{2}$-rigidity); finally, for very strong flattenings of infinite order there again arises non-rigidity in finite smoothness classes - the influence of the flat point "weakens", and a neighbourhood of it becomes close to a domain on the plane.
8.6. Infinitesimal Bendings of the 2nd Order. Although for surfaces "in the large" there are significantly many papers on infinitesimal bendings of the 2 nd order of them, in the local formulation the study of this question has just begun. Non-rigidity of the 2 nd order of surfaces in a neighbourhood of a point with $K \neq 0$ follows from Theorems 6.2, 6.3 and 3.1. In a neighbourhood of a parabolic point and a point with a flattening there are only isolated results about infinitesimal bendings of the 2 nd order. In Ivanova-Karatopraklieva and Sabitov (1989) for surfaces of revolution we studied the connection between the order of flattening of a pole and the numbers of non-trivial harmonics of infinitesimal
bendings of the 1st order extendable to infinitesimal bendings of the 2 nd order, and in Sabitov (1979a) there is given a theorem on $C^{1}$-rigidity of the 2nd order of a neighbourhood of a pole of a surface of revolution with meridian of the form (34) (however, the proof of the theorem in the form stated in Sabitov (1979a) turned out to be erroneous, but the theorem remains true under the additional assumption that the surface is convex; the analysis of the general case is hindered by the lack of knowledge of a uniform estimate with respect to small $\rho$ as $n \rightarrow \infty$ of the solution of the following system with small parameter:

$$
\begin{aligned}
& \varepsilon y^{\prime}(\rho)=A(\rho) y+\frac{1}{\rho^{2} \rho^{\prime}(\rho)} z, \quad A(\rho)=\frac{1}{\rho}-\frac{\varphi}{\rho^{2} \varphi^{\prime}(\rho)} \\
& \varepsilon z^{\prime}(\rho)=-A^{2}(\rho) \rho^{2} \varphi^{\prime}(\rho) y-A(\rho) z, \quad \varepsilon=\frac{1}{n^{2}-1} \rightarrow 0
\end{aligned}
$$

here the characteristic polynomial has one double root $\lambda=0$, to which there corresponds only one eigenvector of the matrix of the system, and this is just a singular case in the general theory of equations with a small parameter, which requires additional assumptions (Vasil'eva and Butuzov (1978))

A very complete investigation of infinitesimal bendings of the 2 nd order can also be carried out for a neighbourhood of a pole of an analytic surface of revolution; here, in particular, it turns out that for the majority of orders of flattening the infinitesimal bendings of the 1 st order are not extendable to analytic infinitesimal bendings of the 2 nd order, and to determine surfaces with non-rigidity of the 2 nd order we can state an algorithm based on the solution of some Diophantine system of equations. The main interest in assertions about the rigidity of the 2 nd order is connected, of course, with a deduction about the non-bendability of such surfaces.

Among the questions of general character not solved here we mention the absence of some interpretation of infinitesimal bendings of the 2 nd order from the point of view of the theory of shells.

Works on local infinitesimal bendings of the third and higher orders have begun to appear only very recently; see Ivanova-Karatopraklieva (1987/88) and (1990).
8.7. Bendings of Troughs. There is still one class of problems that are regarded as intermediate problems between bendings of surfaces "in the small" and "in the large" - these are bendings of so-called troughs. These surfaces are thought of as a ring-shaped band containing inside it a planar closed curve with $K=0$, along which the tangent plane to the surface is stationary. The band can be arbitrarily narrow - in it there is "smallness" of the surface. For such surfaces, particularly for troughs of revolution, there exists a series of complete results, giving criteria for their non-rigidity of the 1st order; with respect to infinitesimal bendings of the 2 nd order the troughs in all the cases studied turn out to be rigid; for citations see Sabitov (1979b).

## §9. Supplement. Bendings and Infinitesimal Bendings of Polyhedra

9.1. Introduction. The questions of bendings and infinitesimal bendings of polyhedra are an inexhaustible theme of research by many geometers, and interest in them has intensified recently, which in the last instance is apparently explained by new perspectives discovered with the possibilities of wide application of computers for the solution of theoretical and applied problems in this domain (for example, the journal Structural Topology, published by Montreal University, specially declared questions of bendings of polyhedra to be one of the main important directions of its general themes devoted to the study of spatial forms from the viewpoint of mathematics, architecture and the mechanics of engineering constructions). The results obtained and the new ideas in the theory of bendings of polyhedra would be sufficient for a special detailed survey, so we are forced to restrict ourselves to a rather shortened account of the main achievements and analysis of their possible development. ${ }^{1}$

First of all, in the theory of bendings of polyhedra there are two differences from the case of smooth surfaces: firstly, here there is no local theory in the proper sense of the word, that is, there are no properties that depend on the smallness of the neighbourhood under consideration, secondly, there is no outlet to differential equations - in the analytic scheme the theory of bendings of polyhedra is concerned with algebraic equations, and the theory of infinitesimal bendings (of the 1st order) is even concerned with linear equations. In addition, here, of course, far more extensively than in the smooth theory, direct descriptivegeometric and combinatorial considerations are employed.

By a polyhedron in $E^{3}$ we shall understand a piecewise linear (continuous in the large and linear on faces) map $f: \mathscr{K} \rightarrow E^{3}$ of some locally finite simplicial complex $\mathscr{K}$, whose body is homeomorphic to a domain on a two-dimensional manifold; we can regard a piecewise Euclidean metric on $\mathscr{K}$ as specified or induced from $E^{3}$ by the map $f$. As usual, the map $f$ can be identified with its image, not forgetting, however, that if there are self-intersections or selfcoverings in the image, then points of the image that have different preimages in $\mathscr{K}$ are assumed to be different. If in the definition of a polyhedron we start from a complex $\mathscr{K}$ with possible non-triangular cells, then this case can be reduced to a polyhedron with triangular faces by splitting the faces into triangles by means of diagonals. This does not change the metric on $\mathscr{K}$, since in the theory of bendings of polyhedra it is assumed that the faces are rigid, so the distances between the vertices of the polyhedron on one face are preserved in the course of bending. But, generally speaking, the properties of bendability can change, namely, if a new polyhedron (with additional edges) is non-bendable or rigid (the exact definitions will be given a little later), then the original polyhedron with non-triangular faces will be the same; if the resulting polyhedron with triangular

[^31]faces is bendable or non-rigid, then the original polyhedron can turn out to be non-bendable or rigid. In other words, the addition of new edges to the faces "weakens" the polyhedron (there arises the additional possibility of curving a face along a "new" edge).
9.2. Polyhedral Metrics and Their Isometric Immersions. If a metric specified on $\mathscr{K}$ is Euclidean on each face, then it is called polyhedral (for general questions of introducing a piecewise linear metric on $\mathscr{K}$, see Aleksandrov (1950), Gluck, Krigelman and Singer (1974)). In this case it is required that the map $f: \mathscr{K} \rightarrow E^{3}$ is isometric. If such a map exists, then by the terminology of Aleksandrov (1950) about a polyhedron we say that it is specified by its development $\mathscr{K}$ (in the general case the faces of the development are not at all required to be faces of the polyhedron, and the faces are not required to be triangles, Aleksandrov (1950)). Intuitively the specification of the development means that we have triangular faces of the polyhedron of a natural size with an indication of the rule for identifying edges or pasting together triangular faces along common edges.

Hence, if a metric is specified in advance on $\mathscr{K}$, then before we talk about bendings of the polyhedron we first need to verify the existence of an isometric immersion of $\mathscr{K}$ in $E^{3}$. Not every development can be isometrically immersed in $E^{3}$; for example, if a development $R$ consists of two equal triangles with pairwise identified edges (it is true that this development $R$ is not formally a simplicial complex, but it can easily be converted into a complex by adding an interior vertex to one of the copies of a triangle), then an isometric map of $R$ in $E^{3}$ gives a doubly covered triangle, which is not an immersion. We can indicate developments that cannot generally be isometrically mapped into $E^{3}$. An example of such a development is shown in Fig. 5. On it we indicate a development of four triangles $A B C, A B O_{1}, B C O_{2}, C A O_{3}$ with identification of the edges $A O_{1}$ and $\mathrm{AO}_{3}, \mathrm{BO}_{1}$ and $\mathrm{BO} \mathrm{O}_{2}, \mathrm{CO}_{2}$ and $\mathrm{CO}_{3}$ and of all the vertices $\mathrm{O}_{1}, \mathrm{O}_{2}, \mathrm{O}_{3}$ into one vertex.

We note, however, that if we permit an additional triangulation of the faces of the development, then under a sufficient refinement of the triangulation any (orientable) development admits an isometric embedding in $E^{3}$, see Burago and Zalgaller (1960). For example, a twice covered regular triangle can be isometrically embedded in $E^{3}$ in the form of an octahedron if to each copy of the triangle



Fig. 6
we add a vertex (Fig. 6) - the centre of the triangle - a point $N$ in the triangle $A_{1} B_{1} C_{1}$, a point $S$ in the other copy $A_{2} B_{2} C_{2}$, and then embed the four triangles $A_{1} N B_{1}, B_{1} N D_{1}, D_{1} N C_{1}$ and $C_{1} N A_{1}\left(B_{1} D_{1}=D_{1} C_{1}\right)$ in the form of the lateral surface of a pyramid with planar base $A B D C$ (the other triangle is isometrically embedded in $E^{3}$ as the mirror symmetric image of this pyramid). This result of Burago and Zalgaller is analogous to the theorem of Kuiper mentioned in $\S 4$ about the isometric embeddability in $E^{3}$ of any two-dimensional Riemannian manifold: as in the smooth case, the embeddability of a polyhedral metric in $E^{3}$ is achieved by means of a fine "corrugation" of the surface. From the viewpoint of bendings such polyhedral immersions have not been studied in practice. For example, can we find such an immersion of a given development with an additional triangulation so that it is bendable? It is assumed that this is improbable, but it would be interesting to investigate isometric transformations of such polyhedra, in particular, to construct the chain of an isometric transition from a convex polyhedron to its mirror image.

Of the general results about immersions of polyhedral metrics the best known is Aleksandrov's theorem about the realization of any complete convex polyhedral metric in $E^{3}$ in the form of a convex polyhedron, Aleksandrov (1950). Henceforth we assume that the metric on $\mathscr{K}$ is induced from $E^{3}$ by some map $f: \mathscr{K} \rightarrow E^{3}$, so we shall not be concerned with special questions of an isometric immersion in $E^{3}$ of a priori specified polyhedral metrics on $\mathscr{K}$.
9.3. Bendings of Polyhedra. Configuration Spaces of Polyhedra. Suppose that a map $f: \mathscr{K} \rightarrow E^{3}$ determines a polyhedron $M$; then a polyhedral metric is induced on $\mathscr{K}$. According to the general scheme of $\S 1$, we consider the set $\mathfrak{M}$ of all polyhedra obtained by isometric maps of $\mathscr{K}$ in $E^{3}$ (a priori we do not require that the map is an embedding or an immersion). In contrast to the smooth case, $\mathfrak{M}$ is always a finite-dimensional set. In fact, since the faces of the complex $\mathscr{K}$ are triangular, the map of $\mathscr{K}$ in $E^{3}$ is completely determined if we know the images of the vertices. In turn, if we know the vertices $p_{1}, \ldots, p_{V}$ (where $V$ is the number of vertices) of the polyhedron, then we can associate with it a point $m \in E^{3 V}$ with coordinates ( $x_{1}, y_{1}, z_{1}, \ldots, x_{V}, y_{V}, z_{V}$ ), where $x_{i}, y_{i}, z_{i}$ are the coordinates of the point $p_{i}, 1 \leqslant i \leqslant V$, in $E^{3}$. Conversely, with each point $m$ of $E^{3 V}$ we can obviously associate $V$ points $p_{1}, \ldots, p_{V}$ of $E^{3}$. Consequently, with the set $\mathfrak{M}$ there is associated in a one-to-one way some set in $E^{3 V}$. Intuitively the set
$\mathfrak{M}$ can be interpreted as the set of positions of the polyhedron $M$ in $E^{3}$ under all possible isometric maps of $\mathscr{K}$ in $E^{3}$, so $\mathfrak{M}$ is naturally callcd the configuration space of the polyhedron $M$. Since $\mathfrak{M}$ is represented by some set of points in $E^{3 V}$, the topology on $\mathfrak{M}$ can be regarded as induced from the Euclidean topology in $E^{3 V}$. Now, as in the general case, we dcfinc a bending of the polyhedron $M$ as a path in a connected component $\mathfrak{N} \subset \mathfrak{M}$, beginning at $M \in \mathfrak{N}$. In order to exclude from consideration polyhedra congruent to $M$, we shall assume that one face on $M$ is fixed; then $M$ as a rigid body admits only a mirror reflection with respect to the plane of the fixed face, so any bending of the polyhedron $M$, if it exists, is necessarily non-trivial.

The metric of a polyhedron with triangular faces is completely determined by the lengths of the edges. Let $l_{i j}$ be the length of the edge joining the vertices with numbers $i$ and $j$. In this case all isometric polyhedra of $\mathfrak{M}$ have vertices $p_{1}, \ldots, p_{V}$ satisfying the conditions

$$
\begin{equation*}
\left|p_{i}-p_{j}\right|=l_{i j}, \quad(i, j) \in \tilde{I} \tag{35}
\end{equation*}
$$

where $\tilde{I}$ is the set of pairs $(i, j)$ of numbers of the vertices joined by edges. Consequently, in $E^{3 V}$, by the association described above, to the set $\mathfrak{M}$ there corresponds some algebraic variety. Assuming, as agreed, that one face is fixed, we see that the algebraic variety is bounded. Therefore we immediately obtain the following description of the set $\mathfrak{M}$ : it consists of finitely many compact connected components. In addition, connected components of a bounded algebraic variety are separated from each other by some positive distance, and so it follows that if two isometric polyhedra are sufficiently close to each other, then they will belong to one connected component of $\mathfrak{M}$, and so they are applicable to each other. Thus, for polyhedra we have a new version of the answer to question 5 in §2: if isometric polyhedra are sufficiently close to each other, then the isometry between them reduces to a bending.

Another consequence of the structure of $\mathfrak{M}$ as an algebraic variety is that if two polyhedra are applicable to each other, then the application can be realized by an analytic path; in other words, if there is a continuous path in $\mathfrak{M}$, then there is an analytic path with the same ends, Gluck (1975). Therefore bendings of polyhedra can always be sought in the class of bendings that are analytic in the parameter.

Next, for polyhedra we can give an answer to the question formulated in Remark 3 on p. 187: an algebraic variety does not have a boundary, so a polyhedron $M$ cannot be a boundary point in $\mathfrak{M}$ of its connected component $\mathfrak{N}$ : in $\mathfrak{N}$ there is a path passing through $M$. Intuitively this means that a polyhedron in the process of bending cannot arrive at the position from which a bending later goes only by the reverse motion with a repetition of the positions already passed through.

Let us illustrate all that we have said above by an example of bendings of a closed planar quadrangle (although here all the dimensions are smaller by one, nevertheless the idea of algebraic investigation is the same). Suppose that the edges of the quadrangle have lengths $a, b, c, d$. There is always an edge $l$ such
that the two adjacent edges have length no smaller than that of $l$. Suppose that the length of $l$ is $b=1$, and that the lengths of the adjacent edges are equal to $a$ and $c, a \geqslant c \geqslant 1$. We restrict ourselves to a consideration of the following cases (we regard the edge $l$ as fixed):

1) $a=b=c=1$. Then $\mathfrak{M}$, depending on the values of $d$, has the following topological structure:
$\left.A_{11}\right) d=0 \quad \mathfrak{M}=S_{0}$ (two points)
$\left.A_{12}\right) 0<d<1 \quad \mathfrak{M}=S^{1} \cup S^{1}$ (two circles)
$\left.A_{13}\right) d=1 \quad \mathfrak{M}$ has the form as in Fig. 7
$\left.A_{14}\right) 1<d<3 \quad \mathfrak{M}-S^{1}$
$A_{15}$ ) $d=3 \quad \mathfrak{M}$ is one point; the case $d>3$ is impossible.
2) $b=1, a=c>1$. Then
$\left.A_{21}\right) d=0 \quad \mathfrak{M}=S^{0}$
$\left.A_{22}\right) 0<d<1 \quad \mathfrak{M}=S^{1} \cup S^{1}$
$\left.A_{23}\right) d=1 \quad \mathfrak{M}$ has the form as in Fig. 8
$\left.A_{24}\right) 1<d<2 a-1 \quad \mathfrak{M}=S^{1}$
$\left.A_{25}\right) d=2 a-1 \quad \mathfrak{M}=S^{1} \vee S^{1}$
$\left.A_{26}\right) 2 a-1<d<2 a+1 \quad \mathfrak{M}=S^{1}$
$\left.A_{27}\right) d=2 a+1 \quad \mathfrak{M}$ is one point; the case $d>2 a+1$ is impossible.
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We can give a similar description of $\mathfrak{M}$ in the remaining cases, and also generally in the case of bendings on the plane of an arbitrary closed $n$-gon. As to configuration spaces of polyhedra, the study of them is still only at an initial stage: configuration spaces of octahedra are known, Bushmelev and Sabitov (1990), and of so-called degenerate suspensions, Sabitov (1983). Generally it scems that problems of the theory of bendings of polyhedra can conventionally be split into two large groups: the establishment of the fact of bendability or non-bendability of a given polyhedron $M$, and the description of the configuration space $\mathfrak{M}$ for a bendable polyhedron $M$.

Remark 9. Regarding the $l_{i j}$ in (35) as variables, we see that the set of all polyhedra $f: \mathscr{K} \rightarrow E^{3}$ together with their metric is an algebraic variety in a Euclidean space of dimension $q=3 V+I$, where $I=$ card $\tilde{I}$; the complement to this variety in $E^{q} \backslash E^{3 V}$ determines metrics on $\mathscr{K}$ that cannot be isometrically mapped into $E^{3}$.
9.4. Infinitesimal Bendings of Polyhedra and Their Connection with Bendings. In the geometrical scheme the definition of infinitesimal bendings of polyhedra is analogous to the smooth case. Let $p_{i}^{0}, 1 \leqslant i \leqslant V$, be the vertices of the polyhedron $M$, and $z_{i}^{(j)}$ the vectors applied to the points $p_{i}, 1 \leqslant k \leqslant j \leqslant n$. Let us consider a deformation of the polyhedron under which the vertices $p_{i}$ go over to the position

$$
\begin{equation*}
p_{i}(t)=p_{i}^{0}+t^{k} z_{i}^{(k)}+\cdots+t^{n} z_{i}^{(n)}, \quad 1 \leqslant i \leqslant V . \tag{36}
\end{equation*}
$$

If the lengths of the edges of the polyhedron are changed to the order $o\left(t^{n}\right), t \rightarrow 0$, then the deformation (36) is called an infinitesimal bending of order ( $k, n$ ). Analytically this is expressed by the relation

$$
\begin{gathered}
\left|p_{i}(t)-p_{j}(t)\right|=\left|p_{i}^{0}-p_{j}^{0}\right|+o\left(t^{n}\right), \quad t \rightarrow 0 \\
(i, j) \in \tilde{I}
\end{gathered}
$$

Since in the case of triangular faces the lengths of the edges determine a metric on the whole polyhedron, all the distances on the polyhedron are also changed to the order $o\left(t^{n}\right)$.

Non-triviality of the infinitesimal bending (36) is ensured if at the three points $p_{1}^{0}, p_{2}^{0}, p_{3}^{0}$ that determine a fixed face of the polyhedron $M$ the deformation (36) leaves these points fixed up to $o\left(t^{n}\right)$, that is, if $z_{i}^{(k)}=\cdots=z_{i}^{(n)}=0,1 \leqslant i \leqslant 3$, and there exists a point $p_{j}$ where $z_{j}^{(k)} \neq 0, j>3$.

The equations of infinitesimal hendings of order $(k, n)$ have the following form (on the assumption that in the representation (36) instead of $z_{i}^{(l)}$ we write $2 z_{i}^{(l)}$, $k \leqslant l \leqslant n, 1 \leqslant i \leqslant V)$ :

$$
\begin{gather*}
\left(p_{i}-p_{j}\right)\left(z_{i}^{(l)}-z_{j}^{(l)}\right)+\sum_{m=k}^{l-k}\left(z_{i}^{(m)}-z_{j}^{(m)}\right)\left(z_{i}^{(l-m)}-z_{j}^{(l-m)}\right)=0, \\
l=k, \ldots, n \tag{37}
\end{gather*}
$$

(supposing that $z_{i}^{(m)}=0,0 \leqslant m \leqslant k-1$ ). In particular, infinitesimal bendings of
the 1 st order are obtained as a solution of the linear system

$$
\begin{equation*}
\left(p_{i}-p_{j}\right)\left(z_{i}-z_{j}\right)=0, \quad(i, j) \in \bar{I} \tag{38}
\end{equation*}
$$

In this system for a non-trivial infinitesimal bending there are $3 V-9$ unknowns and $3 V-3 \chi-3$ cquations, where $\chi$ is the Euler characteristic of the complex $\mathscr{K}$.

Since bendings of polyhedra can always be assumed to be analytic in the parameter, for bendings we have the representation (36) with $n=\infty$, so the equations of the bendings are given by the system (37) with $n=\infty$ and $k \geqslant 1$. As in Theorem 3.1 we thus see that a bendable polyhedron admits infinitesimal bendings of order $(1,1)$ and $(1,2)$. But the conncctions between bendings and infinitesimal bendings of polyhedra are considerably richer than in the smooth case. Let us consider this question in more detail.

If we recall that a polyhedron with $V$ vertices is represented by a point $P$ in $E^{3 V}$, then the trajectory of the polyhedron in the process of this bending is represented by some curve $\gamma$ in $E^{3 V}$. We know that non-trivial bendings of polyhedra take place in a set of non-rigid polyhedra, which is an algebraic variety $T$ whose equation is obtained from the condition rank $L<3 V-9$, where $L$ is the matrix of the system (38). At each point $s \in T$ there is at least one $3 V$-dimensional non-zero vector $z(S)=\left(z_{1}, \ldots, z_{V}\right)$ with $z_{1}=z_{2}=z_{3}=0$. A bendable polyhedron belongs to $T$ and in the process of bending it remains on T. Let $\gamma: P=P(t)$ be its trajectory; then $P^{\prime}(t)$ is a tangent vector to $\gamma$ and simultaneously the vector of an infinitesimal bending of the polyhedron $P(t)$. Consequently, a bending of a polyhedron takes place in the set of those non-rigid polyhedra for which the field of its infinitesimal bending is tangent to the manifold $T$. Hence we have two conclusions: 1) for infinitesimal bendings of the 1 st order to be extendable to bendings of a polyhedron it is necessary that the vector $z(S)$ should belong to the tangent plane of the manifold $T: 2$ ) the trajectory of a bending of a polyhedron is the vector curve on $T$ of the field of vectors $z(S)$. In turn, the first requirement distinguishes on $T$ a submanifold $T_{1}$ along which $z(S)$ is tangent to $T$; obviously, the trajectory lies on $T_{1}$ and we again find that the field $z(S)$ must be tangent not only to $T$, but also to $T_{1}$. Extending this process, in the end in finitely many steps we distinguish submanifolds $T_{m} \subset$ $T_{m-1} \subset \cdots \subset T_{1} \subset T$ such that $T_{m}$ consists entirely of trajectories of bendings of the polyhedron, that is, there is a finite algorithm for testing the bendability of the polyhedron.

What we have said above intersects with the fact that non-bendable polyhedra can admit infinitesimal bendings not greater than some order or, in other words, if a polyhedron is non-bendable, then for any given $k \geqslant 1$ it is rigid with respect to infinitesimal bendings of order $(k, n)$ for all sufficiently large $n$. This connection between bendings and infinitesimal bendings of polyhedra was noticed, according to Connelly (1980), by Gromov and is based on the following algebraic theorem of Artin (Artin (1969), see also Artin (1968)): for the system of polynomial equations $f(x, y)=0$, where $f=\left(f_{1}, \ldots, f_{m}\right), x=\left(x_{1}, \ldots, x_{n}\right)$ and $y=\left(y_{1}, \ldots, y_{N}\right)$, there is an integer $\beta$, depending on $n$ and $N$, the total degree $d$
of the polynomials $f$ and a non-negative integer $\alpha$, such that if

$$
\begin{equation*}
f(x, y)=0 \quad\left(\bmod x^{\beta}\right), \quad \beta=\beta(n, N, d, \alpha), \tag{39}
\end{equation*}
$$

for some polynomial $\bar{y}(x)$, then the system has a solution in the form of a convergent power series $y(x)$ which coincides with $\bar{y}(x)$ up to the terms $x^{\alpha}$. Hence, as a consequence, if the system $f(x, y)$ has a solution $\bar{y}(x)$ in the form of a formal power series in powers of $x$, then it has a solution in the form of a convergent power series coinciding with $\bar{y}(x)$ up to the power $x^{\alpha}$ specified in advance.

The system of polynomial equations that needs to be solved in order to find a bending of polyhedra is obtained from a representation of the condition for a deformation to be isometric in the form

$$
\begin{equation*}
\Delta p_{i j} \Delta z_{i j}+\Delta z_{i j}^{2}=0, \quad(i, j) \in \tilde{I}, \tag{40}
\end{equation*}
$$

where $\Delta p_{i j}=p_{i}-p_{j}, \Delta z_{i j}=z_{i}-z_{j}$.
This system consists of $I$ 2nd order equations for $3 V$ unknowns, and the application of Artin's theorem to it leads to the assertion stated above that if a polyhedron admits infinitesimal bendings of order $(k, n)$ with sufficiently large $n$, then it is bendable. Moreover, Artin's theorem in principle enables us to solve the question of the extendability of a given infinitesimal bending of order ( $k, n$ ), $k \geqslant 1$, to a bending; we only need to be able to calculate Artin's number $\beta=\beta(1,3 V, 2, n)$ for the system (40) from (39), and then to verify whether the system (40) admits a polynomial solution $z$ approximate in the sense of (39) that coincides up to degree $n$ with the given field of infinitesimal bendings of order ( $k, n$ ).

We conclude this subsection with the following remarks.
Remark 10. The consideration of analogues of Darboux surfaces for infinitesimal bendings (of the 1st order) of polyhedra does not occur in the literature. There exists an analogue of a field of rotations, but the construction in it of a diagram of rotations at once runs into specific difficulties.

Remark 11. As in the smooth case, for infinitesimal bendings of polyhedra we have projective invariance. Recently some papers were devoted to this question with a critical discussion ${ }^{1}$.

Remark 12. We can represent a deformation of a polyhedron under an infinitesimal bending of order $(k, n)$ in $E^{3 V}$ as some path. Choosing as parameter the length of an arc (if $k=1$ ) or a power of it (if $k>1$ ), we can obtain a standard representation of all equivalent fields of infinitesimal bendings of a given order.
9.5. Uniquely Determined Polyhedra. If the configuration space $\mathfrak{M}$ of a polyhedron $M$ consists of one or two points, we say that $M$ is uniquely determined by its metric. The case when $\mathfrak{M}$ consists of one point can only be in the degenerate situations when the whole polyhedron $M$ is situated on a plane and its metric

[^32]is such that the "exit" of $M$ into space is impossible. A tetrahedron, for example, has a configuration space of two points. Since unique determination in the general class of polyhedra is apparently a very rare property, it is natural to look for such features in definite classes of polyhedra. One such class is known - the class of convex polyhedra. A famous thcorem of Cauchy asserts that two closed convex polyhedra uniformly composed of equal faces are congruent, that is, they can be superimposed by a motion with a possible addition of a mirror reflection. In our conditions we can formulate Cauchy's theorem as the unique determination of a convex polyhedron in the class of convex polyhedra. This theorem with different versions of the proofs and with various comments is mentioned in many books and surveys (for wider generalizations of it, sce Aleksandrov (1950); of the later works see, for example, Milka (1986), Berger (1977), Gluck (1975), and Kuiper (1979)), so we restrict ourselves to an analysis of its connection with the question of bendability of a convex polyhedron.

If a polyhedron $M$ is strictly convex, then its non-bendability follows from Cauchy's theorem. But if $M$ is not strictly convex, that is, there are vertices on it around which the total angle is $2 \pi$, then in the course of bending the convexity may be broken, so Cauchy's theorem on the coincidence of $M$ with the polyhedron $M^{\prime}$ obtained in the course of the bending is inapplicable. Aleksandrov showed in Aleksandrov (1950) that if the polyhedron $M^{\prime}$ is obtained by a triangulation of a strictly convex polyhedron $M$ (not necessarily with triangular faces) by the addition of vertices only on the edges of $M$, then such a polyhedron $M^{\prime}$ is non-bendable; one of the proofs can be obtained as a consequence of rigidity of the first order of such a polyhedron. If there are "false" vertices on the polyhedron, around which all the faces lie on one plane, then such a polyhedron will not be rigid. But it turns out that it remains rigid with respect to infinitesimal bendings of the 2 nd order, and in such a case it is again non-bendable. This result of Connelly (Connelly (1980)) concludes the long history of the question of bendings and infinitesimal bendings of closed convex polyhedra in the same sense as in due course the question of unique determination of closed convex polyhedra was "closed down" by a theorem of Olovyanishnikov, which asserts that a convex polyhedron is uniquely determined in the class of convex surfaces (a proof of this theorem can be found in Efimov (1948a)).
9.6. Non-Bendable Polyhedra. The first serious way out from the closed world of convex polyhedra to the "open cosmos" of general polyhedra was the investigation of Connelly (Connelly (1974)) of non-bendable suspensions. Not only the result but also the method of this paper is interesting. The combinatorial structure of a suspension is perceived from its other name - bipyramid: over a closed broken line $L$ of $n$ links there are constructed lateral surfaces of two pyramids, one with a vertex at some point $N$, the other with a vertex at another point $S$. The broken line $L$ is called the equator of the suspension, and the points $N$ and $S$ are called the poles of the suspension. The combinatorial image of a suspension or the corresponding simplicial complex $\mathscr{K}$ can be represented as two convex


Fig. 10
$n$-gonal pyramids with a common planar base $L$ and with vertices $N$ and $S$ on different sides of the plane of the base (Fig. 9).

Under a continuous map $f: \mathscr{K} \rightarrow E^{3}$, linear on each face, the image $f(\mathscr{K})$ can be a non-convex polyhedron in $E^{3}$, even with self-intersections and selfcoverings with possibly coincident $N$ and $S$ (Fig. 10). The case $N \neq S$ was considered in Connelly (1974). He showed that if the spatial distance $|N S|$ is fixed, then such a suspension cannot be bent (for the exclusion of certain degenerate cases, see Sabitov (1983)). If we assume that in the course of hending the distance $|N S|$ continuously changes, it turns out that we can then construct some algebraic function $F(x)$ that is identically zero in a neighbourhood of the point $x=x_{0}$, where $x_{0}$ is the distance $|N S|$ for the original position of the suspension. Then extending $F(x)$ to the complex $z$-plane and studying the behaviour of $F(z)$ on different sheets of its Riemann surface, we can obtain information about the necessary geometric properties of a bendable suspension. In particular, it turns
out that if the suspension bounds a non-zero volume in some sense (for example, it is embedded in $E^{3}$ ), then such a suspension is non-bendable.

Thus, the idea of using the methods of the theory of functions of a complex variable in the theory of bendings of polyhedra consists in the following: we need to introduce certain parameters $x_{1}, \ldots, x_{m}$ (for examplc, the spatial distances between certain vertices not belonging to one edge), the specification of which certainly uniquely determines the position of the polyhedron, together with the given lengths of its edges, then establish certain algebraic dependences $F_{j}\left(x_{1}, \ldots, x_{m}\right)=0, j=1, \ldots, n$, that are identically satisfied for values $x_{1}, \ldots, x_{m}$ sufficiently close to their original values, and then go over to complex variables $z_{1}, \ldots, z_{m}$ and consider the equations $F_{j}\left(z_{1}, \ldots, z_{m}\right)=0$ for values of the arguments that do not have direct geometrical sense. If we succeed in showing that the fulfilment of the equalities $F_{j}\left(z_{1}, \ldots, z_{m}\right)=0$ on $\mathbb{C}^{m}$ leads to a contradiction with some geometrical properties of the polyhedron, then a polyhedron with these properties cannot be bent with the variables $x_{1}, \ldots, x_{m}$, that is, it does not change its form by the sense of the choice of parameters $x_{1}, \ldots, x_{m}$.

Another class of non-convex non-bendable polyhedra consists of pyramids, combinatorially definable as polyhedra with $n$ vertices, among which there is one vertex from which $n-1$ edges start out; of course, it is assumed that this polyhedron, like a topological space, is homeomorphic to a closed (without boundary) manifold. What is interesting here is not only the fact of nonbendability (and it is true for all immersed pyramids), but also that there are pyramids of any topological form, including non-orientable ones; see Sabitov (1989).

Thus, we draw up the following scheme: embedded polyhedra with $n$ vertices among which there is one with degree $n-1$ (the degree of a vertex is the number of edges issuing from it) are non-bendable - these are pyramids; next, polyhedra with $n$ vertices among which there are two with degree $n-2$ are also nonbendable - these are generalized suspensions (that is, not necessarily homeomorphic to a sphere). Now it is natural to ask whether this series can be extended in a general way: are there embedded polyhedra with $n$ vertices among which there are $k$ vertices with degree $n-k$, non-bendable for any $k, 3 \leqslant k \leqslant n-3$, on condition that there is no vertex with degree greater than $n-k$ (without the last condition there cannot be non-bendability: for example, in the bendable polyhedron of Klaus Stefen (see 9.7 below) with 9 vertices there are 4 vertices with degree $9-4=5$, moreover in it there is one vertex with degree $6>5$ ).

The non-bendable polyhedra studied in this section are not all uniquely determined, however. Sometimes we have succeeded in constructing polyhedra that are isometric but not equal to them, as follows. There is a general method for constructing isometric surfaces starting from a known non-rigid surface. Let $z_{i}$ be the field of infinitesimal bendings of the 1 st order of a polyhedron with vertices $p_{i}, 1 \leqslant i \leqslant V$. Then the two polyhedra $M_{1}$ and $M_{2}$ with vertices $p_{i}+t z_{i}$ and $p_{i}-t z_{i}$ will be non-trivially isometric. Since the existence of non-rigid suspensions embedded in $E^{3}$ is known (Aleksandrov and Vladimirova (1962)),
we find that for arbitrarily small $t>0$ there are two polyhedra situated in the $t$-neighbourhood of each other and non-trivially isometric to cach other. On the other hand, each of these suspensions $M_{1}$ and $M_{2}$ is non-bendable, so by 9.4 in a sufficiently small neighbourhood of each of them there are no other suspensions isometric to them.
9.7. Bendable Polyhedra. The difficulty and lack of study of problems of bendings associated with non-convex polyhedra are visible at least from the fact that after Cauchy's result for more than 150 years it was not known whether it can be extended to all embedded (or even immersed) polyhedra or not. An example of a non-immersed bendable polyhedron was constructed by Bricard (Bricard (1897)), also long after Cauchy.

The first attempt to "estimate" the degree of definability of a polyhedron by some a priori specified parameters of it was undertaken by Legendre (Legendre (1806), Note VIII). He showed that the number of parameters necessary for a determination of the position of the vertices of a polyhedron (of the type of a sphere) with known combinatorial structure is equal to the number of its edges. It was natural to assume that for such parameters we can take the lengths of the edges of the polyhedron, but Legendre himself disproved this assumption. As an example he considered a quadrangular prism: knowledge of the lengths of all its 12 edges does not enable us to restore the prism uniquely, since its bases can be chosen to be different in form, but with the same lengths of edges.

We observe that Legendre's idea of counterexample is suitable only for polyhedra with non-triangular faces, since in the case of triangular faces knowledge of the lengths of the edges completely determines the form of each face. Bricard showed that in the case of triangular faces the lengths of the edges do not always uniquely determine the position of the vertices of the polyhedron. He considered octahedra and obtained a complete description of types of bendable octahedra. In all bendable polyhedra known at present elements of Bricard's bendable octahedra have been used, so to complete the picture we describe their metric characteristics and structure in $E^{3}$.

An octahedron can be regarded as a suspension with a four-link equator, taking as poles any pair of opposite vertices. In the figures we shall denote the vertices of an octahedron in its combinatorial scheme and the images of its vertices under the construction of a bendable octahedron in $E^{3}$ by the same letters.

1st type of bendable octahedra. Opposite edges of the equator of an octahedron have equal lengths: $A_{1} B_{1}=A_{2} B_{2}, A_{1} B_{2}=A_{2} B_{1}$, and a bendable octahedron in $E^{3}$ has the following structure. The top "half" $N A_{1} B_{1} A_{2} B_{2}$ of the octahedron is realized in $E^{3}$ in an arbitrary way; the equator in $E^{3}$ always has an axis of symmetry $l$ that passes through the midpoints of the segments $A_{1} A_{2}$ and $B_{1} B_{2}$ (if the equator is planar, then $l$ passes through the point of intersection of the diagonals of the parallelogram perpendicular to its plane); as the image of $S$ we take the point symmetrical to $N$ with respect to the line $l$ (Fig. 11). Then the edges of the octahedron have the distribution of lengths shown in Fig. 12;


Fig. 12
bendings of the octahedron repeat the bendings of the quadrangular pyramid $N A_{1} B_{1} A_{2} B_{2}$ in $E^{3}$.

2nd type. Adjacent edges of the equator of the octahedron are equal: $A_{1} B_{1}=$ $A_{1} B_{2}, A_{2} B_{1}=A_{2} B_{2}$, and a hendable octahedron in $E^{3}$ has the following structure. The top part $N A_{1} B_{1} A_{2} B_{2}$ of the octahedron is realized in $E^{3}$ in an arbitrary way; the equator in $E^{3}$ always has a plane of symmetry $P$, which passes through the line $A_{1} A_{2}$ and bisects the dihedral angle between the half-planes $A_{1} A_{2} B_{1}$ and $A_{1} A_{2} B_{2}$; for the image of $S$ we take the point symmetrical to $N$ with respect to the plane $P$ (Fig. 13). The edges of such an octahedron have the distribution of lengths as in Fig. 14, and the bendings of the octahedron repeat the bendings of the quadrangular pyramid $N A_{1} B_{1} A_{2} B_{2}$.

3rd type. This type is the most difficult to describe. It is characterized by the following condition: all three equators of the octahedron are such that in them,


Fig. 13


Fig. 14
in their planar situation, we can inscribe circles with a common centre, touching either the sides of the equators themselves or their extensions (Lebesgue (1967)). This means that on each equator the sums of pairs of either opposite sides or adjacent sides are equal, but this is not enough: it is necessary that in all six tetrahedral angles of the octahedron the opposite planar angles are either equal or mutually complementary with respect to $\pi$. The structure of the corresponding bendable octahedron in $E^{3}$ is as follows: the top part $N A_{1} B_{1} A_{2} B_{2}$ of the octahedron is realized in $E^{3}$ in such a way that there is pairwise symmetry of the lines $N A_{1}$ and $N A_{2}, N B_{1}$ and $N B_{2}$ with respect to some plane $\sigma$ passing through the common line of intersection of the bisecting planes of the angles of the quadrangle $A_{1} B_{1} A_{2} B_{2}$ (for a given plane $\sigma$ the point $N$ is uniquely determined); the image of $S$ is determined as the point obtained by the intersection of two lines, one of which is symmetrical to $N \Lambda_{1}$ with respect to the plane bisecting


Fig. 15
between $A_{1} B_{1}$ and $A_{1} B_{2}$ and the other is symmetrical to $N A_{2}$ with respect to the plane bisecting between $A_{2} B_{1}$ and $A_{2} B_{2}$. The bendings of the octahedron repeat the bendings of the pyramid $N A_{1} B_{1} A_{2} B_{2}$. An important difference between bendings of the octahedron of the 3rd type and those of the other two types is that, in the process of bending, an octahedron of the 3rd type twice takes up a position where it all lies on one plane; for a representation of it we most often use the planar position of it, see Fig. 15.

We observe that we can realize each model in the form of a convex octahedron, so there are convex octahedra that are non-bendable, but are nevertheless not uniquely determined in the class of general polyhedra.

With respect to the metrical structure two or even all three types under a definite choice of the lengths of edges can be isometric. This means that some octahedra of different types can have coincident configuration spaces. The classification of bendable octahedra according to the form of their configuration space is carried out in Bushmelev and Sabitov (1990).

The Bricard octahedra are not embedded or even immersed in $E^{3}$. The first rather complicated example of an embedded bendable polyhedron was constructed by Connelly in 1977, then in 1978 Stefen found a bendable polyhedron


Fig. 16
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embedded in $E^{3}$ that has 9 vertices in all. Descriptions of these polyhedra can be found, for example, in Berger (1977), Connelly (1978), and Kuiper (1979). Here we describe only the Stefen polyhedron. Let us consider the 1st type of Bricard octahedron with the dimensions shown in Fig. 16. We construct in $E^{3}$ the Bricard octahedron, removing from it the faces $S A_{2} B_{1}$ and $S A_{1} B_{1}$; we obtain, with the corresponding situation of vertices, a polyhedron $F$ with boundary $A_{1} S A_{2} B_{1}$ that is embedded in $E^{3}$ (Fig. 17a). It is bent, as part of a bendable octahedron, and in the course of bending the distance $S B_{1}$ does not change. Thercforc we can assume that the "empty" triangle $A_{1} S B_{1}$ is fixed, and in this case the movements of the vertex $A_{2}$ under the bending reduce to rotation about
the fixed line $S B_{1}$. We now take another copy of the same polyhedron: let us denote it by $F^{\prime}$ (Fig. 17b). There are positions $F_{0}$ and $F_{0}^{\prime}$ respectively of the polyhedra $F$ and $F^{\prime}$, obtainable in the course of their bending, such that by pasting the sides $A_{1} S$ and $A_{1} B_{1}$ of $F_{0}$ to the corresponding sides $A_{1}^{\prime} S^{\prime}$ and $A_{1}^{\prime} B_{1}^{\prime}$ of $F_{0}^{\prime}$ we obtain a polyhedron $M$ with boundary $A_{2} S A_{2}^{\prime} B_{1}$ that is embedded in $E^{3}$. With rotations of the point $A_{2}$ around the line $S B_{1}$ we can associate rotations of $A_{2}^{\prime}$ about the same line such that the distance $A_{2} A_{2}^{\prime}$ is not changed, so the polyhedron $M$ is bent "in the large". It remains to paste the boundary of $M$ by the "cap" of the two triangles $A_{2} S A_{2}^{\prime}$ and $A_{2} A_{2}^{\prime} B_{1}$ and we obtain a closed embedded bendable polyhedron.
It is natural to ask whether there are bendable polyhedra embedded or immersed in $E^{3}$ with fewer than 9 vertices. It has been shown that among polyhedra with fewer than 8 vertices there are no such polyhedra, see Maksimov (1987); we can show that there are none of them among polyhedra with 8 vertices, but for the present only one of torus type (since any polyhedron of genus $\chi<0$ has more than 8 vertices there remains only the case of a polyhedron of sphere type).
As we see, the discovery of bendable polyhedra is a very non-trivial problem. This is no accident, since there are in a certain sense very few of them. Namely, if we return to the representation of polyhedra in the form of points in the space $E^{3 V}$, then it turns out that bendable polyhedra can fill only a set of measure zero in $E^{3 V}$. For polyhedra of the type of a sphere this assertion in an implicit form has been known for a long time (Aleksandrov (1950), Ch. 2, §6 and Poznyak (1960)). In an explicitly expressed and specially proved form this result was obtained in Gluck (1975) with the use of the following general idea: from the rigidity of the 1st order there follows non-bendability, and non-rigid polyhedra fill only a hypersurface in $E^{3 V}$ determined by a certain algebraic equation. One would think that for polyhedra of higher topological type the property of scarce bendability should be obtained "more easily", since they have more edges for the same number of vertices, but nevertheless the proof of this fact was obtained very recently (Fogelsanger (1987)) on the basis of the following idea: triangulation of a polyhedron is transformed into a simpler form, for which it is proved that almost all its realizations in $E^{3}$ are non-bendable, and on going over from one triangulation to another the property of non-bendability in the general position is preserved. Another proof can be obtained by establishing that the algebraic varieties considered in 9.3 and 9.4 and corresponding to bendable polyhedra do not coincide with the whole space, and so the set of bendable polyhedra fills no more than some algebraic hypersurface in $E^{33}$.
9.8. Conjecture on the Invariance of the Volume of a Bendable Polyhedron. For all known examples of bendable polyhedra the following remarkable property holds: the volumes bounded by these polyhedra remain constant in the course of their bending (for the Stefen polyhedron this is immediately obvious from the description of its bendings in the previous section). Intuitively this means that these bendable polyhedra are not suitable for the manufacture of
their bellows - if in such polyhedra we remove one face (that is, we make a triangular performation) and deform them isometrically, then the air from such bellows will not go outside, since the pressure inside will remain constant (by the way, this fact must find some technical application, of course). The generally accepted conjecture, which should obviously be called the Connelly-Sullivan conjecture, is that any closed bendable polyhedron in the course of bending bounds a volume of the same quantity. By the intuitive interpretation mentioned above this conjecture is figuratively called the "bellows" conjecture.

Of course, it is tempting to assume that this conjecture is due to Euclid (Definition 10 in Book XI of Euclid's "Elements" states: equal and similar solid figures are such as are contained by similar planes equal in number and magnitude), but even Cauchy's theorem cannot be interpreted as a repetition or confirmation of Euclid's idea, since there are reasons for supposing that Euclid had in mind only totally specific polyhedra; on this see Milka (1986).

It is easy to construct examples of isometric polyhedra that bound different volumes. On the other hand, we know that the configuration space of a given polyhedron as a whole consists of finitely many connected components. Therefore the Connelly-Sullivan conjecture can be formulated in a different way as follows: all polyhedra isometric to a given one can have only finitely many values of generalized volumes (generalized volumes are formally calculated from the same formula $\frac{1}{3} \Sigma\left(p_{i} p_{j} p_{k}\right)$, where $p_{i}$ are the vertices and the summation is over all faces, which gives volumes of embedded polyhedra). Since the volume of a polyhedron changes continuously under a bending, from the fact that the number of its values is finite it will follow that it remains constant under a bending

One possible way of proving the conjecture that the volume is invariant under a bending was to establish that the volume is stationary under an infinitesimal bending. However, it turned out that there are non-rigid polyhedra whose volume under an infinitesimal bending is not stationary; see V.A. Aleksandrov (1989). Since, starting from such polyhedra, we can construct two arbitrarily close isometric polyhedra (see 9.6), we thus find that for any $\varepsilon>0$ we can determine isometric polyhedra situated in an $\varepsilon$-neighbourhood of each other and having different volumes. If the Connelly-Sullivan conjecture is true, then the fact that the volume of a polyhedron is non-stationary under an infinitesimal bending of it is an indication that this field of infinitesimal bendings cannot be extended to a bending.

The assumption that an infinitesimal bending of the 1st order can be extended to an infinitesimal bending of the 2 nd order also does not guarantee that the volume is stationary. This is not difficult to verify by the example of non-rigid octahedra considered in Gluck (1975). Thercforc to obtain a proof that the volume of a polyhedron is invariant under a bending through the study of the behaviour of the volume under infinitesimal bendings requires conversions to infinitesimal bendings of high orders.

On the contrary, for smooth surfaces there is an encouraging result: for all non-rigid surfaces of revolution their volume remains stationary under an infinitesimal bending; see V.A. Aleksandrov (1989). Although up to now there
are no examples of regular closed bendable surfaces, nevertheless information on the behaviour of their volume under a priori assumed bendings can be useful.

## §10. Concluding Remarks

Thus, from the general survey of the circle of problems posed in $\S 2$ we can make the deduction that these problems have a more or less developed apparatus for research only in the case of power orders of flattening, and for an arbitrary form of flattenings only individual results are known; therefore for the problem (') from § 2 no approaches have so far been developed.

Let us say a few words about probiem 7). In the analytic case an immersion of the metric (2) in $E^{3}$ in the form of a surface with points of general position is obtained as a solution of a certain Cauchy problem, so the corresponding connected components in $\mathfrak{M}$ for such surfaces are infinite-dimensional. There is infinite-dimensionality - without the requirement of analyticity - also in the case $K \neq 0$; see Theorems 6.3 and 6.4 and the discussion of them. But if the surface $S$ has flattening at a marked point, then there are still no results about the dimension of the configuration space (set of positions) $\mathfrak{N}_{S} \subset \mathfrak{M}$ of the surface $S$ under all possible bendings of it. Generally we can say that the question of parametrization of the configuration space of a surface arising in the course of bendings of it is not new in the literature: in this connection see $\S 9$, in which we show the finite-dimensionality of the configuration space of a polyhedron - a result that goes back to Legendre in a certain sense. In modern works the question of parametrization (with the precise statement of parametrization it self) has been repeatedly discussed also for the investigation of bendings of surfaces of positive curvature with different boundary conditions. But in these works the configuration space $\mathfrak{N}$ is an ordinary finite-dimensional linear space so the question of possible topological or other singularities in the structure of $\mathfrak{N}$ has not arisen. Apparently the first person who drew attention in the literature to the interest in the study of the topological structure of the configuration space of bendable polyhedra was Gluck (Gluck (1975)). Since then a number of works on this theme have appeared, concerned only with polyhedra, it is true. In the smooth case, following Berger, Bryant and Griffiths (1981), the question can be put as follows: suppose that two isometric surfaces in correct situation have identical osculating paraboloids of some order $n$; do they then coincide? Their coincidence implies that $\mathfrak{M}$ has dimension that does not exceed the number of coefficients of osculating paraboloids of the corresponding order. Such a situation occurs in the multidimensional case; see below. However, we should bear in mind that there are analytic surfaces that are bendable with the preservation of the osculating paraboloid of any preassigned order; see Dorfman (1957).

In the multidimensional case, in the local theory of bendings of surfaces the first classical result was a theorem of Beez in 1878 on the local unique determination of a hypersurface $M^{n}$ in $R^{n+1}, n \geqslant 3$, on condition that the subspace of degeneracy of its second fundamental form is not very extensive (again an
analogue of the absence of flattening of the surface!). For the general type of degeneracies and flattenings in the analytic class of surfaces and deformations for surfaces, analogues of Efimov's theorems about their non-bendability and rigidity have been established in the "majority" of cases; see Lashchenko (1987) and (1989). For convex hypersurfaces tests for rigidity and unique determination have been obtained even in non-smooth cases; see Sen'kin (1978). In the case of codimension greater than one the result of Beez was strengthened by Allendoerfer in 1939 up to codimension $r \leqslant\left[\frac{n}{3}\right]$, again for the neighbourhood of a point lying in general position in some sense; a detailed account of the history and results of Beez, Allendoerfer and others can be found in Spivak (1979); for a new account of the proof of Allendoerfer's theorem see Chern and Osserman (1981). The main observation here is that under certain conditions in algebro-differential equations of an immersion of $M^{n}$ in $E^{n+r}$ the algebraic part of the system turns out to be a determining part: any solution of it satisfies the differential equations of Codazzi's system.

Of recent research in this direction we must name above all the article Berger, Bryant and Griffiths (1981) with details in Griffiths and Jensen (1987). In these papers, depending on the codimension for immersions "in general position" it is established that either they are non-bendable or the arbitrariness in the immersion is determined by a certain number of numerical parameters or functions of several arguments. As an answer to question 7), more interesting are the cases of codimension $r \leqslant(n-1)(n-2) / 2$ : then the immersion of $M^{n}$ "in general position" in $E^{n \prime r}$ is either uniquely determined (when $r \leqslant n, n \geqslant 8$; or $r \leqslant 6, n=7 ; r \leqslant 4, n=6,5 ; r \leqslant 3, n=4$ ) or the configuration space is finitedimensional and under a fixing of the osculating paraboloid of some order the surface is not bent.

For some criteria for local bendability of multidimensional surfaces see Jacobowitz (1972a, b), (1982a, b) and Yanenko (1952), (1954). There are still only a few papers devoted to the study of local infinitesimal bendings of multidimensional surfaces; different criteria for rigidity, depending on the codimension and local structure of the surface, can be found in Markov (1980, 1987), where he gives quite a detailed bibliography. For a global (that is, not including local coordinates) definition of infinitesimal bendings of the 1st order of surfaces in Riemannian spaces see Viotsekhovskij (1977) and Goldstein and Ryan (1975).

## Comments on the References

Most of the references are cited in the text during the exposition. The history and results of the theory of infinitesimal bendings in the 19th century can be found in Darboux (1896), for example. Among the recent survey works, the closest to our theme are Chapters 11 and 12 of Spivak (1979) (we note that terms that distinguish the concepts of non-bendability and unique determination were introduced here in the English language literature possibly for the first time). Unsolved (up to now!)
problems can be found in Efimov (1948a). The article Ivanova-Karatopraklieva (1988) is devoted to a survey of works on infinitesimal bendings of surfaces of mixed curvature; this is a field in which there are still not many results, since even the statements of the problems require new approaches. For methods of constructing surfaces with a precisely defined number of fields of infinitesimal bendings of the first order see Reshetnyak (1962) and Trotsenko (1980).

For polyhedra, in $\S 9$ we have not touched on an interesting series of questions that connect bendings of a polyhedron with bendings of the framework of its edges, nor with problems of calculating the stresses in the framework caused by a different distribution of forces in the edges; for this see for example Whiteley (1984, 1987a, 1987b) and especially Connelly (1992). In these and other works cited in the text polyhedra are also considered in multidimensional spaces.

Survey articles on immersions are Gromov and Rokhlin (1970), Poznyak (1973), and Poznyak and Sokolov (1977); a new survey on bendings of surfaces is given in Ivanova-Karatopraklieva and Sabitov (1991) and (1992).
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- of infinitesimal bendings of different orders 188
Formula of Gauss and Bonnet 112, 124, 152 - - Hazzidakis 92

Functions, $h$-analytic 127
-, curvature 38
-, flow 129
-, harmonic 126
Generalized solution 21
Geometry, extrinsic 104
-, intrinsic 100
Geopotential 129
Germs of isometric maps 185
Group, conformal 13
-, geometric 5,68
-. local 68

- of piecewise affine transformations 75

Helicoid 105, 108, 128, 156
Horn 51, 52, 96, 110

- , direction of 52
-, non-pointed 52
- , pointed 51, 111
-, point at infinity of 54
-, turn of 56
Horocycle 91, 158
Hyperbolic complex variablc 127
Hyperplane, supporting 63
Hypersurface 36, 99, 129, 169


## Immersion 100, 157

- free 9
-, isometric $157,158,182,183$
- , piecewise analytic 166
-, regular 5
-, saddle 60
--, short 71
,$- G$-stable 6
-, tight 62
Index of a point 204
Infinitesimal bendings 28, 104, 127, 188
——, extended 189
——, non-trivial 189
---, normalized 189
——of order (k,n) 190
- ———n 188
—— of polyhedra 230
———, trivial 188
Isomctric transformation 182
Isometry 184
-, non-trivial 184
Limiting cone of a surface 52
Lobachevskij plane 46,48
Manifolds of bounded curvature 17
-     - Hadamard 167
-     - non-negative curvature in the sense of Aleksandrov 24
Map, normal 132,136
-, spherical (Gaussian) 122, 133, 134, 169
Mean curvature vector 67
Metric boundary 118
- in standard form 184
-, intrinsic 92,100
--, locally Euclidean 93
--, polyhedral 74, 75, 226
Minding bobbin 90
- top 90

Neighbourhood, canonical
Octahedra, Bricard 236, 239
Operator, Beltrami-Laplace 67
Order of contact 203

-     - flattening 203
—— saddleness (saddle order) 54, 123, 204
- of a horn 54

Osculating paraboloid 7,97, 101, 123

- subspace 7

Ovaloid 199

Parameter of Coriolis 130

-     - Rossby 130

Point of a surface 99

- ———, elliptic 8, 123,203
_ . . . . flat $123,181,203,214$
-- ——, hyperbolic 8,123,203
- ———, movable 8
————, non-regular 73,124
———— of general position 181, 203
————, parabolic 8,123, 203
————, regular 73,122, 203, 204
ingular 181
Polyhedron 74, 22
-, bendable 236
_-., non- bendable 233
- of Stefen 239

Prehorizontal arc 140
Problem of Christoffel 40
——Dirichlet 41

- Hilbert and Cohn-Vossen 95, 147, 167 169
-- immersibility 59,100
-     - local bendings 191
-- Minkowski 20, 36
-     - non-immersibility 60
-- Weyl 20, 23, 25
Properties of curves on convex surfaces 41
-     - surfaces, extrinsic 41
———, geometric 5
———, intrinsic 41
—— -.. local geometric 10
Pseudoconvexity 133
Pseudosphere 90, 102, 104, 156
Pyramid 235
Radius of Gaussian curvature $44,95,115$
Realization of a metric 183
Riemann invariants 150
Rigidity 29, 104, 106, 107, 190
$B$-Rigidity 127,128
Second fundamental form of a surface 104 , 150, 208
Shells, theory of $29,105,171,190$
Simple zone 154, 158
Smoothness classes 77,78,98,99
- of bendings 186
-     - convex immersions 26

Space (configuration) of polyhedra 227
—, ambient 99, 136
Special ray 138-140
Spherical image of a shortest curve (geodesic) 156
Stability in Minkowski's problem 38
-Weyl's problem 33

- of arithmetic characteristics of a point 206

G-Stabllity 6
Surfaces 98, 182
-, analytic 99
-, applicable 185
-, bendable 28,185
-, closed 99, 169
-, complete $49,93,120$
-, correctly situated 184
, helical 90
-, isometric 100, 184
-, locally bendable 185
-, metrically connected 64
-, minimal 107
-, non-smooth 14,99
-, normal, developable 72
-, 一, of non-negative curvature 8,72
— of Bianchi and Amsler 111, 122, 155, 161

-     - bounded extrinsic curvature $18,61,64$, 202
———mean curvature $67,69,153$
-- constant negative curvature $89,91,111$
--Darboux 198, 199, 201
-- Hadamard 110
-     - locally bounded extrinsic curvature 125
-, quasiregular 123
—, rigid 29, 104, 106, 188, 220, 222
-, ruled 107
—, saddle $8,57,89,96,120$
——, spherically one-to-one 56
-, $\lambda$-saddle 60
-, $R$-saddle 58
-, $C^{1}$-smooth $73,122,123$
-, strictly saddle 8,58
-, tapering 51, 52, 89,96
--, unbendable 33
-, uniquely determined $33,104,107,185$
$T$-Surfaces 107, 220
Support of a surface 99
Suspension 233
Theorem of Aleksandrov 25, 37, 39
———on gluing 26,30
- Artin 231
-- Beltrami and Enneper 97, 152
-     - Bernstein and Adel'son-Vel'skii 126
——Bieberbach 163
--Bonnet 23, 47
——Cauchy 25, 233
- Darboux and Sauer 199
-- Efimov 44, 95, 149, 156, 170 on a simple zone 154
-     - Gauss $12,41,62,72,73,78,123,159$
-- Hilbert 12, 43, 91, 92, 102
- Koebe on uniformization 22

Theorem of Liouville 126,128

-     - Minkowski 36
———Nash 12,77,95
—— - and Kuiper 70, 94
- Olovyanishnikov 35, 233
-     - Pogorelov on the smoothness of a surface of positive curvature 27
Torsion, geodesic 97
- of asymptotic lines 97

Torus of Clifford 159
Tractrix 91
Transformation, piecewise affine 75 -, simplicial 75

Tube $51,107,121,169$
-, tapering 51
-, widening 51
Turn of a curve, spatial 42
———horn 56
———simple open polygon 26
Unique determination 28, 33, 104, 107 ——. local 185

Vanishing of certain singularities under bendings 42
Variation with linear estimate 95,136
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[^0]:    ${ }^{2}$ A remarkable exception consists of smooth metrics of positive curvature under locally convex immersions; see $\S 3$ of Ch .2 .

[^1]:    ${ }^{3}$ By the Gaussian curvature $K$ of a smooth surface in $E^{n}$ we always have in mind the Gaussian (that is, sectional) curvature of its intrinsic metric. By the generalized Gauss theorem $K=B(X, X) B(Y, Y)-B(X, Y)^{2}$ when $\|X \wedge Y\|-X^{2} Y^{2}-\langle X, Y\rangle^{2}=1$.

[^2]:    ${ }^{4}$ We recall that a smooth surface is always understood to be an immersion of class $C^{\prime}, l \geqslant 3$. Special cases, such as $C^{0}$-smoothness (topological immersion) or $C^{t, x}$-smoothness, will be treated specially.

[^3]:    ${ }^{5}$ Here and later a tilde over a letter implies the completeness of the metric or surface.
    ${ }^{6}$ This conjecture was made in S.Z. Shefel' (1978), S.Z. Shefel' (1979), but with superfluous generality, without the assumption of simply-connectedness; as we mentioned above, such a generalized conjecture is false.

[^4]:    Surfaces in a Euclidean space of fixed dimension form a metric space $T$ with a Fréchet metric. This space is complete. The fact that a class $\Psi$ is closed means that the set $T \cap \Psi$ is closed in $T$. If we regard $T \cap \Psi$ as a metric space, it is a question of its completeness.

[^5]:    ${ }^{8}$ It is also not clear whether a saddle surface in $E^{n}, n>3$, can be approximated by saddle polyhedra
    If such an approximation exists, it is not at all "good"; see 3.3 of Chapter 3 and 1.4 of Chapter 4.

[^6]:    ${ }^{1}$ Pogorelov (Pogorelov 1971)) constructed an example of a $C^{2,1}$-Riemannian manifold, homeomorphic to a disc, with $K \geqslant 0$ and with strictly convex boundary, that does not admit $C^{2,0}$-isometric immersions in $E^{3}$ (however, the zeros of the curvature fill a domain). For $C^{n}$-smooth metrics with $K \geqslant 0$ and $n \geqslant 10$, local immersibility in the form of a $C^{n-6}$-smooth convex surface has been proved; see Lin (1985).
    ${ }^{2}$ This equation made its appcarance with Weicrstrass in 1884.

[^7]:    ${ }^{3}$ It would be interesting to determine whether the required estimates could be obtained in the same way as Theorems $1^{\prime}$ and 2' of Nikolaev and Shefel' (1985).

[^8]:    ${ }^{4}$ We have in mind that $G$ is homeomorphic to a disc, so for a triangle contained in $G$ it is natural to define its interior. Two triangles are assumed to be non-overlapping if they do not have essential intersections (that is, not removable by a small movement).

[^9]:    ${ }^{5}$ The right turn $\tau_{1}$ (respectivcly, left turn $\tau_{2}$ ) of a simple open polygon of shortest curves is defined as $\sum_{i}\left(\pi-\alpha_{i}\right)$, where $\alpha_{i}$ is the angle of the right (left) sector between the sides of the open polygon starting from the vertex $i$; the sum is taken over all vertices. For a simple arc $L$ by definition $\tau_{1}(L)=\lim _{i \rightarrow \infty} \tau_{1}\left(L_{i}\right), \tau_{2}(L)=\lim _{i \rightarrow \infty} \tau_{2}\left(L_{i}\right)$, where the open polygons $L_{i}$ lie to the right (left) of $L$, they have ends in common with $L$, and they converge to $L$ in such a way that the angles between $L_{i}$ and $L$ at the end-points tend to zero. A turn exists if $L$ has definite directions at its ends. For a smooth curve its turns are equal to $\pm \int k_{g} d l$, where $k_{g}$ is the geodesic curvature, and $d l$ is the element of length.
    ${ }^{6}$ That is, a surface such that for any Borel subset $E$ of it such that $S(E)>0$ we have $0<$ $\omega(E) / S(E) \leqslant C<\infty$, where $\omega$ and $S$ are its integral curvature and area respectively.

[^10]:    ${ }^{7}$ In addition, it was established in Pogorelov (1953) that if the metric is $C^{2}$-smooth, then the convex surface is $C^{1, \alpha}$-smooth

[^11]:    ${ }^{9}$ The space $E^{3}$ is assumed to be oriented.

[^12]:    ${ }^{10}$ This result was re-proved by Cheng and Yau (Cheng and Yau (1976), Cheng and Yau (1977)), who, not knowing about the detailed publication Pogorelov (1975), suspected the presence of gaps in the proofs announced.

[^13]:    ${ }^{11}$ This section was written by V.A. Zalgaller

[^14]:    ${ }^{3}$ Rozendorn (Rozendorn (1981)), by lowering the smoothness at individual points, succeeded in guaranteeing that the Gaussian curvature of the intrinsic metric is strictly negative; however, this dues not alter the basic fact that such points continue to be branch points of the spherical mapping.

[^15]:    ${ }^{4}$ A general definition of a horn and a bowl, not connected with the condition that the curvature is non-positive, is as follows. A loop on a tube, homotopic to the boundary of the tube, is called a belt. Let $a$ be the greatest lower bound of the lengths of belts on a tube T. If every sequence of belts $\gamma_{i}$ for which the lengths $s\left(\gamma_{i}\right) \rightarrow a$ is divergent, then the tube is called a horn, otherwise a bowl. A bowl is said to be proper if it does not contain a horn. In the case of non-positive curvature all bowls are proper. A horn can never contain a bowl.

[^16]:    ${ }^{5}$ The limiting cone of a surface $F$ is the limiting set (as $n \rightarrow \infty$ ) of the sequence of surfaces $F_{n}$ obtained from $F$ by means of homotheties with coefficients $1 / n$ and common centre.

[^17]:    ${ }^{6}$ The general case reduces to the one we have considered. In fact, let $\Gamma$ be the topological space whose points are the components of the sets $y^{-1}(x), x \in S^{2}$, and the topology is induced by the projection $p: M \rightarrow \Gamma$, where $y=p(x)$ if $x \in y$. Then $v$ decomposes uniquely as $v=q \circ p, M \xrightarrow{q} \Gamma \xrightarrow{p} S^{2}$. According to Kerekjarto (Kerekjarto (1923)), $\Gamma$ is also a two-dimensional manifold (since the components $v^{-1}(x)$ do not partition $M$ ), and the mapping $q$ has only isolated branch points.

[^18]:    ${ }^{7}$ The question of a possible extension of the class of metrics under consideration does not seem to us so immediate; in this scheme it is a question, for example, of manifolds with specific curvature not exceeding a number $c<0$. On the other hand, we should possibly limit ourselves initially to $C^{1}$-smooth surfaces.
    ${ }^{8}$ It is possibly advisable to extend the class of strictly saddle surfaces to the class of so-called $\hat{\lambda}$-saddle surfaces, $0 \leqslant i<1$, introduced by Kozlov (Kozlov (1989)). A surface is called a $i$-saddle surface at a point $x$ if the null-vector of the normal space at $x$ is contained in an ellipse homothetic to the ellipse of normal curvatures (see 1.1 of Ch .4 ) with coefficients of homothety $0 \leqslant \lambda<1$ and with centre of homothety at the centre of the ellipse.

[^19]:    ${ }^{1}$ That is, invariant with respect to the action of the group $O(n)$ and the normalized metric on the homogeneous space $G(n, 2)=O(n) / S O(n-2) \times O(2)$.
    ${ }^{2}$ For $k$-dimensional surfaces in $E^{n}, 0 \leqslant k<n, S_{y}$ and $S_{g}$ are defined similarly. In a significant number of papers (see Willmore (1982), Kuiper (1970)) the dependence of the topology of $k$-submanifolds of $E^{n}$ on $S_{y}$ has been studied, in particular, immersions with the smallest $S_{\gamma}$ allowed by the topology (tight immersions). However, when $k>2$ separate examination of $\mu^{+}$and $\mu^{-}$is apparently less meaningful.

[^20]:    ${ }^{3}$ Similarly we can generalize the negative extrinsic curvature $\mu^{-}$. However, technical difficulties arise here, but thanks to the Gauss-Bonnet formula all the basic questions do not require $\mu^{-}$at all (the situation here is similar in many respects to the foundations of the intrinsic geometry of non-regular surfaces, where it is sufficient to impose conditions only on the positive excesses of triangles; see Aleksandrov and Zalgaller (1962)).

[^21]:    ${ }^{5}$ Instead of groups and pseudogroups of transformations of $E^{n}$ we can consider geometric pseudogroups of local transformations. The classification of them differs very little from that obtained by G.S. Shefel' in G.S. Shefel' (1985). Namely, such pseudogroups are closed (in a certain natural topology), and are of only five types: 1) the affine pseudogroup, 2) the conformal pseudogroup, 3) the pseudogroup of local projective transformations, 4) the pseudogroup of transformations that prescrve the ratios of volumes, 5) the pseudogroup of all local tramsformations. This result, obtained by modifications of G.S. Shefel' (1985), was announced by Kreinovich (Kreinovich (1986)).

    For pseudogroups of local transformations of pseudo-Euclidean space he proved a similar result on classification (an essential lemma was proved by E. Golubeva). One of the important cases of this general classification was considered much earlier by Borisov and Ogievetskij (Borisov and Ogievetskij (1974), Ogievetskij (1973)) in connection with questions of theoretical physics (in fact they proved that the algebra generated by infinitesimal affine and conformal transformations is everywhere dense among local transformations).

[^22]:    ${ }^{6}$ See Gromov and Rokhlin (1970). In the case $n=2$ the best universal value is $m(2)=6$; see Gromov
    (1987). For surfaces homeomorphic to a disc, $m^{\prime}(2)=4$; see Poznyak and Shikin (1974).

[^23]:    ${ }^{7}$ A normal surface of non-negative curvature in $E^{n}, n>3$, can be defined similarly. Such a surface may be essentially $n$-dimensional, that is, it does not lie in any hyperplane.

[^24]:    ${ }^{8}$ A piecewise-affine (or simplicial) transformation is a transformation $g$ of $E^{n}$ that is affine on every simplex $\Delta_{g}$ of some triangulation of $E^{n}$.

[^25]:    ${ }^{9}$ All the assertions of this section have local character. Hence instead of $G^{1, \alpha}$ we can take the pseudogroup of local diffeomorphisms whose domains of definition contain a neighbourhood of the chosen point. We can also restrict ourselves to diffeomorphisms of smoothness $C^{\infty}$

[^26]:    ${ }^{1}$ Poznyak mentioned in a lecture (Seminar on geometry in the large (1986)) that the majorization (1.4) leads to a contradiction with well-known properties of the Lobachevskij plane, in particular, with the rate of growth of the area of a disc in $L^{2}$ as its radius increases. This gives another way of proving the impossibility of an isometric immersions of $L^{2}$ in $E^{3}$.

[^27]:    ${ }^{2}$ A reference of this kind refers to Part I of this book, that is, the part by Burago and Shefel:

[^28]:    ${ }^{2}$ In the common case there are other possibilities for the structure of the asymptotic net of a surface in a neighbourhood of a point of the parabolic curve; see Arnold (1990), section 11.

[^29]:    ${ }^{3}$ Using analogous methods Perel'man has established the non-immersibility in $E^{3}$ of a more extensive class of complete metrics and even of some incomplete metrics with $K \leqslant 0$; see Perel'man (1990a) in Part I.

[^30]:    ${ }^{4}$ Shikin (see Shikin (1990)) and Perel'man (see Perel'man (1990a) in Part I) have obtained some sufficient conditions for immersibility in $E^{3}$ for a metric of a rotation of the form (5.7) (see above) with $K \ll 0$.

[^31]:    ${ }^{1}$ In fact there are now several surveys on this topic; see, for example, Connelly (1992) and IvanovaKaratopraklieva and Sabitov (1992).

[^32]:    ${ }^{1}$ On this see, for example, Mathematical Reviews 87h: $52021 a, b, c$

[^33]:    *For the convenience of the reader, references to reviews in Zentralblatt für Mathematik (Zhl), compiled using the MATH database, and Jahrbuch über die Fortschritte der Mathematik (Jbuch) have, as far as possible, been included in this bibliography.

