
Preface 

This is a book about things in magnetism that interest me. I thnk  that these are 
important thlngs whlch will interest a number of other chemists. The restriction is 
important, because it is difficult to write well about those things which are less familiar 
to an author. In general, the chemistry and physics of coordination compounds are 
what this book is about. 

Magnetochemistry is the study ofthe ground states ofmetal ions. When the ions are 
not interacting, then the study ofsingle-ion phenomena is called paramagnetism. When 
the metal ions interact, then we are concerned with collective phenomena such as occur 
in long-range ordering. Several years ago, Hans van Duyneveldt and I published a book 
chat explored these subjects in detail. Since that time, the field has grown tremendously, 
and there has been a need to bring the book up to date. Furthennore, I have felt that it 
would be usehl to include more subsidiary material to make the work more useful as a 
textbook. This book is the result of those feelings of mine. 

The subject ofmagnetism is one ofthe oldest in science, and the magnetic properties 
ofatoms and molecules have concerned physicists and chemists since at least the turn of 
the century. The Nobel Laureate J. H. Van Vleck has written a briefbut comprehensive 
review of magnetism [I], and he has argued that quantum mechanics is the key to 
understanding magnetism. I would go further and argue that magnetism is the key to 
understanlng quantum mechanics, at  least in the pedagogical sense, for so many 
physical phenomena can be understood quantitatively in this discipline. I hope the 
book expresses this sense. 

Units are a troublesome issue here, for people working in the field of magneto- 
chemistry have not yet adopted the SI system. 1 have converted literature values of 
applied magnetic fields from Oe to tesla O where feasible, and tried to use units of 
joules for energy throughout. In order to avoid total confusion, I have generally quoted 
parameters from the literature as given, and then my conversion to the SI units in 
parentheses. 

1 would once again like to dedicate this book to my wife, Dorothy, because she 
never answered my continual question, Why in heaven's name am I writing this book? I 
would like to thank Hans van Duyneveldt for reading the manuscript and offering 
perceptive criticism. He has also always been helphl in patiently explaining things to 
me, Jos de Jongh has also taught me a lot about magnetism. I would also like to thank 
my colleagues around the world who were kind enough to send me preprints and 
reprints, for allowing me to quote from their work, and for giving me permission to 
reproduce figures and tables from their publications. My research on the magnetic 
properties of transition metal complexes has been supported by a succession of grants 
from the Solid State Chem~stry Program of the Divis~on of Materials Research ofthe 
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National Science Foundation. Most of the typing was done by my good Gicnds, Wall! 
Berkowicz, Pat Campbell, and Regina G~erlowski. - 
Chcago, October 1985 Richard L. Carlin 
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1. Diamagnetism and Paramagnetism 

1.1 Introduction 

This is a book concerning the magnetic properties of transition metal complexes. The 
subject has been ofinterest for a long time, for it was realized by Pauling as long ago as 
the 1930's that there was a diagnostic criterion between magnetic properties and the 
bonding of metal ions in complexes. Indeed, over the years, magnetic properties have 
continued to be used in this fashion. With time and the influence ofphysicists working 
in this field, the emphasis has shifted so that chemists are becoming more interested in 
the magnetic phenomena themselves. The subject is no longer a subsidiary one. One 
result of this new emphasis is that chemists have continued to dccrcase the working 
temperature of their experiments, with measurements at liquid helium temperatures 
now being common. 

These notes are designed as a supplement to such current texts of inorganic 
chemistry as that by Huheey [I]. We go beyond the idea of counting the number of 
unpaired electrons in a compound from a magnctic measurement to the important 
temperature-dependent behavior. We emphasize the structural correlation with 
magnetic properties, which follows from a development of magnctic ordering 
phenomena. Amore quantitative treatment ofcertain aspects of this field may be found 
in the book by Carlin and van Duyneveldt [2], and more details of the descriptive 
chemistry of the elements may be found in the text by Cotton and Wilkinson [j]. 

A magnetic susceptibility is merely the quantitativc measurc of the response of a 
material to an applied (i.e., external) magnetic field. Some substances, called 
diamagnets, are slightly repelled by such a field. Others, called paramagnets, are 
attracted into an applied field; they therefore weigh more in the field, and this provides 
one of the classical methods for the measurement ofmagnetic susceptibilities, the Gouy 
method. Diamagnetic susceptibilities are temperature independent, but paramagnetic 
susceptibilities depend on the temperature of the sample, often in a rather complex 
fashion. In addition,many paramagnetic materials have interactions which cause them 
to become antiferromagnets or ferromagnets, and their temperature-dependent 
properties become even more complex. These notes will outline these different 
behaviors in deta~l,  and correlate the magnetic behavior with the chemical nature ofthe 
materials. 

Since the question of the units ofsusceptibilities is often confusing, let us emphasize 
the point here. For the susceptibility X ,  the definition is M=zH,  where M is the 
magnetization (magnetic moment per unit of volume) and H is the magnetic field 
strength. This x is dimensionless, but is expressed as emu/cm3. The dimension ofemu is 
therefore cm3. The molar susceptibility X ,  is obtained by multiplying with the molar 
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volume, v  (in cm3/mol). So, the molar susceptibility leads to M = H z N / v ,  or ;Mu= xNH, 
where M v  is now the magnetic moment per mol. The dimension ofmolar susceptibility 
is thus emu/mol or cm3/mol. We shall omit the subscript on 1 in what follows. 

Another physical quantity important for the understanding of magnetic systems is 
the specific heat. Indeed, no magnetic study, a t  least at  low temperatures, is complete 
without the measurement of the specific heat. This point is emphasized in the text. 

Finally, the magnetic properties of molecules, whether they interact with one 
another or not, depend on the local geometry and the chemical links between them. 
This means that a true understanding of a magnetic system requires a determination of 
the molecular geometry, which is usually carried out by means of an X-ray crystal 
structure determination. Chemists afler all must be concerned about magneto- 
structural correlations, and this point is emphasized throughout. 

1.2 Diamagnetism 

Let us begin with diamagnetism, which of itself is not very interesting for transit~on 
metal chemistry. It is, nevertheless, something that cannot be ignored, for it is an 
underlying property of all matter. 

Diamagnetism is especially important in the consideration of materials with 
completely filled electronic shells, that is, systems which do not contain any unpaired 
electrons. This cannot be taken as an operational definition of a diamagnet for, as we 
shall see, certain paramagnetic materials can become diamagnetic under certain 
conditions. So, we shall use the following definition [4,5]. 

If a sample is placed in a magnetic field H ,  the field within the material will 
generally differ from the Eree space value. The body has therefore become 
magnetized and, if the density of the magnetic lines of force within the sample is 
reduced, the substance is said to be diamagnetic. Since this is equivalent to the 
substance producing a flux opposed to the field causing it, it follows that the 
substance will tend to move to regions of lower field strength, or out of the field. 

The molar susceptibility of a diamagnetic material is negative, and rather small, 
being ofthe order of - 1 to - 100 x 10-6emu/mol. Diamsgneticsusceptibilities do not 
depend on field strength and are independent of temperature. For our purposes, they 
serve only as a correction of a measured susceptibility in order to obtain the 
paramagnetic susceptibility. 

Diamagnetism is a property of all matter and arlses from the interaction of paired 
electrons with the magnetic Geld. Since transition metal substances with unpaired 
electrons also have a number of filled shells, they too have a diamagnetic contribution 
to their susceptibility. It is much smaller than the paramagnetic susceptibility, and can 
usually be separated out by the measurement of the temperature dependence of the 
susceptibility. Indeed, paramagnetic susceptibilities frequently become so large at low 
temperatures that it is scarcely necessary even to correct for them. 

Diamagnetic susceptibilities of atoms in molecules are largely additive, and this 
provides amethod for the estimation ofthe diamagnetic susceptibilities ofligand atoms 
and counter ions in a transition metal complex. The Pascal constants Fab le  1.1) 
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Table 1.1. Pascal's constants' 
(susceptibilities per gram atom x lo6 emu) 

Cations Anions 

Li + - 1 .O F - - 9.1 
Na' - 6.8 CI - - 23.4 
K + - 14.9 BI- - 34.6 
Rb ' -22.5 I - - 50.6 
CS' -35.0 NO; - 18.9 
T 1 + -35.7 ClO ; - 30.2 
NH f - 13.3 ClO; - 32.0 
Hg2 • - 40.0 CN- -130 
Mg2 * - 5.0 NCS- -31 0 
Zn2 + - 15.0 OH-  - 12.0 
Pb2 ' -32.0 SO: - -40.1 
Ca2 + - 10.4 0'- - 12.0 

Neutral Atoms 

H - 2.93 ([In - 20.9 
C - 6.00 Sb PI) - 74.0 
N (ring) - 4.61 F - 6.3 
N (open cham) - 5.57 CI - 20.1 
N (imide) - 2.11 Br - 30.6 
0 (ether or alcohol) - 4.61 1 - 44.6 
0 (aldehyde or ketone) - 1.73 S - 15.0 
P - 263 Se - 23.0 
A 0  -43.0 

Some Common Molecules 

H 2 0  - 13 C,O:- - 25 
NH3 - 18 acetylacelone - 52 
C2H4 - I S  pyridine - 49 
CH,COO- - 30 bipyridyl - 105 
H2NCH2CH,NH, - 46 o-phenanthroline - 128 

Conslilutiue Corrections 

C=C 5.5 N=N 1.8 
C=C-C-C 10 6 C=N-R 8 2 
C EC 0.8 C-CI 3.1 
C in benzenc ring 0.24 C-Br 4.1 

From Ref. [5]. 

provide an empirical method for this procedure. One adds the atomic susceptibility of 
each atom, as well as the constitutive correction to take account of such factors as x- 
bonds in the ligands. For example, the diamagneticcontribution to the susceptibility of 
K,Fe(CN), is calculated as 
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This procedure is only ofmoderate accuracy, and the values given could change from 
compound to compound. Greater accuracy can sometimes be obtained by the direct 
measurement of the susceptibility of a diamagnetic analog of the paramagnetic 
compound which is of merest. On the other hand, since a paramagnetic susceptibility 
is in the range (10'- lo4) x 10-6emu/mol at  room temperature, and increases with 
decreasing temperature, the exact evaluation of the diamagnetic contribution is often 
not important. 

1.3 Atomic Term Symbols 

Each electron has associated with it four quantum numbers, n, d ,  m, and m,. They are 
restricted to the following values: 0 st=<%, Iml SL, and m, = f $. The iron series ions 
have n = 3 and t = 2 ;  this means that m may take on the values 2,1,0, - I, and - 2, and 
combining each of these states with tra, = + +, we see that there can be a maximum of 10 
electrons in this shell. Thls result is consistent with the Pauli principle. The respective 
elements (Ti-Cu) are generally called the 3d or iron series. 'The naming of other shells, 
or states, is illustrated as follows: 

d =  0 1 2 3 

shell S P d f 
orbital degeneracy 1 3 5 7 
m 0 O , + l  0 , + 1 , + 2  O , + l , f 2 , * 3 .  

In order to describe the states of an atom or ion, it is necessary to combinc the 
quantum numbers of the electrons into what are called Russell-Saunders ( R - S )  term 
symbols; these are valid when spin-orbit coupling is relatively small. A general 
representation of a R-S term symbols is + 'L, where L= S, P ,  D, F, ----- as Y = 0,1,2, 
3,  An atom with filled shells has Y = 0 dnd 49 = O  and is therefore said to be in a 'S 
state. 

The derivation of term symbols is easily described with reference to the ( 2 ~ ) '  
configuration of the carbon atom. Each electron has PZ = 2 and d = 1, so one can 
construct a list (Table 1.2) of the values of wz and m, whch  are allowed by the Pauli 
principle. The quantum number m will take on the values of 0, + 1 and - 1, and m, will 
be + f or -+ ;no  two electrons can be assigned the same set ofquantum numbers. As 
Table 1.2 illustrates, there are 15 such allowed combinations, or  microstates. The value 
o f 9  is (MJ,,, and the first value found is 2. Five micro-states are assigned to this state 
(4 = 2,1,0,  - 1, - 2) and it is found that these micro-states all have Y = (M,),,, = 0. 
The fivefold degenerate state is called ID. 

After excluding the above micro-states from the table, one Gnds that there remains a 
set of' nine micro-states belonging to the 3P state. These correspond to d9= + 1, 
A , = O , + l ; A y = O , A d = O , f  I;andM'=-l,A,=O,f l.Then(h.lJm,,=Y=l,and 
the term is a P state; 2Y+ 1 =3, and so a 3P state is ninefold degenerate. There is but 
one micro-state remaining, corresponding to a 'S state. Hund's rule places the state 
as the ground state. 

The degeneracies of some of the atomic states are partially resolved by weak 
crystalline fields, since the maximum orbital degeneracy allowed in t h ~ s  situation is 
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Table 12. Terms for (2p)': ID, 3P, 'S 
Quantum nos.: nLmm,= Ztmm,; m = + 1 , O ;  me= *+. 

three. Neither S nor P states are affected, but they are frequently renamed as A, (or A,) 
or T,, respectively. A D state is resolved into E+T,,  and an F state to A,+ T, +T,. 

1.4 Paramagnetism 

These notes are primarily about paramagnets and the Interactions they undergo. As 
has been indicated above, paramagnetism is a property exhibited by substances 
containing unpaired electrons. This includes the oxygen molecule, nitric oxide and a 
large number oforganic Eree radicals, but we shall restrict our concerris to the transition 
metal and rare earth ions and their compounds. 

Aparomagnet concentrates the lines offorce provided by an applied magnet and 
thereby moves into regions of higher field strength. This results in a measurable 
gain in weight. A paramagnetic susceptibility is generally independent of the field 
strength, but this is true only under the particular conditions which are discussed 
below. 

Paramagnetic susceptibilities are temperature dependent, however. T o  a first b g h -  
temperature) approximation, the susceptibility x varies inversely with temperature, 
which is the Curie Law: 
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Fig. 1.1. Curie and inverse Cur~e plots 
for a salt containing rnanganeseflI), for 
which C = 4.375 emu-K/mol. 

Here, 1 is the measured susceptibility (Crom now on, we assume that the proper 
diamagnetic correction is either unnecessary or else has been made), C is called the 
Curie constant, and Tis  the absolute temperature. We plot in Fig. 1.1 the Curie law and 
the inverse of x for a representative ion. Since X -  ' = C -  '17; a plot of X -  vs. T is a 
convenient procedure for the determination of the Curie constant; note that the line 
goes through the origin. 

Since the magnitude of x at room temperature is an inconvenient number, it is 
common among chemists to report the effective magnetic moment, p,,,, which is 
defined as 

perr=(3k/N)  1 / 2 ( ~ T ) 1 1 2  

= [g2s(s + I)] 'I2pB . (I.2] 

Here, k is the Boltzmann constant, 1.38 x 10-2"K- ', N is Avogadro's number, 6.022 
x 1023mol- ' and 

is the Bohr magneton. Planck's constant h, divided by 2n, is denoted by fi. That is, the 
units of p,,, is p,. 

Compounds containing such ions as Cr3+ and M u 2 +  have magnetic moments due 
to unpaired electron spins outside filled shells. The orbital motion is usually quenched 
by the ligand field, resulting in spin-only magnetism. Consider a n  isolated ion, acted on 
only by its diamagnetic ligands and an external magnetic field H (the Zeeman 
perturbation). The field will resolve the degeneracy of the various states according to 
the magnetic quantum number m,, which varies from - Y to Y in steps ofunity. Thus, 
the ground state of a free manganese(T1) ion, which has 9 = 0 ,  has Y = 5 /2 ,  and yields 
six states with m, = + 112, +3/2, and + 512. These states are degenerate (of equal 
energy) in the absence o fa  field, but the magnetic field H resolves this degeneracy. The 
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Fig. 12. Splitting of the lowest energy level of 
manganesefll) by a magnetic field into six separate 
energy levels 

energy of each of the sublevels in a field becomes 

where g is a (Lande) constant, chhracteristic of each system, which is equal to 2.0023 
when 9 = 0 ,  but frequently differs from this value. The convention used here in 
applying Eq. (1.3) is that the 6S ground state of the manganese Ion at  zero-Geld is taken 
as the zero of energy: 

The situation is illustrated in Fig. 1.2. The separation between adjacent levels, AE, 
varies with field, and is easily calculated as AE =gp,H = 2p,H. In a small Geld of0.1 T 

whlle at  a temperature of 1 K, kT= 1.38 x x 1 = 1.38 x J. Thus, at 
H=O.l T and T= 1 K ,  A E < k T ,  and the resulting levels have almost the same 
population, as may,be found by calculating thedistribution ofmagneticions among the 
various states from the Boltzmann relation, 

AEi be~ng  the energy level separation between the levels i and the ground state j. 
Since each state corresponds to a hfferent orientation with regard to the external 

magnetic Geld, the net magnetic polarization or magnetization M of the substance 
would then be very small. Or,  the Geld tends to align the spins with itself, but this is 
opposed by thermal agitation. 

On the other hand, in a larger field of 2T, A E = 4  x J, and at 1 K, A E >  kT 
Then, only the state of lowest energy, - 5/2gpBH, will be appreciably populated, having 
about 95% of the total. This corresponds to the moments lining up parallel to the 
external field, and the magnetization would almost have its largest or saturation value, 
M,,,. Keal crystals that have been shown to exhibit behav~or of this sort include 
potassium chrome alum, KCr(SO,), . 12 H,O, and manganese ammonium Tutton salt, 
(NH,),Mn(S0,)2.6H,0. Each of the magnetic ions in these salts is well- 
separated from the other magnet~c ions, so it 1s said to be magnetically dilute. The 
behavior then is analogous to that of ideal gases in the weakness ofthe ~nteractions. The 
statistical mechanics of weakly interacting, distinguishable particles is therefore 
apphcable. This means that most properties can be calculated by means of the 
Boltzmann distribution, as already suggested. 

At low temperatures, the vibrational energy and heat capacity ofeverything but the 
magnetic ions may be largely ignored. The spins and lattice do interact through the 
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m,,'/2, E 2 - + ' l ? g v B ~ ~  
m,,*%,-% ; 

. ms--'/, , € 1 -  - ' / ~ P Y ~ H L  Fig. 13. Energy levels ofan electron spln in an 
zero held oxtern01 i ~ e t d  H~ external magnchc field 

time-dependent phenomenon of spin-lattice relaxation, a subject which will be 
described later. The magnetic ions form a subsystem with which there is associated a 
temperature which may or may not be the same as that of the rest of the crystal. The 
magnetization or total magneticmoment M is not correlated with the rest ofthecrystal, 
and even the external magnetic Geld has no effect on the rest of the crystal. Thus, the 
worklng hypothesis, which has been amply justified, is that the magnetic Ions form a 
subsystem with its own identity, describable by the coordinates H, &I, and T, 
independent of everything else in the system. 

This model provides a basis for a simple derivation of the Curie law, which states 
that a magnetic susceptibility varies inversely with temperature. Although the same 
result will be obtained later by a more general procedure, it is useful to illustrate this 
calculation now. Consider a mol of Y = 1/2 particles. In  zero field, the two levels 
m,= + 112 are degenerate, but split as illustrated in Fig. 1.3 when a field H=H, is 
applied. The energy ofeach level is m,gp,H,, which becomes -gpBH/2 for the lower 
level, and + gp,H,/2 for the upper level; the separation between them is AE = gpBH,, 
which for a g of 2, corresponds to about 1 cm-'  at 1'1. 

Now, the magnetic moment of an ion in the level n is given as pn= -BE,/BH= 
- m,gpa; the molar macroscopic magnetic moment M is therefore obtained as the sum 
over magnetic moments weighted according to the Boltzmann factor. 

where the summation in this case extends over only the two states, m, = - 112 and 
+ 112. Then, 

since the hyperbolic tangent (see the Appendix to this chapter) is defined as 

One of the properties of the hyperbolic tangent is that, for y (< 1, tanhy = y, as may be 
seen by expanding the exponentials: 

(I + y + ---)- (1 - y + ---) 
tanhy- 

(I +y+---)+(l-y+---) = y .  



'l'hus, for moderate fields and temperatures, with gpBHJ2kT4 1, 

and 

Since the static molar magnetic susceptibility is defined as 1 = M/H, in this case 

which is in the form of the Curie law where the Curie constant 

This is a special case of the more general and more familiar spin-only formula, 

where p:[, =g2.Y(.Y+ l)p; is the square of the "magnetic moment" traditionally 
reported by inorganic chemists. This quantity is of less fundamental significance than 
the static susceptibility itself, particularly in those cases where p,,, is not independent of 
temperature. Other definitions of the susceptibility will be introduced later, since in 
practice one ofien measures the differential susceptibility, dM/dH, which is not always 
identical to the static one. 

It is also of interest to examine the behavior of Eq. (1.5) in the other limit, of large 
fields and very low temperatures. In Eq. (1.6), ify % 1, one may neglect e-Y compared to 
eY, and 

Then, 

where the magnetization becomes independent of field and temperature, and, as 
discussed earlier, becomes the maximum or saturation magnetization M,,, which the 
spin system can exhibit. This situation corresponds to the complete alignment of 
magnetic dipoles by the field. The more general, spin-only version of (1.12) reads as 

.- - '7. 
M,,, = Ngp,Y.. 'I (1.13) 
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1.5 Some Curie Law Magnets 

The Curie constant 

takes the following form 

which, since it can be shown that the unit TZ is equivalent to J/cm3, becomes 

or  dividing this expression by T in K, one has the volume susceptibility x in units of 
cm3/mol. 

It should be apparent that a good Curie law magnet will be found only when there 
are no thermally accessible states whose populations change with chanplng tempera- 
ture. Four salts whlch offer good Curie-law behavior are listed In Table 1.3. Each is 
assumed to have g=2.0, whlch is consistent with a lack ofmixing of the ground statz 
with nearby states with non-zero.orbital angular momentum. A plot of inverse 
susceptibility vs. temperature for chrome alum in Fig. 1.4 illustrates how well the 
Curie law holds over a wide region of temperature for this substance. 

Table 13. Several Curle law magnets. 

9' Y(Y+ 1) C (expt) C (calc) 

Fig. 1.4. The inverse susceptibility per g of 
chromium potassium alum as a function of 
temperature showing the very good agree- 
ment with Curie's law (aAer de Haas and 
Gorter, 1930) 
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1.6 Curie-Weiss Law 

The Curie law is really just the magnetic analog of the ideal gas law, which is expressed 
in terms of the variables pVT (pressure, volume, temperature) For magnetic systems, 
one uses HMT (magnetic field, magnetization, temperature) and the thermodynamic 
relations derived for a perfect gas can be translated to a magnetic system by replacing p 
by H and V by -M. 

When the pressure of a gas becomes too high or molecular interactions occur, 
deviations from ideal gas behavior occur. Then, one turns to the van der Waals 
equation to describe the situation, or perhaps an even more elaborate correction is 
required. In the same fashion, there are many situations in which the Curie law is not 
strictly obeyed; much of Lhis book is devoted to those cases. One source of the 
deviations can be the presence of an energy level whose population changes 
appreciably over the measured temperature interval; another source is the magnetic 
interactions which can occur between paramagnetic ions. These interactions will be 
discussed in later chapters, but we can assume their existence for now. To the simplest 
approximation, this behavior is expressed by a small modification of the Curie law, to 
the Curie-Weiss law, 

where the correction term, 8, has the units of temperature. Negative values of 6 are 
common, but this should not be confused with unphys~cal negative temperatures.The6 
is obtained empirically fiom a plot of ,y-l  vs. as for the Curie law, but now the 
intercept with the abscissa is not at the origin. When 8 is negative it is called 
antiferromagnetic in sign; when 6 is positive, it is called ferromagnetlc. These terms will 
be explained in later chapters. The constant, 0, characteristic of any particular sample, 
is best evaluated when T L  100, as curvature of X - '  usually becomes apparent at 
smaller values of T 

The Curie and Curie-Weiss laws are compared for a hypothetical situation in 
Fig. 1.5. 

CURIELAW ----- Y 

' CURIE - WEISS LAW - - 
- 

- 
- 
- 

o ~ l l l l l l l l l ~ l l l . o  
0 5 I0 

T(K) 

Fig. 15. The Curie and Curie-We~ss laws. The Curie constant C=0.454emu-K/mol (Y=), 
g= 2.2) has been used for both curves, while 8= - I K has been used 
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1.7 Tern perature Independent Paramagnetism 

It sometimes happens that systems with a spin singlet ground state, which from the 
development presented above would be expected to be diamagnetic, in fact exhibit a 
weak paramagnetic behavior. This paramagnetism is found to be temperature 
independent and, since it is only of the order of 10-"emu/mol, is generally more 
important when considering measurements made at 80 K and above. This temperature 
independent paramagnetism (TIP) arises from a mixing into the ground state wave 
function the wave function of the excited states that are not thermally populated. They 
may be connected with an orbital operator to the ground state, however; a spin 
operator will not suffice, for the problem assumes that Y = O  for the ground state, and 
all spin matrix elemcnls will therefore be zero. 

An ion such as octahedral cobalt(III), with a 'A, ground state, is typical of those 
whlch exhibits a TIP. The first excited singlet state (IT,) usually lies some 
16 00&21000cm - ' above this, varying with the particular compound, and it can be 
shown [2] that 

where A(T,)is the energy ofthe 'TI state, in wave numbers, above the ground state. For 
[Co(NH,),]'+, the IT,, state is a t  21 000cm-', so one calculates 

which is the order of magnitude of the experimental result. 
Temperature independent paramagnetism has been observed in such other systems 

as chromate and permanganate ions and with such paramagnetic systems as 
octahedral cobalt(I1) complexes wh~ch  have low-lying orbital states. 
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1.10 Appendix 

1.10.1 Physical Constants and Units 

Molar gas constant R=8.3144Jmol- 'K- '  

Avogadro constant N=6.0220 x 1023m01-' 

Boltzmann constant k=1.3807x 1 0 - 2 3 J K - '  

Bohr magneton pB=9.274 x JT-I  

Easy to remember 

Npi/k = 0.375 emu-K/mol 

and for the translation of energy 'units' 

At 1 K, (kT/hc) = 0.695 cm- '. We d o  not distinguish magnetic field From magnetic 
ci 

induction, and take 1 Tesla (T) as 1 kOe. 

1.10.2 Hyperbolic Functions 

The hyperbolic functions occur repeatedly in the theory ofmagnetism. Though they are 
described in most elementary calculus texts, some properties are summarized here. 

The two basic hyperbolic functions are defined in terms of exponentials as follows 

sinhx = +[exp(x)- exp(- x)] , 

coshx=+[exp(x)+exp(-x)] 

and, by analogy to the common trigonometric functions, there are fow more 
hyperbolic functions defined in terms of sinhx and coshx, as follows: 

tanhx = sinhx/coshx 

sechx = I/coshx 

cothx= coshx/sinhx 

cschx = I/sinhx . 
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Fig. 
The 

A.1. 
hyperbolic 

These functions arc sketched in Flg.A.1. It 1s evident t h a ~ ,  unlike the trigonometr~c 
functions, none of the hyperbolic funct~ons is periodic. sinhx, tanhx, cothx, and cschx 
are odd functions, while coshx and sechx are even. 

Lastly, the derivatives of the hyperbolic functions may be shown to be: 

d(sinhx)= (coshx)dx 

d(coshx)- (sinhxwx 

d(tanhx)= (sech2x)dx 

d(cothx)= - (csch2x)dx 

d(sechx)= - (sechx) (tanhx)dx 

d(cschx)= -(cschx)(cothx)dx 

1.103 Magnetic Moment of a Magnetic Ion Subsystem 

It is illuminating to calculate the magnetic moment ofa magnetic system with arbitrary 
spin-quantum number. In order to allow an orbital contribution, we use the total 
quantum number 2, where 9 =Y +Y. With gti the total angular momentum, the 
energy is E = - p .  H, where p = gp,$ and Em = mgp,H,. The Boltzn~ann factor 1s 

so that (p , ) ,  the average magnetic moment of one atom is 
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But, 

where 

is the magnetic partition function of one atom. Hence, 

k~ a2, a In 2, 
(p , )=  -- =kT-. 

Z, aHz a H z  

Now, define a dimensionless parameter q ,  

which measures the ratio of the magnetic energy gp,H,, which tends to align the 
magnetic moments, to the thermal energy kT, that tends to keep the system oriented 
randomly. Then, 

which is a finite geometric series that can be summed to yield 

On multiplying both top and bottom by e-'", 2, becomes 

,-I(?+ 112) -e'lw+ 112) 

-= 
s ~ n h v  + 112)~ z, = - s / z  - e ~ ~ 2  sinh 42 

eY-e-Y 
since (sinhy)= --- . Thus, InZ, = In s i n h w  + 1/2)rl- In sinhq/2, and 

2 

Hence 
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where the Brillouin function BJ(q) is defined as 

Now, 

or for small y, 

(coth y)= I /y  + y/3. 

Thus, in the two cases, the limiting behaviors of the Brillouin function are: 
a )  For ~ $ 1 ,  

(Using the more exact expression for the coth, B,(q)= I -e-"/%.) 

q = gp,H/kT $- 1 means 

b) For qG1, 
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Fig. A.2. The Brillouin function, B,(q), plotted vs. rl 
for several values of /; curve a :  / = f ,  b: f =j, 
c : f = j ,  and d : y = +  

Fig. A 3 .  Plot ofmagnetization per magnetlc ton,expressed in Bohr magnetons, agalnst HIT for (T) 
chromium potassium alum V =j); (l1)iron ammonium alum (B =;);and ~1l)gadoliniurn sulfate 
(%=+).The polnts are experimental results of W.E. Henry (1952), and the solid curves are graphs 
of the Brilloutn equation. (Recall that 10 kOe is I T) 

and the initial slope ofa plot ofB,(q)vs. q will be + 1)/3. Such a plot for several values 
of / is illustrated in Fig.A.2. 

For N non-interacting atoms, the mean magnetic moment, or magnetization, is 
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and so for q small, M is proportional to q, that u to say, MaH/T. In fact, for 
gp,H JkT <( 1, M = xH,, where 

which once again is simply the Curie law. As one should now expect, in the limit of large 
q .  gpBH JkT > 1, M becomes N g p B f ,  which is again the saturation moment. The 
physical ideas introduced here are not new, but of course the theory allows a 
comparison of theory with experiment over the Full range of magnetic fields and 
temperatures. The theory was tested by Henry [l] amongst others for three salts of 
different % value with no orbital contribution (i.e., L f =  0, Y = 8, and g = 2.0) at  four 
temperatures (1.30, 2.00, 3.00,4.21 K). As ~llustrated in Fig. A.3, at 1.3 K a field of 5 T 
produces greater than 99.5% magnetic saturation. 

1.10.4 Reference 

I .  Henry W.E., Phys. Rev. 88, 559 (1952) 



2. Paramagnetism: Zero-Field Splittings 

2.1 Lntroduction 

The subject of zero-field splittings requires a detailed description, for it is central to 
much that is of interest in magnetism. Zero-field splittings are oAen responsible for 
deviations from Curie law behavior, they give rise to a characteristic specific heat 
behavibr, and Lhey limit the usefulness of certain substances for adiabatic demagueti- 
zation. Furthermore, zero-Geld splittings cause a single-ion anisotropy which is 
important in characterizing anisotropic exchange, and are also one of the sources of 
canting or weak ferromagnetism (Chapt. 7). 

An energy level diagram which illustrates the phenomenon of zero field splitting is 
presented in Fig.2.1, where for convenience we set Y=O for an Y=$ system. In an 
axial crystalline field, the fourfold degeneracy, m, = + Q, +$,is partially resolved with 
the +3 states separated an amount 2 D (in units of energy) from the + + states. We 
shall use below the notation Im,) to denote the wave function corresponding to each of 
these states. The population of the levels then depends, by the Boltztnann principle, on 
the relative values ofthe zero-field splitting parameter D and the thermal energy, kT 
The fact that D ]lot only has rnagnitudc but also sign is of large consequence for many 
magnetic systems. As drawn, D > 0; if D < 0, then the kf levels have the lower energy. 
The Zeeman energy o f a  state labeled by the quantum numbcr mnr, is 

where the orientation of the field is denoted by the subscript z (or equivalently, 1)). This 
is done because an axial crystalline field which is capable ofcausing a zero-field splitting 
establishes a principal or symmetry axis in the metal-containing molecule, and it is 
important to specify whether that axis of the molecule is oriented parallel to the field 
(H,), perpendicular (H,) or at some intermediate direction. Tlie splittings caused by tl, 
are illustrated in Fig. 2.1. 

3 -::d Fig. 2.1. The behavior of an Y = 3 state (center). The usual 

+ % Zeeman splitting is illustrated on the left, while on the right 
the effect of zero-field splitting is illuslrated. The degen- 

H, tree-ion ~~~~l H~ eracies are partially resolved before the magnetic field 
field affects the levels 
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The name "zero-field splitting" arises from the fact that the splitting occurs in the 
absence of a magnetic field. As we learn from crystal lield theory, i t  can be ascribed to 
the electrostatic field of the ligands. For an axial distortion of an Y =+ system, the 
converitional zero-tield splitting parameter is called 2 D. For chrornium (Ill), t h ~ s  
splitting of the 'A, state is typically ~nuch  less than a Kelvin (i.e., a few tenths of a 
cm-I); tetrahedral cobalt (lI), however, also has a 'A, ground state and typically 
exhibits zero-field splittings of 10-15 K. 

2.2 Van Vleck's Equation 

Before we can calculate the eKect ofzero-ficld splittings on magnetic susceptibilities, we 
require a morc general method for calculating these susceptibilities. If the energy levels 
of a system are known, the magnetic susceptibility may always be c.alculated by 
application of Van Vleck's equation. The standard derivation [ I ]  follows, along with 
sevcral typical appl~cations. 

Let the energy, En, of a level bc developed i n  a series in the applied field: 

whcre, in the standard nomenclature, the term linear in H is called the lirst-order 
Zeeman term, and thc tcrm in H2 is the second order Zee~nan tcrm. Slnce 
pn= -BE JDH, the total magnctic momcnt, M, for the system follows as before: 

Now, 

exp(-E JkT) = exp(- (E,O+HEkl)+ ...)/ k T )  

- ( I  - HEkl)/kT) exp(- E2kT) 

by expansion of the exponential, and ? 

To this approximation we obtain 

We limit the derivation to paramagnetic substances, as distinct from ferron~agnetic 
ones so that the abscnce of permanent polarization in zero magnetic field (i.e., M = O  at 
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H = 0) requires that 

Retaining only terms linear in H, 

Sincc thc static molar susceptibility is X =  M/H, the final result is: 

The degeneracy of any of the levels has been neglected here, but of course the 
r-degeneracy of any level must be summed r times. ' 

The general form ofthe spin-only susceptibility is obtained as follows. Consider an 
orbital singlet with 29 + 1 spin degeneracy. The energy levels are at m,glcDH, where . m, -. 

spans the values from +Y to -9. Note that the energy levels correspond to . 

since the zero ofenergy can be taken as that ofthe level oflowest energy in the magnctic 
field. Then, applying these results to Eq.(2.2), i.e., 

This result was presented earlier as Eq. (1.9). 

2.3 Paramagnetic Anisotropy 

Zero-Geld splittings are one of the most important sources of paramagnetic ani- 
solropies, that is, ofsusceptibilities that difler as the external (measuring) magnetic field 
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0*9: P ' , ~ / D  

D+; iA2 ::< ~ + Q ~ P ~ H I  

0 - 9 1 1 1 g H 1  
0 

1 2 2  /-O Lhj p, ,+,\I/ I . I 
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cxternol ox101 cublc axial external 
tteld H, f ~ e l d  lleld t ~ e l d  f ~ e l d  Hz 

Fig. 2.2. Nickel(l1) wilh an internal axial field and an external magnetic field 

is rotated with respcct to the principal (11, I) axis of the molecule. With the aid of the 
energy level diagram of nickel(I1) in a weak tetragonal field, Fig.2.2, and Van Vleck's 
equation, we are now able to calculate the susceptibilities with the measuring field 
parallel or perpendicular to the principal axis. The parameter D measures the zero- 
field splitting of the ground state. Our procedure yields for the parallel susceptibility, 

Assuming D may be large (i.c., the exponentials are not expanded) 

Frequently, however, D (< kT (with TN 300 K at room temperature, and Dlk is often of 
the order of a few Kelvins, and rarely is as large as 25 K), and then this reduces to 

Many susceptibility measurements are made on powdered paramagnctic samples, so 
that only the average snsceptibility, (I), is oblamed. The quantity (x) is defined as 

where x, is the susceptibility measured with the field perpendicular to the principal 
axis. We require X, in order to calculate ( x )  and the calculation is done in the following 
fashion. 

The set of energy levels in a field used above for the calculation of xll is of course 
valid only when the applied Geld is parallel to the axis ofquantizalion. Ifan anisotropic 
single crystal is oriented such that the external Geld is normal to the principal molecular 
or crystal field axis, we need lo consider the effect of this field H, (H, is equivalent in 
trigonal and tetragonal fields) on the energy levels. The problem is to calculate the 
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energies of the levels labeled m, = f 1 in zero-field which are D in energy abovc the level 
with m, = 0. The Hamiltonian is 

where S, =S,& is,, and S,, S ,  are the operators for the x, y components of electron 
spin, respectively, and Y is 1. We require the eigenvalues of the 3 x 3 matrix made up 
from the set of matrix elements (m,lH,lm:). We make use of the standard formulas 

The only nor~zero off-diagonal elements are 

and the matrix takes [lie form 

Subtracting the eigenvalues W from each of' the diagonal terms and setting the 
deterruinant of the matrix equal to zero results in the following cubic equation 

which has roots 

Making use of the expression (1 + r)li2 = 1 + ((t)r for small r, which corresponds in this 
case to small magnetic fields, the energy levels become 
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These energy levels are plotted, schematically, as a function ofexternal Geld in Fig. 2.2, 
on the len side. They are readily inserted into Van Vleck's equation to yield 

or, since the notation x and 1 are equivalent here, 

Neglecting the difference between gll and g,, we also obtain, aner averaging, 

where x = DlkT 
Although it was assumed that D > 0, the equations are equally valid if D <O. The 

complete solutions for x , ,  and x ,  are plotted in Fig. 2.3 for a typical set ofparameters. It 
will be noticed (hat Curie-Weiss-like behavior is found at temperatures high with 
respect to Dlk, but marked deviations occur at DlkTS 1. The perpendicular 
susceptibility approaches a constant value at  low temperatures, while the parallel 
susceptibility goes to zero. A measurement of (1 )  alone in this temperature region 
would offer few clues as to the nature of the situation. 

T(K) 
Fig. 23. Parallel and perpe~idicular susceptibilities and their inverses, for a (hypothetical) 
nickel(I1) ian with gll =g, =2.2 and D/k=3 K ;  drawn Lines: x , ,  and x i 1 ;  dotted-drawn lines: 1, 
and x;' 
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plots ofz-  ' vs. Tare also seen to bc linear at high temperatures and to deviate when 
D/kT-+ 1. Ifthe straight-line portion is extrapolated to X -  = 0, non-zero intercepts are 
obtained. This behavior is often treated empirically by means of the Curie-Weiss law, 
when 1 is written 

where I/C is the slope of the curve (and C is the supposed Curie constant) and 0 is the 
intel.cept ofthecurve with the Taxis (yositive or negative). This result illustrates merely 
onc of the sources of Curie-Weiss behavior, exchange (interaclions betwecn the 
magnetic ions) being another, and shows that caution is required in ascribing the non- 
zero value of 9 to any one particular source. 

The ground-slate energy-levels of Fig. 2.2 are applicable particularly to 
vanadium(1II)and nickel(I1). The paramctcr D/k is relatively larger for vanadium, onen 
being of the order of 5 to 10 K [2], Interestingly, D > 0 for every vanadium compound 
investigatcd to date. Nickel usually has a smaller Dlk, some 0.1 to 6 K, and both signs of 
I) have been observed. There seems to be no rational explanation for these 
observations at present. As will bc discussed later, there are several compounds of 
nickel studied recently that seem to have very large zero-field splittings, so the 
observations described here may no longer be valid when a larger number and variety 
ofcompounds have been studied. A typical set ofdata is illustrated in Fig.2.4;only two 
parameters, the g values and D, are required in order to lit the measuremenls on 
[CmHz),IV(SO4), . 6  HLO [31. 

Another simple illustration of the use of Van Vleck's equation is provided b 
chmmnium(Il1) in an octahedral crystal field, e.g.. in [Cr(HzO),]3t, The ion has 3 
ground state, which was illustrated in Fig.2.1 and 4T, and 4T, excited states % , 
respectively, around 18 000 cm - ' and 26 000 cm- I .  The excited states therefore make 
no contribution to the paramagnetic susceptibility, and may be ignored. The ground 
state is orbitally nondegenerate and exhibits only a first-ordcr Zeeman effect, 
corresponding to Y = j ,  m,= f +, 4-4. Upon application of Van Vleck's equation, the 
spin-only result for a system with three spins is obtained. 

If, now, there is a sllght axial field, the zero-field splitting may partially resolve the 
fourfold degeneracy o f 4 ~ ,  into the *n, = ++,and the m, = +$ levels, with the latter 2D 
(in energy) above the former. (Allernately, the sign of D may be changed.) In this 

Fig. 2.4. Parallel (0) and perpendicular (e) 
susceplibilities of [CO\IH,),]V(SO,), . 6H20. 
From Re[ [3] 



Fig. 2.5. The 
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situation one calculates, for Hz parallel to the principal ~uolecular axis, 

For 2DJkT4 1,corresponding to 2D+O or T becorning large, X=($)(Ng2pi/kT), the 
isotropic spin-only formula. For 2D/kT>> 1, corresponding to a large zero-Geld 
splitting, the exponential terms go to zero, yielding x-- N g 2 p a 4 k 7 :  which is the spin- 
only formula for isotropic 9'= +. That is, only the m, = + 4 state is populated in this 
case. 

The calculation of X, for Cr(Il1) is more complicated [4]; the result is 

Equations (2.1 1)and (2.12) are plotted for a set ofrepresentative parameters in Figs. 2.5 
and 2.6. 
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Fig. 2.6. The susccptibilitics of Eqs. (2.1 1) and (2.12) with gll = g, =2.2 and 2Dlk = - 10 K 
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It is difficult to discuss spin-orbit coupling without mathematics and matrix elements. 
But, it is an important concept and elTects many magnetic quantities, so we shall 
attempt to give a qualitative discussion of it. 

In Russell-Saunders coupling, the angular momenta, .nc, ofeach elcctro~l ofan atom 
are summed to give the totsl orbital angular momentum, L.Similarly, the m, values of 
the spin components are summed to give the quantum number Y.  The interaction 
between Land S is assumed to be so small that the values o f 9  and Y are not affected by 
such an interaction. This interaction, called spin-orbit coupling, is often represented by 
an energy term,lL.  S,where L then has energy units. The most commonly used units for 
,I is cm - I; the parameter i is also often used, and defined as L = + ((/2S), where the + 
sign is uscd for an electronic shell less than half full,'and the - sign if the shell is more 
than half full. Spin-orbit coupling is then not an  important phenomenon for syslems 
with Glled shells (for then, S = 0) and is of only seeond-order importance for syslems 
with half-filled shells [e.g., spin-free manganesc(lI)]. The parameter I has a character- 
istic (empirical!) value for each oxidation state ofeach free ion, and is often found (or at 
least represented) to have a slightly smaller value when an ion is put into a conlpound. 
The value of A increases strikingly with atomic number, so that spin-orbit coupling 
becomes more and more important for the heavier elements. Indeed, for the rare earth 
ions, for example Y and Y no longer are good quanlum numbers (that is, they are 
strongly coupled) and we must turn to a different formalism, called a'-$ coupling, in 
order to understand the electronic structure. 

Spin-orbit coupling is an important contributor to the zero-field splitting effects 
discussed above. For example, the 2 D splitting of the 4A, state ofchromium(lII) arises 
from the spin-orbit coupling acting in conccrt with the axial crystal field distortion. Or, 
the g value ofchromium(II1) is found to beg = 2.0023 - 8l/10 Dq, which accounts quite 
nicely for the fact that g is typically about 1.98 for this ion. The parameter 10 Dq is the 
cubic crystal field splitting. 

More significantly, the ground state of titanium(I1l) is altered strikingly by spin- 
orbit coupling. The 2T,, ground state ofcubic Ti(II1)is three-fold degenerate orbitally 
and two-fold degenerate in spin. The total degeneracy is therefore six, but spin-orbit 
coupling, acting again in concert with an  axial crystalline Geld, is capable of resolv~ng 
this degeneracy into 3 doublets. The separations among the doublets are a function of 
the ratio L/b and its sign, where 6 is a zero-field splitting parameter [ I  3b]. The result of 

Fig. 2.7. Variation of g,, and g, as a luncliol~ or 
tetragonal field parameter 611 for the E.. doublet of 
Ti'' 
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Table2.1. Spin-orbit coupling parameter 5 as estimated from analysis of experimental data.' 

3d C(cm-I) 4d ( (cm-'1 
- 

dl ~ i 3 ' .  154 Nb4+ 750 
d3 V3+ 209 Mo4 + 950 
d3 Cr3+ 276 Ma3+ 800 

V2+ 168 
d4 Mn3+ 360 MoZ + 69 5 

Cr2 + 236 Rua ' (I 350) 
ds Fe3+ 280b Ru3+ (1 180) 

Mn2 ' 335b 
d6 Fez+ 404 Ru' ' 1000 
d7 CoZf 528 Rh2 + 1220 
de Ni2+  644 P d 2 +  1600 
d9 Cu2+ 829 Ag' + 1840 

Source - Abragam and Bleaney [13]. 
Values for strong-field t:, configurat~on. 

this is that the g values are found to vary dramatically with 6/A as is illustrated in 
Fig. 2.7; when the doublet called E- is the ground state, the g-values approach the value 
of two only when 6/1 becomes very large. 

Values of ( are listed in Table 2.1. 

2.5 Effective Spin 

This is a convenient place to introduce the concept ofthe eflective spin o f a  metal ion, 
which is not necessarily the same as the true spin. 

The two assignmellts ofspin are the same for a copper(I1) ion. This ion has nine d 
electrons outside the argdn core and so has a 5" =+ configuration no matter what 
geometry the ion is placed in.The net spin does not depend on or vary with the strength 
of the crystal or ligand field. Thus it always has a spin ("Kramers") doublet as the 
ground state, which is well-isolated from the optical states. One consequence of this is 
that EPR spectra oiCu(I1)may usually be obtained in any lattice fit., liquid or solid) at 
any temperature. 

Consider divalent cobalt', however, which is 3d7. With a 4T1 ground state in an 
octahedral field, there are three unpaired electrons, and numerous Co(I1) compounds 
exhibit spin-$ magnetism at 77 K and above [ 5 ] .  However, the spin-orbit coupling 
constant of Co(I1) is large (A- - 180cm-' for the free ion), and so tlic true situation 
here is better described by the energy level diagram in Fig. 2.8. It will be seen there that, 
under spin-orbit coupling, the 'TI state splits into a set of three levels, with 
degeneracies as noted on the figure in parentheses. At elevated temperatures, the 
excited states are occupied and the Y = j  configuration, with an important orbital 
contribution,obtains. Fast electronic relaxation also occurs,and EPR is not observed. 
At low temperatures - say, below 20 K - only the ground state is occupied, but this is 
a doubly-degenerate level, and even though thls is a spin-orbit doublet we may 
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\ '- 
\ Fig. 2.8. Fine-structure spl~tting ofthe lowest levels ofcobalt(T1) 
\ 
1 under the action of the combined octahedral crystalline field, 
\ ' '71 A spin-orbit interaction, and a magnetic field. Degeneracies are 

octohedrol ~ ~ l n - O r b l t  given in parentheses. Thc spin-ol.blt coupling constant, 1 is 
fteld couplinq negative for cobalt(I1) 

A ;" 1. Fig. 2.9. Zero-field splitting (positive) of a nickel(l1) [or 
vanadlum(lII)] ion 

0 

characterize the situation with an elTective spin, Y'=).  This is cotlsistent with all 
available EPR data, as well as with magnetic susceptibility results. One further 
consequence of this situatioll is that thc effective, or measured, g values of this level 
deviate appreciably from the free spin value of2;in fact [6] for octahedral cobaltO1) the 
three g-values are so  unusual that they sum to 13! 

Let us return to the example of nickel(lI), Fig. 2.9, but change the sign of D to a 
negative value and thereby invert the figure. Note that if ID1 k7; only the doubly- 
degencrate ground state will be populated, a spin doublet obtains, and Y'= f. The g- 
values will be quite anisotropic for, using primes to indicate effective g-values, g',, = 2gll 
and g; = O .  The calculation differs liom the cobalt situation in that the spin-orbit 
coupling is not as important. 

Similar situations occur with tetrahedral Co2'- in both Cs,CoCl, [7] and 
Cs,CoCI, [8] and with Ni2+ in tetrahedral NiCI:- [ 9 ] .  Tbe case for spin Y =3 with 
large positive ZFS was described in connection with Eq.(2.11). 

2.6 Direct Measurement of D 

The magnetization as a hnction of field, frequency, and temperature has also been 
mcasurcd for several compounds with large zero-lield splitlings [lo-121. The 
isothermal magnetization is given as 

with the field HI (2, where 

The quantity h is gllpoH/kT and d is DIkT Equation (2.13) is plotted for a 
representative choice of parameters in Fig. 2.10. 
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H/T (kOe/K) 

Fig. 2.10. The isothermal magnetization of a system wit11 zero-field splithng, as calculated from 
Eq.(2.13). The parameters used are D/k = 6 K and gl l  = 2.3, at T =  1 K 

Fig. 2.13. Electronic level scheme and calculated 
magnetiwtion at OK (full linc) and finite tempera- 
ture (dashed line) of FeOI) in a magnetic lield along 

I Haw the z-axis, D% i 
0 Hl  2 

There has recently [lo] been a direct measurement of D in FeSiF, .6H20, a 
trigonal crystal which is easy LO orient. The technique employed illustrates some of the 
results that are becoming available through the use of high-field magnets. 

The ferrous ion, Fe2+,  has a 3d6 electronic configuration, whch  gives rise to a 'D 
ground state. The energy level scheme, illustrated in Fig.2.11, has two doubly 
degenerate levels respectively D and 4D in energy above the non-degenerate ground 
state. Application of a magnetic field, as illustrated, causes the usual Zeeman 
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interaction, and it will be noticed that a doubly-degenerate ground state occurs at  each 
of the Gelds labeled H I  and H,. There can be no magnetization at T4DIk when the 
external field, H,,,, is less than H I ,  but a measurement of b1 when H,,,=H, or Hz 
should be non-zero. The large fields required are necessarily pulsed fields, wh~ch in turn 
requires a rapid measurement of M;  one must also be careful about spin-lattice 
relaxation etTects (energy transfer) in such experiments. 

Aquick glance a t  Fig. 2.1 1 suggests that D = gllp,Hl = (~)glljceHz. Assuming gll  = 2, 
an increase in M and therefore a cross-over was found a t  H ,  = 132 kOe (13.2T). The 
derived value of D, 12.2 k0.2 cm-I, may be compared to that obtained from 
susceptibility measurements (10.5-10.9cm- I). The Geld H z  is then calculated at about 
400 kOe (40T), and indced was measured as 410 kOe (41.OT). Similar measure- 
ments have recently been reported on [Ni(C,H,NO)6](C10,), and 
[C(NH,),]V(SO,), . 6  N,O [ l l ]  as well as Cs,VC!, . 4  H,O [12]. 

2.7 Electron Paramagnetic Resonance (EPR) 

Electron paramagnetic resonance, also called electron spin resonance, will not be 
treated in detail in these notes, for thcre are so many other excellent sources available 
[ I  3). Ncvertheless, EPRis so implicitly tied up with magnetism that is is important just 
for the sake ofcompletcncss to include this short section on thc determination ofcrystal 
Geld splittings by EPR. While the magnetic measurements that are the major topic of 
this book measure a property that is ther~nally averaged over a set ofenergy levels, EP R 
measures propertics of the levels individually. 

Thus, return in Fig. 1.3, where we see that two levels are separated by an energy 
AE=gllpuH,. Following the Planck relationsh~p, if we set 

wc then have the basic equation of paramagnetic resonance spectroscopy. The 
quantities h and p, are fundamental constants, gl, is a constanl for a particular 
orientation of a given substance, and so we see that the basic experiment of EPR is to 
measure the magnetic field 1-1, at which radiation offrequency v is absorbed. For ease of 
experiment, the lisual procedure is to apply radiation ofa  constant frequency and then 
the magnetic field is scanned. For a substance with g =  2, the comlnoh experiment is 
done at X-band, with a frequency of sorne 9CiIi2, and absorption occurs at 
approximately 3400 0 c  (0.34 T). The energy separation involved is approxi~nately 
0.3 cm-I. Q-band experiments, at  some 35 CiHz are also Gequently carried out, with 
the energy separation that can be mcasurcd then of the order of 1 cm-'. 

As we have seen, zero-Geld splittings or other effects can sometimes cause energy 
levels to be separated by energies larger than thcsc relatively small values. In those 
cases, EPRabsorption cannot take place betwcerl those energy levels. Ifthat particular 
electronic transition should be the only allowed transition, then there will no EPR 
spectrum at all, evcn in an apparently normal paramagnetic substance. This can 
happen with non-Kramers ions, which are ions with an even number ofelectrons. Zero- 
Geld splittings can resolve thc energy levels of such an ion so as to leave a spin-singlet 
ground state (cf. Fig. 2.9). 
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The usual selection rule for electron resonance is Am,= & I ,  although a variety of 
forbidden transitions are frequently observed in certain situations. Paramagnetic ions 
are usually investigated as dopants in diamagnetic host lattices. This procedure dilutes 
the magnetic ion concentration, minimizes dipole-'dipole interaction effects, and so 
sharper lines are thereby observed. Exchange effects upon the spectra are also 
minimized by this procedure. Since paramagnetic relaxation is temperature dependent, 
a decrease in temperature lengthens the relaxation times and thereby also sharpens the 
lines (ct, below). 

Now,return to Fig. 2.1, the energy level diagram for an Y = 2 ion with and without 
zero-field splitting. Because of the Am,= + 1 selection rule, only one triply-degenerate 
line is observed at hv= gl lpBHz when the zero-field splitting is identically zero. 

But, when the zero-field splitting is 2)DI, the ++--f transition remains at 
hv=gllpeH,, and thc +j--$ transition is formally forbidden. The transitions 
+ f-  +$ and -3- -3  are allowed, the first occurring at hv = gllp,H,+21DI, the latter 
at hv = gllpBHr- 21DI. Three lines are observed, then, when the magnetic field IS parallel 
to the axis of quantization: a central line, flanked by lines at k2)DI. 

Thus, zero-field splittings which are of the size of the microwave quantum may be 
determined with ease and high precision, often even at room temperature, when the 
conditions described above are realiied. As has been implied, however, this simple 
experiment does not determine the sign of D, but only its magnitude. The sign of D has 
occasionally been obtained by measuring the spectrum over a wide temperature 
interval. 

It frequently happens that g IS anisotropic, and the values of gll and g, must be 
evaluated independently. In  rhombic situations, there may be three g-values, g,, g,, 
and g,. 

Now, if theroare two resonance fields given by 

and ifgll is measurably different from g,, then H , I  will d~ffer from H, since hv is assumed 
to be held constant by the experimental equipment. For the sake ofargument, let gll = 2 
and g, = 1, corresponding, in a particular spectrometer, to typical values of resonance 
fields of H I I  = 3400 Oe (0.34 T)and H, = 6800 Oe (0.68 T). Define 0 as the angle between 
the principal @arallel)axis ofthe sample and the external field, and so the above results 
correspond, respectively, to B= 0" and 90". .At intermediate angles, it can be shown that 

where g,,, is merely the effective or measured g-value. A typical set of data for this 
system would than appear as in Fig.2.12, where both gf,, and the resonant Geld are 
plotted for the above example as functions of 0.  A fit of the experimental data over a 
variety of angles leads then to the values of both gll and g,. 

The experiment as described requires all relevant axes to be parallel, which in turn 
requires a high-symmetry crystal. Commonly, systems of interest are of lower 
symmetry, and lines will overlap or several spectra will be observed simultaneously. 
Methods of solving problems such as these arc described elsewhere [13]. 
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Fig. 2.12. gf,, [Eq (2.15), dotted cl~rve] 
and resonant field H,,,, plotted vs. rllz 
angle 0,  with g,, = 2  and g, = l 

Let us return to the question of linewidths in the EPR spectra; we follow the 
discussion of Orton (13b). As a consequence of the Uncertainty Pr~nciplz, the 
absorption ofenergy extends over a range of Gelds centered at  the resonance field H,,, 
and extending a Gnite amount on either side. The width ofany energy level is related to 
the lifetime of the corresponding state by the relation 

where h is Planck's constant, and gives rise to an EPR line width in frequency units of 

That is, the shorter the I~fetime of the state, the broader is the resonance. Any 
interaction between thc magnetic Ion and its surroundings may broaden the line if i t  
results in energy being transferred from the ion following excitation. We are concerned 
here primarily with spin-lattice relaxalion, with the characteristic time called T, ,  in 
which energy is transferred from theexcited ion to the crystal latlice.The word "lattice" 
in this case refers to the eotire sample as the system (e.g., ligands and other nuc1ei)and is 
not meant to imply that the "latttce" is necessarily crystal lattice. (Thc same term is 
used to describe relaxation in both liquids and gases.) In many cases very short values of 
T, occur at  room temperature and the resulting line widths are so large as to make 
resonance unobservable. This happens frequently when the metal ion has a low-lying 
(not necessarily populated) energy level,as with octahedral cobalt(I1) and many of the 
rare earth ions. However, T, is usually sharply temperature-dependent so that cooling 
the specimen to 20 K or 4 K increases T, sufficiently to render this contribution 
negligible [13b]. 

Spin-latttcc: relaxation can also be Important when magnetic suscepttbilities are 
measured by the ac mutual inductance method In the presence ofan applied Geld. T h ~ s  
will be described in later chapters. 
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3. Thermodynamics 

3.1 Introduction 

It is clear from the preceding chapters that the relative population ofthe lowest energy 
levels of paramagnetic ions depends on both the temperature and the strength of the 
external magnelic field. The equilibrium states of a system can oflen be dcscribcd by 
three variables, orwhich only two are indcpendent. For the common example of the 
ideal gas, the variables are pVT (pressure, volume, temperature). For magnetic systems, 
one obtains H M T  (magnetic field, magnetization, temperature) as the relevant 
variables and the thermodynamic relations derived for a gas can be translated to a 
magnetic system by replacing p by H and V by - M. In the next section we review a 
number of the thermodynamic relations. Then, two sections are used to demonstrate 
the usefulness of these relations in  analyzing experiments. In fact the simple 
thermodynamic rclations are often applicable, even to magnetic systems that require a 
cornplicatcd model to describe the details of their behavior [ I ] .  

3.2 Thermodynamic Relations 

The first law of thermodynamics states that the heat dQ added to a system is equal to 
the sum of the increase in inter~lal energy dU and the work done by the system. For a 
magnetic system work has to be done on the system in order to change the 
magnetization, so the first law of thermodynamics may be written as 

where H is the applied field and M is thc magnetization. Remembering that the entropy 
S is related to Q by i"dS=dQ, the lirst law can be written as 

The energy U is an exact direrential, so 

The enthalpy E is defined as E = U -HM, thus 
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and, as E is also an exact diuerential 

The Helmholtz free energy F is defined as F =  U - TS, so 

and the exact differentiability leads to 

The Gibbs free encrgy is G= E - TS, thus 

and 

Equations (3.2>(3.5) are the Maxwell relalions in a form usehl for magnetic systems. 
The specific heat ofa systcnl is usually defined as dQ/dll; but it also depends on the 

particular variable that is kept constant when the temperature changes. For magnetic 
systems, one has to consider both c, and c,,, the specific heats at constant 
magnetization and Geld, respectively. From dQ = TdS and the deGrlitions of U and E 
one obtains 

and 

Now let thc entropy, which is a state function, be a function of temperature and 
magnetization, S = S(7; M). Then, an exact diflerential may be written 

Multiplying through by 7; and using the Maxwell relation given by Eq.(3.4), 
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in which the coefficient o f d T  is just the specific heat at constant magnetization. Thus 

In a similar way the entropy may be considered as a hnction of temperature and field, 
S = S( T, 11). Then 

and multiplying through by T and using the Maxwell relation (3.5) yields 

Specific heats are of interest in experimental work, and lt is important to have 
expressions for the difference as well as for thc ratio belween the two specific heats, cH 
and c,, respectively. By subtracting Eq. (3.8) from Eq. (3.9), one obtains 

and because 

a comparison of the coeficicnts of dM shows 

From this equation one can resolve the quantity c,-c,. The fact that only two 
variables out of HMT are independently variable is expressed also by 

a relation that may be used to elimi~~ate(aH/aT), from the expression for the difference 
between the two specific heats. So, 



In a similar way an expression for the ratio the two specific heats is obtained. Solving 
for d T  from Eq. (3.9), then 

TdS T aM 
dT=---(=) CH CH H d H .  

But also 

and the coeflicients of dH [nust be equal. l'his leads to 

In an identical way, the use of Eq. (3.8) leads to 

For the quotient cdc,, we derive 

an expression that can be simplified by the use of relation (3.10) to 

The variation of M upon H is called the differential susceptibility. The constancy of 
either S or T determines whether it is the adiabatic or the isothermal susceptibility, 
respectively. It is usually found that relaxation effects occur in the adiabatic rcgime.The 
measurements that inorganic chemists are most generally interested in are the 
isothermal susceptibilities. 

3.3 Thermal Effects 

The specific heat of a magnetic system is, as we shall see repeatedly, one of its most 
characteristic and important properties. Magnetic ordering in particular, is evidenced 
by such thermal effects as anomalies in the specific heat. Single ion anisotropies also 
olfer characteristic heat capacity curves, as explained below. We show here that there 
can even be a specific heat contribution by a Curie law paramagnei under certain 
conditions. But first, it is necessary to discuss lattice heat capacities. 
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Every substance, whether it contains ions with unpaired spins or  not, exhibits a 
lattice heat capacity. This is because of the spectrum of lattice vibrations, which forms 
the basis for both the Einstein and Debye theories of lattice heat capacities. For our 
purposes, it is sufficiet~t to be aware of  the phenomenon and, in particular, that the 
lattice heat capacity decreases with decreasing temperature. It is this fact that causes so 
much of the interest in magnetic systems to collcern itself with measurements at low 
temperatures, for then the magnetic contribution constitutes a much larger fraction of 
the whole. 

In the Debye model, the lattice vibrations (phonons)are assumed to occupy the 3N 
lowest energies ofan harmonic oscillator. The Debye lattice specific heat, derived 111 any 
standard text of solid state physics, is 

where x = rio/kT and 0 ,  = Ao,,,/k is called the Debye characteristic temperature. At 
low temperatures, where x is large, the integral in the above expression becomes a 
constant; thus c, may be approxinlated as 

which is useful up to temperatures of the order of 0,/10. Each substance has its own 
value ofOD, but as a practical matter, many of the insulating salts which are the subject 
of these notes obey a T 3  law up to approximately 20 K.  The specific heat of aluminum 
alum, a diamagnetic salt which is otherwise much like many ofthe salts ofinterest here, 
has been measured [2] and does obey the law 

at temperatures bclow 20 K, as illustrated in Fig. 3.1. On the other hand, substances 
which have clear structural features that are one or two dimensional in nature d o  not 
necessarily obey a T 3  law over wide temperature intervals, and caution must be used in 
assuming such a relationship. 

Fig. 3.1. 
KAI(SO,), . 
Ref. [2]. 

Specific heat of 
12H,O. Data from 
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Naturally, the lattice heat capacity must be evaluated in order to subtract i t  from 
the total to find the desired magnetic contribution. Several procedures are i n  common 
use : 

1. Many of the magnetic contributions have, as we shall see below, a T-2 
dependence for the specific heat in the high temperature limit. Ifthe lattice specific heat 
follows the T3  law in the measured temperature region, the total specific heat in a 
situation such as this should obey the relat~onship 

and a plot ofcT2 vs. T 5  w~l I , i f~ t  is linear, show the applicability ofthe procedure in the 
particular situation at hand over a certain temperature interval, as well as allow the 
evaluation of the constants a and b. Extrapolation to lower temperatures then allows 
an empirical evaluation of the latticc contribution. 

2. Many substances are not amenable to such a procedure,especially those which 
exhibit short-range order eflects (Chap. 7). This is because the magnetic contribution 
extends over a wide temperature interval, too wide and too high in temperature for 
Eq.(3.13) to be applicable. A procedure introduced by Stout and Catalano [3] is then 
often of value. The method depends on the law of corresponding states, which in the 
present situation states that the specific heats of similar substances will be similar, if 
weightcd by thcdilIerencesin~nolecular weights. In practice,oriemeasures the total heat 
capacity ofa magnetic system over a wide temperature region, and colnpares it to the 
heat capacity of an isomorphic but nonmagnetic substance. By use of several 
relationships [3] one then calculates what the specific heat ofthe lattice ofthe magnetic 
compound is, and then subtracts this from the total. Though this procedure is used 
rrequently it often fails just in those cases where i t  is needed the most. Acareful analysis 
[4] suggests that the accuracy of this procedure is limited, especially in thc application 
to layered systems, and a consistent evaluation of the lattice term can be made only in 
conjunction with an evaluation of the magnetic contribution. 

3. Occasionally a diamagnetic isomorph will not be available. This is not a serious 
problen~ if the magnetic phenomena being investigated occur at sufficiently low 
temperatures but, again, ifshort range order effects are present, other procedures must 
be resorted to. Such a situation occurs for example with CsMnCI, . 2  H,O, in which the 
broad peak in the magnetic heat capacity has a rnax~murn at about 18 K but extends 
even beyond 50 K, where the lattice term is then the major contributor [ 5 ] .  In this case, 
the magnetic contribution could be calculated with somecertainly, and so an empirical 
procedure could be used to fit the experimental data to the theoretical magnetic 
contribution and fitted lattice contribution. A similar problem is posed by 
[(CH,),N]MnCI,, and similar procedures led to the estimation of the several 
contributing terms [63. 

Let us return now to the paramagneticsystem described in the Appendix to Chap. 1 ,  
whose magnet~zation M is 

and recall that interactions between the ions are considered to be negligible. Thus the 
~nternal energy .!I =O and the enthalpy becomes simply the energy of the system in the 
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c / R l i E ]  
Fig. 3.2. Magnetic specific heat ofa paramagnet, Eq. (3.14) 

O X  2 4 

field, which is the product o fM with Hz. The heat capacity at constant Geld is obtained 
by differentiating the enthalpy with respect to temperature, Eq.(3.9), so that, for 
example, in the case of 3 = +, B,,2(q)= tanh(q/2), q =gp,H JkT 

and 

Equation (3.14) is plotted in Fig. 3.2 where it can be seen that a broad maximum occurs. 
Thc temperature range of the maximum can bc shifted by varying the magnetic field 
strength. This curve, the shape of which is common for other magnetic phenomena as 
well, illustrates again the noncooperative ordering ofa paramagnetic system caused by 
the combined action ofboth magnetic field and low temperatures. In a number ofcases, 
gp,H J 2 k T 4  I so the hyperbolic secant in Eq. (3.14) is equal lo one, and the specific 
heat becomes 

This simplification, using thc Curie constant C, is in fact correct for morc complicated 
systems also. 

3.4 Adiabatic Demagnetization 

Until recently, adiabatic demagnetization served as the best procedure for obtaining 
tcmperatures below 1 K. The subject is introduced here because thc exploration of 
appropriate salts for adiabaticdemagnetization expcriments was the initial impetus for 
much of the physicists' interest in paramagnets. Recall, in this regard, that kT changcs 
by the same ratio whether the temperature interval be 0.1-1 K, 1-10K, or  even 
10-100 K, and that the ratio ofkT with some other quantity such as a ZFS parameter is 
often more significant than thc particular value of 7: 

A schematic plot of the entropy of a magnetic system as a function of temperature 
for two values ofthe field, H = O  and a nonzero H is illustrated in Fig. 3.3. If for no other 
reason than the existence of the lattice heat capacity, every substance will have an 
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Fig. 33. Entropies (schematic) of a paramagnetic 
T system with and wllhout an external magnetic field 

12 TI 

entropy increasing with temperature in some fashion. A magnetic system will have a 
lower entropy, as a function of temperature, when the Geld is applied than when the 
field is zero, simply from the paramagnetic alignment caused by a field. 

Consider that the system is already at temperatures oftlie order of 1 K, say a t  the 
point a on the S vs. T plot. Let the system be magnetized isothermally by increasing the 
field to the point b (Fig.3.3). Application of the field aligns the spins, decreasing the 
entropy, and so heat is given off. The sample must be allowed to remain in contact with 
a heat sink at say, 1 K, so that the process is isothermal. The next step in the process 
requires an adiabatic demagnetization. The system is isolated from its surroundings 
and the magnetic field is removed adiabatically. The system moves horizontally from 
point b to point c, and the temperature is lowered signiGcantly. 

It is useful to examine these procedures in more detail with the help of the 
thermodynamic relations. Equation (3.9) 

simplifies Tor an isothermal process to 

For a paramagnet, M = XH = CH/7; so (aM/aT),, will necessarily be negative, and thus 
dS will be negative for the first step. During the adiabatic demagnetization step (CIS = O), 
the above equation becomes 

and since @M/aT), remains negative, for dH <O, we find that d T < 0 ,  and the system 
cools. (One should keep in mind that the heat capacity, c,, is a positive quantity) 111 
general, a finite adiabatic change in field thus produces a temperature change given by 

if the adiabatic field change is "ideal", that is, there is no heat exchange betwecn the 
paramagnet and its surroundings. Tliiseflect is often called the rnagnetocaloric effect; ~t 
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is the basis of adiabatic cooling, but also may cause unwanted temperature changes 
during experiments with pulsed (large) magnetic Gelds. The method of adiabat~c 
demagnetization stands on such a Grm thermodynalnic foundation that the first 
experiments by Giauque [7], one of the originators of the method, were not to test the 
method but in fact to use it for other experiments once the cooling had occurred! 

Let us now consider the effect of zero-Geld splittings upon adiabatic demagneti- 
zation. Letting Z be the partition function for a system, the relatlon for the entropy of 
a magnetic system [8] is 

This relation can be written down completely when Z is known, whicll as a practical 
matter is true only when there are no interactions belween ions. If only a zero-Geld 
splitting 6 is considered the entropy behaves simply in the limits 

Several curves are displayed in Fig. 3.4 for various values of the field H. 
The requirement offinding a good refrigerant crystal for adiabnticdemagnetlzation 

work was the initial impetus for the measurement of zero-Geld spliltings. Consider a 
two levcl system. The smaller thc splitting, the more the populations ofthe two levels 
will be equalized. This corresponds to more disorder or larger entropy of the spin- 
system, and so, as illustrated in Fig. 3.5, the entropy curve at zero Geld for thc system 
with smaller zero-field splitting lies above that for the system with the larger zero-Geld 
splitting. Application of the adiabatic demagnetization cycle, as was illustrated earlier, 
shows that the final temperature aRer the adiabatic demagnetization is in fact lower for 
that system with the smaller zero-Geld splitting. 

H5 Fig. 3.4. Entropy of a magnetic Ion subsystem as a lunct~on of 
temperature for several values of the magnetic ficld. In the region 
where S(H = 0) is constant, the energy U is a constant, and thus 

S 

. , 

, . , , 

T Fig. 3.5. Effect of iero-field splitting on the Gnal temperature 
T; T2 Tl 
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3.5 Schottky Anomalies 

One of the most important signatures of a zero-Geld splitting is the broad maximum 
that it causes in the specific heat, which lor historical reasons is called a Schottky 
anomaly. Consider the Y = 1 nickel ion with 'A, ground state with positive parameter 
D as illustrated in Fig. 2.9. There is a doubly-degenerate level with energy I3 above a 
non-degenerate level. 'The single-ion partition fiinct~on is 

and straightforward application of the thcrlnodynan~ic relation 

leads immediately to the magnetic speciiic heat, 

which has the shape illustrated in Fig. 3.6. This curve has a maximum at approximately 
T,,, = 0.4 Dlk, where D/k is the zero-Geld splitting expressed in Kelvins. It is essential to 
recall that this specific heat is the magnetic contribution alone, which is of course 
superimposed on the lattice heat capacity. As an example, Fig. 3.7 illuslrates the specific 
heat of a-NiSO, . G  H,O [9]. A zero-field splitting of about 7 K provides the magnetic 
contribution, which falls on topof the T3 lattice term. Clearly, thesmallcr thezero-field 
splitting, the lower the temperature at which it will give rise to amaximum, which can in 
turn be measured more accurately. 

As an example of this situation, llie magnetic specific heat of [V(urea),] Br, . 3  H 20 
is shown in Fig.3.8, together with  he fit [lo] to the Schottky curve, Eq.(3.19). The 
lattice contribution was estimated by the corresponding states procedure, making use 
of the specific heat of the isomorphic [Fe(urea),]CI,. 3 H,O. Although this is not a 

Fig. 3.6. Schottky spccific Ileal 
for a 'A, ground state for 
D / k = 3 K  and D!k= -3K 
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system.) Then, following the procedure described above, 

08 

0.6 

CIR O 

0 

Equation (3.20) is plotted in Fig. 3.9 with reduced parameters for several values of To 
and C , .  The height of the maximum depends only on the relative values of to and C,, 
while the parameter 6 determines the position of the maximum on the T axis. 

It is common to find substances,particularly ofCr(III), Mn(lI), and FeflII), with 6 of 
the order of only 0.1 K, a situation that is more accurately studied by means of EPR 
rather than by specific heat n~easurements. At those temperatures for whch 6 4 k?: the 
exponentials in Eq.(3.20) may be expanded to yield 

That is, the high-temperature tail ofthe Schottky specilicheal varies as T - 2 .  This result 
hold at higher temperatures not only for a two-level system, but for a system with any 
number of closely-spaced levels. Magnetic ions can interact (Chap.6) by both 
magnetic-dipole-dipole and magnetic exchange interactions, and these interactions 
also cause a characteristic specific heat maximum which vanes as 1'-' at high 
temperatures. Furthermore, nuclear spin-electron spin hyperfine interactions become 
important at  very low temperatures, and can cause a Schottky-like contribution. All 
these possible contributionscan be included in the one parameter bifwe write the high- 
temperature magnetic specific heat as 

0 k ~ / 6  _ I 2 . 

- C 

- 
b 

r ; L :  - 

and b is a (high-temperature) measure of the importance of the interactions combined 
with the resolution of the energy levels. Equation (3.22) is applied to 
K,Cu(SO,), .6H,O in Fig. 3.10. Some typical values of b for salts which have been 
discussed so far are: 

Fig. 3.9. Schottky heat capacity ofa two-level 
system for several values of the retatwe degen- 
eracy, (,/to. Curve a: (,/to=+, b:<, / lo= I ,  
c:(,/(,=2 

chrome alum b=0.018KZ 

iron alum 0.013 

Gd2(SO4), . 8  H20 0.35 

Ce2Mg3m03),2 ' 24 H2°(CMN) 7.5 x 
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Fig. 3.10. T- ' dependence of c / R  for copper potassium srllfale 

The very small value of b for CMN (also sometirnes called CeMN) indicates that all the 
factors that split thc lowcst energy levcl are also vcry small. Qualitatively then, we see 
that the quantity b is a guidc to the usefulness of a part~cular salt for adiabatic 
demagnetization, and in fact the lowest temperatures are reached in this way using salts 
in which b is small. Clearly, CMN is one of thc bcst salts in this regard. 

Notice finally, that an evaluation of a zero-lield splitting by susceptibility 
tneasurements requires at least two parameters - thc g-values and the zero-field 
splitting parameter, as in Eq. (2.1 1). On the other hand, only one fitting parameter is 
required in the analysis of Schottky anomalies in thc specific heat in terrns of the zero- 
field splitting. 

The con~pound (CH,NH,)Fe(SO,), . 12 H,O provides an example of the utility of 
combining EPR data with specific heat measurements of magnetic systems. In 
particular, a Schottky specific heat was observed [ I  I ]  and allowed an unalnbiguous 
assignrnc~lt of the energy levels of the ground state. 

The alums, of which this compound is an examplc, havc a cubic crystal structure 
and contain hexaqilometalfJI1) Ions. The long-standing interest in  these compounds 
arises from the fact that they havc low ordering temperatures, and thus havc been 
explored extensively below 1 K as possible magnetic cooling salts and magnetic 
thermometers. In the current example, i t  has beer' shown by EPR that the 'S ground 
state oftheiron was split illto the three doublets, I + t ) ,  I +$),and (kt), with successive 
splittings of0.40 and 0.73 cm- '.The power o fEPR lies with the easc and accuracy that 
zero-field splitlings ofthis magnitude can be obtained; the fault ofEP R lies with the fact 
that tlie sign of the zero-field splitting cannot be directly determined, and so it was not 
known which state, I +&) or I f  s), was the ground state of the system. 

The calculation of the anticipated Schottky bchavior is simple for a three level 
system, for the partition li~nction is merely 

Z= 1 + exp(- S,/kT) + exp(- 6 JkT) , (3.23) 
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0 6 

Fig. 3.11. Magnetic specific heat of 
(CH,NH,)Fe(SO,), . 12H,O a1 tempcraturcs between 

o 2- 0.17 and 1.2K. ., experimental points; curve 1, cal- 
culated specific heal, assuming I if) level lowest; curve 
2, calculated specific heat, assuming I f f )  level lowest. 

I I I I I ,  From Ref. [ I  11 
0 0.4 0.8 1 2  

where 6, and 6 ,  may be either both positive or  both negative. The measured specific 
heat is illustrated in Fig. 3.1 1, along with the specific heat calculated from Eq. (3.23) for 
both signs of 6, and 6,. Curve 1 corresponds to the I i-f) state low and curve 2, which 
agrees quite well with experiment, corresponds to the I f  t )  state as the ground state. 

3.6 Spin-Lattice Relaxation 

In Chap. 1 the influence ofa magnetic field on a system ofrnagnetic ions was considered 
in equilibrium situations only. In the paragraph about adiabatic demagnetization it 
was demonstrated that the paramagneticsystem behaves considerably differently if it is 
isolated from its surroundings. Under experimental conditions isothermal or adiabatic 
changes often do not occur,so that the system will reach an equilibrium situation only 
after some time. 

The recovery of a perturbed magnetic system to a "new" equilibrium can be 
described phenomenologically with the help of the relation: 

whcre M, is the equilibrium magnetization, M is the magnetization at time t, and r is 
the relaxation time. In fact, the response times are very short, but, nevertheless, as soon 
as we study a magnetic material by means of techniques that require an oscillating field, 
the magnetization may no longer be able to follow the field changes instantaneously. 
One ofthe phenomeua that has to be considered under such circumstances is the spin 
lattice relaxation. This relaxation process described the transfer ofenergy between the 
magnetic spin subsystem and the lattice vibrations. One needs to consider several 
possible processes [ I  23 : 

1 .  Direct process. This is the relaxation process in which one magnetic ion flips to 
another energy level under the absorption or emission of the energy ofone phonon. The 
frequency w ofthe required phonon is determined by hw = A if A is the energy changcof 
the magnetic ion. 
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12) Fig.3.12. The thrccspin-lattice relaxallon 
1 1 )  - processes indicated schematically 

d l r ~ c t  PFOCPSS Ramon process O P D O C ~  p m 4 5 s  

( a )  ( b) (c) 

2. Raman process. In this non-resonant scattering process a phonon with frequency 
o, is absorbed, causing the magnetic ion to reach a so-called virtual or non-stationary 
state from which it instantaneously decays by ernission ofa new phonon with frequency 
01,. The phonon frequencies arc related to each other by h ( o ,  - 02) = 2nd. 

3. Orbach process. There is a possibility that a direct, resonanl two-phonon process 
occurs via a real intermediate state, if the paramagnetic ion has, in addition to the two 
ground state levels, another level at  such a position that the phonons can excite the ion 
to this state. In this cast: the phonon frequencies are also determined by 
h(w, -o,) = 2nd. 

The three different types of relaxation processes are schematically indicated in 
Fig. 3.12, where the curly arrows represent the phonons. In the following equations wc 
give thc temperature and Geld dependences of the different kinds ofprocesses [12]. One 
must realize that these relations are h r  from complete, and that the quoted 
dependences are simplified. The coefficients in each of the equations are diffcrent, and 
also vary Gom one magnetic substance to another. 

( Dircct ) (Raman) ( ~ r b a c h )  
process process process 

Equation (3.24) refers to non-Kramers ions, Eq.(3.25) to Kramzrs ions with an 
"isolated" doublet and Eq.(3.26) to Kramers ions with various doublets (energy 
dilTerence between the doublets small compared to k?'). 

These equations show thecharacteristic features ofspin-lattice relaxation processes. 
The tenns representing the direct process depend on the magnetic field H, while the 
others d o  not. The reason for this different behavior is found in the assumed phonon 
distribution. In the direct process phonons of one particular frequency are involved, 
and the number of such phonons depends not only on temperature but also on the 
energy or, in other words, on the applied magnetic Geld. In lhe Raman and Orbach 
processes, phonons of all available energies participate as only the dflerence between 
two of them is important and the total number of  phonons does not vary with the 
external magnetic field. A similar argument in which, apart from the features of the 
Dcbye model for the phonons, the characteristics of the nose-Einstein statistics are also 
considered, gives a direct explanation for the more pronounced temperature de- 
pendences of the two-phonon relaxation processes. 
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4. Paramagnetism and Crystalline Fields: 
The Iron Series Ions 

4.1 Introduction 

The discussion thus far has centered on the lowest-lying energy levels- the ground state 
- of a transition metal ion. These are the states which determine the magnetic 
susceptibility at low temperatures - say, the temperature of boiling liquid 4He (4.2 K). 
Yet, there are many magnetic measurements that do not extend to temperatures below 
that of boiling liquid nitrogen. Many measurements of interest to chemists have been 
reported over the teniperature interval 80 K to 300 K;  for example, that is generally an 
adequate temperature range in which one is able to determine whether the divalent 
cobalt in a given sample is present in either octahedral or tetrahedral stereochemistry. 
Even more straightforwardly, such a method easily allows one to distinguish whcther a 
given sample 1s paramagnetic or diamagnetic! 'This can be important with nickelfll) for 
example, which is paramagnetic at room temperature in both octahedral and 
tetrahedral stereochemistry, but is diamagnetic in lour-coordinate square planar 
geometry. 'Though the color of nickel compounds often changes dramatically as its 
stereochemistry changes, this has long been known to be an unreliable guide. Magnetic 
measuremerits can be conclusive in this regard. 

So, this chapter will concentrate on what might be called high-temperature 
magnetism, and the empirical correlat~ons which have been developed between 
magnetism and structure. 

4.2 Magnetic Properties of Free Ions 

The first-order Zeeman energy of a state was presented in Eq. (1.3) as 

with m, the magnetic quantum number and g equal to 2.0023 when the orbital 
quantum number Y was zero. Much of the following discussion will be seen to come 
under the headings ofsituations when 2' is not zero. In that case, the quantlty m, in 
the above equation is replaced by m,, the component of J = L+S, the total angular 
momentum. The related splitting factor g, then takes the more complete form 

g , = l +  
[Y(9'+ 1 ) - Y ( 9 +  l ) + j ( j  + I)] 

2%U + 1) 
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We see that this reduces to g = 2 when Y = 0 and therefore f = Y .  Then, the effective 
moment~p,,, .becomes 

though the more general result is 

The terminology of "spin-only magnetism" should now be clear; it refers to Eq. (4.2). 
When Y=O or there is no orbital angular momentum, the angular momentum is said 
to be "quenched" [I]. 

Ifn is the number ofunpaired electrons on the ion, SP = n/2 and then Eq. (4.2)can be 
rewritten as p,,r=[n(n+2)]'12pB. One can thereby see how a determination of kr, 
directly provides a measurement of the number of unpaired electrons (when Y is zero). 

4.3 Quenching of Orbital Angular Momentum 

The moment for a free ion with ground state quantum numbers Y and Y is 

This result is readily derived using elementary quantum mechanics [2]. This differs 
from Eq. (4.3) only in that spin-orbit coupling was included in obtaining that earlier 
equation. 

We list in Table 4.1 the values of the magnetic moment as calculated according to 
both Eqs. (4.2) and (4.4). The last column lists typical values that have been observed. 
In general, the experimental values lie closer to those calculated from the spin-only 
formula than from the one that sets Y non-zero. In general then, the orbital angular 
momentum is quenched, at least for the iron series ions. What does this mean? 

Table 4.1. Magnetic moments of first row transition metal spin-free cod~gurations. 

No. o f d  Y 5'' Free ion p =  Pelf = Perr 
eleclrons ground [4Y(Y + 1) [4Y(Y + observed 

lerm + Y(Y + 1)]"2, pn at 300 K, 
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Since we are dealing with electrons in d orbitals, this corresponds to assigning the 
orbital quantum number d =  2 to such an electron. Then, according to the methods of 
atomic spectroscopy, as illustrated in Chap. I, one can combine such assignments to 
derive the free ion atomic states ofa system. For a dl ion, then, with Y = 2 and Y = f ,  a 
2 D  (Russell-Saunders) state is found to be the ground state; this state is 10-fold 
degenerate, which means that there are 10 micro-states which are ofequal energy. The 
electron may be equivalently in any one of the five d orbitals, and may have either spin 
component value, 4, = +4 or -$. A d2  free ion has several Russell-Saunders states, thc 
twelve-fold degenerate 3F being the term symbol of the ground state, arid so on. 

Putting such an ion into a complex ion tends to remove some of the degeneracy, 
because ofthe crystalline Geld. In the simplest case of the d '  ion, the five d orbitals split 
into two sets, called the t,, and e, orbitals. The d,,, d,,, and d,, orbitals are the 
(degenerate) t,, orbitals, while the d,,-,2 and dZ2 orbitals are now called e, orbitals. An 
electron in either set is said to give rise to either a 'T,, state or an 'E, state, with the 'E, 
state being 10 Dq in energy (typically about 20 000cm- ')above the *T,, state. Since the 
'E, state is too high in energy to be populated, the unpaired electron resides in the 2T2, 
state, which is a 6-fold degenerate state. An electron can now be in any one ofthe t ,, set, 
but the rotational symmetry of the free ion which had previously allowed such an 
electron also to be in one of the e, orbitals is now lost. This is the physical meaning of 

! the term orbital quenching. 'F,, I ,  [I;! i 
J Since the dl ion now has a 2T,, ground state,some but not all ofthc orbital angular 

- momentum is quenched. The d2  ion, with a cubic Geld 'T,, state is similar, but a d 3  ion 
%\ 

such as chromiiim(lII) has a t:, configuration, which gives rise to a 4A2, ground state. 
As the label A implies, such a state is orbitally nondegenerate: There is one electron 
assigned to each of the t,, orbitals, and since electrons are indistinguishable, there is 
only one such electron assignment. Therefore the orbital angular momentu~n should be 
quenched for such a system, and this is indeed found to be true. 

4.4 Coordination Compounds 

We are now in a position to survey the paramagnetic behavior of the iron series ions. 
There are a number of characteristics that we shall describe, but it is impossible to 
revicw all the data in the literature. We limit ourselves to several of the features of the 
important oxidation states and suggest that the reader consult the incredible volumes 
[33 put togelher by the Konigs for more thorough literature surveys. More selectivc 
reviews are also available [4-12) and we give literature references only to data not 
taken from one of these sources. 

An in~portant point is that the transition metal ions are not isolated but reside in a 
coordination conlpound. This is the source of the crystalline field effects described 
above. Let us digress for a moment on that point. 

A complex ion, [Cr(NH,),I3+ or [NiCI4l2-, for example, consists of a central 
metal ion surrounded by, in these cases, ammonia molecules or chloride ions, 
respectively. These latter groups are called ligands. The net charge on the complex ion 
is the algebraic sum of the charges on the metal ions and its ligands. Depending on the 
system, the complex ion will therefore be a cation or anion, but neutral molecules are 
also common when the charges balance properly. Examples ofthe latter situation are 
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pro;ided by, for example, [Ni(thiourea),Cl,], [Cr(NH,),CI,] and Fe(acac),, where 
acac is the acetylacetonate ion, [CH,C(O)CHC(O)CH,] -.These materials are all also 
called coordination compounds (as, e.g., [Cr(NH,),]CI,), a term which we shall use 
illterchangeably with complex ions. 

Complex ions exhibit a number ofstereochemistries. The most important geometry 
for a six-coordinate compound is octahedral, as illustrated. 

All the positions are equi\lalent, so that there is only one compound of stoichiometrp 
[Cr(NH,),C1I2 +, for example. Isomers exist when there is hrther substitution, as: 

NH] 

cis 

The (idealized) geometry of the trans isomer is such that the CI-Cr-CI angle is linear 
and the Cl-Cr-NH, angles are all 90". 

There are a number ofpolynuclear compounds in which some of the ligands serve as 
bridges between the metal ions, as is illustrated below: 

In the compound on  he left, the octahedra share an edge, while a face is shared by the 
octahedra in the Cr compound. Infinite polymeric structures are common, as in 
COCI,. 2 H 2 0  : 
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Two four-coordinate geometries are important: the tetrahedral (e.g., [CoCI,12-) and 
the planar [e.g., Cu(acac),]. Five-coordinate geometries are less common, and the 
limiting structures are based either on the tetragonal pyramid 

or the trigonal bipyramid 

Further information on transition metal complexes may be found in [5]. 

4.5 Jahn-Teller Behavior [ I  31 

A few words about the Jahn-Teller effect seem necessary, since many transition metal 
systems are influenced by the phenomenon. We have mentioned that certain 
complexes, particularly those with E, ground states, are subject to Jahn-Teller 
influences. A theorem states explicitly that the energy in nonlinear molecules is 
minimized when distortions occur to remove orbital degeneracy. We illustrate the 
Jahn-Teller cffect for octahedral orbital degeneracy. 

Consider a d9 ion in an octahedral complex. Using a crystal field model, the haltl 
vacant d orbital may be either dXl - ,r or d,, (both e,)or their linear combination, giving 
a 'E, ground state. Ifwe imagine that the d,2-yz orbital contains the "hole" we assume 
that the in-plane ligand atoms are less eflectively shielded from the metal than the two 
axial ligands and hence bond more strongly to it. An elongated tetragonal complex of 
D,, symmetry results. Thc opposite is true when the hole is in dZl. In reality, however, 
d,l and d,, -,> are equivalent in 0, and the complex cannot gain any more energy by 
tetragonal distortion along x than along y or z .  However, it will gain energy by a 
symmetry reduction to D,, with the E, ground state split into two nondegcneratestates 
(Fig. 4.1). The T,, excited state also loses its degeneracy on distortion, but the splitting 
is much smaller. 

Since tetragonal distortion along either x ,  y or z is equally feasible, the molecule 
may undergo a minima exchange betwcen the three D,, stzreochemistries pictured in 
Fig. 4.2. The average geometry of the complex is octahedral, but its instantaneous 
geometry is likely to be D,,. Since elcctronic transitions occur within a time much more 
rapid than nuclear motions, the electronic spectra may display features consistent with 
a tetragonal geometry about the metal ion. In solution or in the solid state, molecules 
cannot undergo nuclear motions without interacting in some way with other 
n>olecules. These interactions may produce barriers to the pseudo-rotation and 



4.5 Jahn-Teller Behavior 57 

Fig. 4.1. Splitting oCE, and T,, statcs 11s q , ,  thc coordinatedcscribing the Jahn-'Tel!er distortion 
oCan octilhedral molecuie, is var~ed The splitting of T,, is nor drawn LO scale. From Kel [I31 
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"freeze" hstortions which are then observed by some physical technique such as X-ray 
crystallography. Thus, the [M(H20)6]'t ion in (NH,),IvI(SO,), .6  H,O with 
M=Cr(II) or Cu(I1) exists as a grossly distorted M 0 6  octahedron, while with 
M =Ni(II) or Co(I1) (non-E, ground states) distortions are considerably smaller. 

4.6 The Iron Series Ions 

4.6.1 Titanium(III), d', 'T, 

With but one unpaired electron, titaniuln(II1) is a Kramers ion and the ground state in a 
cubic field is 'T,,. This has therefore been the prototype ion for all crystal field 
calculations, for the cvmplicatio~l caused by electron-electron repulsions nced not be 
considered. Despite this large body of theoretical work, the air-sensitive nature of 
many compounds ofthis ion has prevented a wide exploration ofits magnetic behavior; 
more importantly, in those compounds where it has been studied, it rarely acts in a 
simple fashion or in any sensible agreement with theory. The problem lies with the six- 
fold degeneracy ofthe 2T2, state, and the nature ofits resolution by spin-orbit coupling 
and crystal Geld distortions. 

The results ofcalculations oftile g values and susceptibility of trivalent titanium will 
be outlined here. A trigonal or tetragonal field is always present, which splits the 'T,, 
state (in the absencc of spin-orbit coupling) into an orbital singlet and doublet, 
separated by an amount 6. After adding spin-orbit coupling, one finds that for negative 
6, gl, = g, =0,  the orbital and spin co~ltributions cancelling. There appcar to be no 
examples known of this situation, though gll can be non-zero if the trigonal field is not 
very much weaker than the cubic one. Thus, gll = 1.067 and g, ~ 0 . 1  for Ti3 + in Al,O,. 
In the situation ofpositive 6, the g values depend on the relative strengths of the axial 
field distortion (6) and spin-orbit coupling (A), as was illustrated in Fig. 2.7. The 
E-Iamillonian for the d l  ion perturbed by both a magnetic field and spin-orbit coupl~ng 
is : 

H =  AL.Si-p,(L+gS). H .  

-.I 
free mtohedml L .  S moqntt~c 
ion f~e ld  t~o ld  

Fig.43. Crystal Geld, spin-orbit, and magnetic field splilting of the 2D energy levcl of 
titanium(lI1) 
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The resulting energy level diagram is given in Fig. 4.3. The numbers in parentheses 
indicate the degeneracy of a particular level. We ignore the contribution to 
paramagnetism from the 'E states, for they are some 20 000cm- ' higher in energy. 
(The contribution of any energy level n is proportional to exp(-E,/kT), and 
kT=205cm-' at room temperature.) 

Therefore, applying Eq. (2.2) to the energy levels sketched in Fig. 4.3. 

which reduces to 

with 

Note that the Curie Law does not hold in this case. In fact, in the limit as T + a ,  the 
exponential may be expanded, the first term retained, and one finds p2+$. In the other 
limit, p2+0 as T+O. How can a syste~n w ~ t h  an unpaired electron have zero 
susceptibility at 0 K ?  The spin and orbital angular momenta cancel each other out. 
Note also that p2-$  as 1-0.  This susceptibility is sketched in Fig. 4.4. 

As the following discussion will show, this calculation has never been applied to any 
experimental data. The calculated susceptibility does not allow for any anisotropy, 

1. K 

Fig. 4.4. The calculatcd variation of p and 111 versus T for octahedral titanium(I1I). The free-ion 
value of A is used 
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even in the g-values, nor for any crystal field splittings. These are important for 
titanium. 

Cubic cesium titanium alum, CsTi(SO,), . 12 H,O, is probably the most thorough- 
ly studied titanium(II1) compound, largely because it is the least air-sensitive, but it is 
only recently that an understanding of its magnetic properties seems to be emerging. 
The initial impetus arose because it was assumed that its electronic structure would 
prove easy to determine, as well as attempts wcre made to discover its feasibility as a 
cooling salt for adiabatic demagnetization experiments. The salt is decidedly not ideal 
a t  low temperatures, however, and interest in the substance, at least as a cooling sall, 
never developed very far. 

Thus, it was assumed that the 2T2@)~tate  of[Ti(H,0),J3 + was resolved by a static 
crystal Geld into three doublets separated by an energy of 100cm-' or so. At low 
temperatures, to first order, the system should then have acted as an effective Y =i ion 
with a g ofabout 2 but interactions with the nearby excited slatees would cause some 
modification of the behavior. Measurements ofthe powder susceptibility led to a (g) of 
only 1.12, and EPR on the diluted material provided the values g,, = 1.25, g, = 1.14, and 
it proved impossible to rationalize these values with sirnple crystal Geld theory. It was 
suggested that the excited states in fact lay only some tens ofcm-'  above the ground 
state, and the most recent measurements of the magnetic susceptibility of 
CsTi(SO,), . 12H,O suggested that in fact the lowest lying doublet was some 30cm-' 
above the ground state. 

Over the years, Ti(I1I) has been studied by EPR in nlany@~n_lat~&although 
apparently the spectra have been assigned incorrectly to the presence oftoo many sites. 
The reason that Ti(I1I)does not behave in a straightforward fashion has been ascribed 
to a number offactors. Trigonal distortions have usually been assumed, due in part to 
size. After all, this is a relatively large ion with a radius estimated as 0.067 nm, and many 
of the EPR experiments with titanium have been carried out on samples doped into 
isomorphous aluminum diluents, with the radius of the host AI(II1) estimated as 
0.053 nm. Size mismatch, followed with distortion ofthe lattice and a consequent eIfect 
on the electronic structure of the ion were thus frequently invoked. Indeed, a study of 
Ti3 + : [C(NI-I,),]N(SO,), . 6  H,O suggested that the size mismatch was so important 
that titanium entered the guest lattice in e ~ ~ c t i v c l y  a random fashion,creati~~g impurity 
centers as distinct from isomorphous replacement. Both signs of the trigonal field 
splitting parameter wcre observed within the one system. Static Jahn-Teller erect 
distortions have also been mentioned as a source of the problem. 

Nevertheless, recent work suggests that the above arguments may not be correct, or 
at least not applicable to the pure, undiluted CsTi(SO,), . 12 11,O. For one thing, the 
crystal structure analysis ofthe compound shows the structure to be highly regular and 
not distorted. Furthermore, in~portant dynamic Jahn-Teller effects have been im- 
plicated as the likely source of the complexity of the problem. 

In a series of papers on both C S T ~ ( S O , ) ~ ~ I ~ H , O  and 
(CH,NH ,)Ti(SO,), . 12 H,O, Walsh and his co-workers show [I41 that the energy 
level diagram ofTi3+ illustrated In Fig. 4.5 accounts for all the observations described 
above. In addition, spin-lattice relaxahon studies on both compounds showed the 
presence at low temperatures of the (i-rbach relaxation process, which requires that 
there be energy levels accessible at rather low energies. In particular, for the Cs' 
compound, the T,, electronic state is strongly coupled to the T3, vibrational n~ode  by 
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Fig. 4.5. Schematic energy-lcvcl diagram of Ti' + 

means ofa dynamic Jahn-Teller interaction. This fortuitously has theeffect ofcanceling 
the major trigonal distortion, resulting in a quasi-r' quartet ground state, separated 
from r, by a mere 7 f 1 cm- '. A residual trigonal distortion gives rise to a zero-field 
splitting and three EPR lines, which disposes of the earlier model of twelve magnetic 
complexes for Ti3+ in CsAl alum. The best values of the parameters on this model for 
Ti3+ : CsAI(SO,), . 12 H,O are, gll  = 1.1937 +0.001, g, =0.6673 40.005, and a zero- 
Geld splitting of some 0.002 K. 

The resolut~on of this long-standing problem illustrates the fact that, at least for 
trivalent titanium, static crystal Geld calculations such as those mentioned earlier u e  
useful pedagogical devices, but bear little relationship to the true nature of the problem. 

Optical spectra, EPR spectra, as well as spin-lattice relaxation studies suggest that 
Ti(TI1) is severely distorted in the acetylacetonate, Ti(acac),. This molecule, with g,, 
= 2.000, g, = 1.921, is also unusual in that EPRspectra may be observed even at room 
temperature. A complete theory ofTi(II1) in trigonal environments has been published 
[IS], but serious discrepancies with experimental results for several systems were found. 
The problem probably lies with the fact that the Jahn-Teller eKect was ignored, and 
that attention was centered on the g-values obtained by EPR. Since these are 
characteristic of the lowest-lying or ground state, the contributions of the (mostly 
unknown) low-lying states was not considered. 

A complex ion which has been studied extensively lately [I61 is [Ti(urea),13 +, as 
both the iodide and the perchlorate. The compounds are isostructural and belong to 
a hcxagonal space group.The susceptibility was reported over the temperature interval 
4-300 K, but there are very few low-temperature points. A crystal Iield model was used 
for the data analysis and the optical spectra werc fit as well. The data analysis required 
that the spin-orbil coupling constant be reduced to only 47% ofits free ion value, which 
seems unrealistic. 

We have paid special attention to this ion only because one can conclude that the 
single-ion properties of titanium(II1) are not at  all simple, and caution must be applied 
in the study of its compounds. 
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This ion is of more interest for its single-ion properties than for its magnetically- 
ordered compounds, the latter ofwh~ch there are hardly any. The zero-field splitting is 
large, being of the order 5-1 5 K in the compounds examined to date. The large splitting, 
which is easily determined from either susceptib~lities or specific heats, arises because 
the octahedral ground state is in fact a 3F; the 3A,(F) state becomes thc ground state 
because ofaxial distortions, but the excited 'E(F) component lles generally only about 
1000cm- ' above the 'A,. What is ofspecial interest is that in every case in which the 
zero-field splitting of V3' has beeu evaluated, it is always posltlve (doublet above the 
s~nglet) 1173. It has been pointed out [183 that a crystal field calculation shows that 
D~(1 .25A)~ /v ,  where A is the spin-orbit coupling constant and v 1s the tr~gonal field 
splitting ofthe 3T, state into 3A, and 3E. When 3A, is the ground state v is positive and 
so D is always positive. 

One consequence of the large zero-field splittings in vanadium is that the allowed 
Am, = t_ 1 paramagnetic resonance transitiori has only been observed in V3 + : AIZ03, 
by going to very high fields with a pulsed magnetic field; the low-lying orbital levels also 
give rise to short spin-lattice relaxation times which require that helium temperatures 
be used for EPR. The forbidden Am,= + 2 transition, however, has been observed with 
several samples, such as with V3 + : [C(NH2)3]Al(S0,)2 . 6  H,O and V3 + : Al,0,. The 
g-values for trigonally-distorted V3+ are typically g,, 1.9 and g,- 1.7-1.9. 

The magnetization as a function of Geld, frequency, and temperature has also been 
measured for several compounds with large zero-field splittings [19, 201. The 
isothermal magnetization is given in Eq. (2.12) and plotted in Fig. 2.8. 

Two compounds whch have been investigated recently are 
[C(NH,),]V(SO,), . 6  H 2 0  [20-251 and Cs3VC1,. 4 H,O. Magnetization studies 
[20,21] on the former compound showed that isothermal conditions were not fulfilled, 
and that spin-lattice and cross relaxation effects were present at 1-2 K .  The ZFS is D/k 
=5.45 K, and exchange eilects are negligible. The latter compound has a tmns- 
[VCI,(H,O),]+ coordination sphere [26] yet susceptibility [17] and magnetization 
[27] measurements in large applied fields havc shown that magnetic exchange is still 
very weak in t h ~ s  compound. 

Several recent reports have combined magnetic susceptibility data with spectral 
data in order to characterize all the electronic slates of the vanadium ion. The best-fit 
parameters [18] for V(acac), are g,, = 1.96, gI = 1.78 and D = 7.7cm- ' (1 1 K )  and 
D = 5.86 cm - ' (8.4 K) for [V(urea),] [CIO,), [16]. 

4.63 Vanadyl, V 0 2 + ,  d l  

This ion is interesting because of its binuclear nature. Its electronic conliguration 
allows paramagnetic resonance to be observed easily, and many studies have been 
reported. These include the ion as d~luent in a variety of crystals, and even when 
dissolved in liquids at room temperature. The g values are isotropic at about 1.99, as 
anticipated, and simple, spin-only magnetism is frequently observed. Molecular 
structures are usually quite distorted. 
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Since chromium(II1) is a Y=% ion, zero-field splittings are usually found in its 
compounds. The spin-orbit coupling constant is relatively small, however, so that the 
zero-field splittings observed to date are quite small. Thus, EPK measurements lead to 
fairly typical values ofonly 0.592~111-' for D in Cr3 + : Al(acac), and 0.00495cm- ' for 
CrSf in [Co(en),]C1,. NaCI . 6H20. The g value is almost always isotropic at about 
1.98 or 1.99. 

The calculated spin-only moment for Cr(II1) is 3.88 p,. This value is generally 
observed to be reduced slightly because spin-orbit coupling can cause the excited 
optical states, which have orbital degeneracy, to mix with the non-degencrate ground 
state. The relationship is 

where pifr is thecalculated spin only moment, ,I is the spin-orbit coupling constant, and 
lODq is the energy of the lowest excited ("T,,) state. Since 1-92cm-'  and 
lODq-20000cm-' the correction is small, and erective moments of3.82 to 3.87 p8 at 
room temperature are generally observed for chromium coordination compounds. 

There are relatively few measurements at  low temperatures on chromium 
compounds, with the exception of the alums such as KCr(S04)2. 12 H20. These salts 
have been studied because the magnetic and othcr non-ideal interactions are generally 
so weak that the alums provide useful cooling salts for adiabatic demagnetization. 

Fig. 4.6. for [CrWH,),] 
(CIO,),Rr CsRr. 
From Ref. [29] 
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The bimetallic compounds [Cr(H,O)(NH,),] [Co(CN),], [Co(H,O)(NH,),l 
[Cr(CN), J and [CofiH,),] [Cr(CN),J have recently been found (281 to obey the 
Curie-Weiss law in the temperature region 1.2-4.2 K ;  the g-values are typical at about 
1.98, and 0 = -0.08 K,  0.02 K, and 0 K, respectively. The cobalt-containing moiety in 
each case is diamagnetic. 

The rhombohedra1 compound [Cr(NH,),] (CIO,),Br. CsBr was recently studied 
[29] over the temperature interval 40 m K 4 . 2  K. The conlpound contains discrete 
[Cr(NH,),13+ ions which arc well-separated, and was attractive for study because the 
unlaxial symmetry of  the crystal readily allowed the anisotropic susceptib~lities to be 
measured. The results are plotted in Fig. 4.6, as along with a fit to the relevant 
equation, Eq. (2.1 1). What was intercstirlg was that both thesign and the magnitude of 
the zero-Geld splitting parameter could be determined, 2D/k=0.53(2) K. It is more 
common to determine parameters this small by EPR methods, but susceptibility 
measurements to low-enough temperatures provide an interesting alternative 
procedure. 

The spin-free manganese ion is the source of a vast portion of the literature on 
magnetism. ?'he reasons for this are straightforward. Chemical problems of synthesis 
are usually minlmal. Since it has an odd number ofelectrons, it is a Kramers ion, and 
EPR spectra may be observed under a variety ofconditions. The g values are isotropic 
at about 2.0.Zero-field splittings are usually small - ofthe order of 10-2cm-1,and the 
ground state well-isolated from the higher energy levels. O n  the othcr hand, several 
systems will be mentioned later which appear to have quite large zero-field splittings, 
and the large value of the spin sometimes causes magnetic dipole-dipole interactions 
between the metal ions to be important. 

Stroug-field or spin-paired manganese has been studied by EPR in such com- 
pouuds as K4[Mn(CN),] - 3 H,O. Spin-orbit coupling effects are important, g-value 
anisotropy is found, and the optical spectra are dominated by charge transfer effects. 
Relatively few magnetic studies pertain to this electronic configuration of the ion. 

The magnetochemistry oiiron(llI), which is isoelectronic to manganese(II), is relatively 
stra~ghtforward a t  least for the spin-free compounds. Wlth live unpaired electrons, the 
ground state is a 6S one, and this is well-isolated from the lowest lying excited states. 
That means again that g is usually quite close to the hee-ion value of two, that g is 
isotropic, and that crystal-Geld splittings of the ground state are much smaller than a 
Kelvin. Furthermore, since this is an odd electron (Kramers)ion, resonances are always 
detected even if the zero-Geld splittings should be large. Nevertheless, the EPR 
linewidths are often broad, and this tends to mask any narrow lines which may be 
presenl. 

Tetrahedral iron(II1) is expected to behavesimilarly, but there are few relevant data. 
Five-coordinate iron is quite unusual ; it is found with some porphyrins and with other 
molecules of biological importance, but i t  is best known In the halobisdi thiocarba- 
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mates. The compounds are unusual because, as a result of the geometry, a 'A2 state 
becomes the ground state. Thus there are only three unpaired electrons in the system, 
and the ground state is susceptible to the samezero-field splittings which are found with 
the other ,A2 state ions, octahedral chromium(I1I) and tetrahedral cobalt(I1). The ZFS 
has been found to be 7 K in the chlorobisdiethyldithiocarbamate derivative [30]. This 
compound will be discussed more thoroughly in Chap. 10. 

In a strong crystalline field, the ion has but one unpaired electron and a 2T, ground 
state. Three orbital states are then low-lying, and spin-orbit coupling elTects become 
very important. LOW temperatures are required to detcct the EPR, and the g-values 
deviate greatly from 2. One well-known compound with this electronic configuration is 
K,Fe(CN),. The theory ofthis electronic state is the same as that for the isoelectronic 
ruthenium(II1) ion (Sect. 8.3). 

4.6.7 Chromiurn(II), d4, Manganese(III), d4, and Iron(II), d6 

These ions are grouped together because they are relatively unfamiliar but have 
essentially similar electronic states. 

The problem with these SP = 2 ions lies not only with their air-sensitive nature, but 
especially with the large number of electronic states that they exhibit. Being non- 
Kramers ions, there are relatively few EPR studies: short spin-lattice relaxation times 
are found, and large zero-field splittings. For example, D has been reported as 
20.6cm- ' for Fe2 + : ZnSiF,: 6 H 2 0  ; FeSiF, . 6 H 2 0  was discussed above in Sect. 2.6. 
The g-values deviate appreciably from 2. 

The magnetic moment of Mn(acac),, 4 . 8 - 4 . 9 ~ ~  at high temperatures, falls at 
temperatures below 10 K [18]. It was suggested that a splitting of the orbital 
degeneracy of the 'E ground state by 3cm-I could account for this behavior. 

Mossbauer (4-340 K) and magnetic susceptibility (80--3 10 K) studies have recently 
been reported on a number of [FeL,] (CIO,), compounds, where L is a sulfoxide or 
pyridine N-oxide [31]. Spin-paired ferrous ion is ofcourse dia1nagnetic;a large number 
of studies have been reported concerning an equilibriunl between the two spin-states 
C321. 

The ground state ofthis ion will be explored in detail, because cobalt illustrates so many 
of the concepts important in magnetism, as well as because it provides so many good 
examples of interesting magnetic phenomena. We begin with six-coordinate, octa- 
hedral cobalt(I1). 

CobaltOI) with three unpaired clectrons,exhibits an important orbital contribution 
at high temperatures, and a variety of diagnostic rules have been developed to take 
advantage of this behavior. For example, octahedral complexes typically have a 
moment of4.7 to 5.2 p,. Tetrahedral complexes usually exhibit smaller moments, in the 
range of about 4 . 5 9 ~ ~  for CoCIi-; 4.69~1, for CoBri- and 4 . 7 7 ~ ~  for CoI:-. The 
lowest electronic stales in octahedral fields are illustrated in Fig. 2.8 where it will be 
seen that the effects of spin-orbit coupling (A = - 180cm- I) and crystalline distortions 
combine to give a spin-doublet ground stale,separated by 100 cm-' or so from the next 
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nearest components. This ground state is the interesting one in cobalt magnetochemis- 
try, so we restrict the remainder of the discussion to low temperatures, at which the 
population of the other states is small. 

The doubly-degenerate level is an elfective SP=+state, and so unusual feature. may 
be anticipated. 'The theory is essentially due to Abraya~il and Pryce [ 3 3 ] .  

Two parameters have been introduced that are useful for the empirical represent- 
ation of magnetic data. The first of these, a Lande factor usually called a refers to the 
strong-field (a= 1) and weak-Geld (u= ) )  limits and its dlnlinution in value from is a 
measure of the orbital mixing of 4T,(F) and 4TI(P). The lowest electronic level in an 
axial field with spin-orbit coupli~lg is a Kramers doublet and so cannot be split except 
by magnetic fields. The orbital contribution of the nearby componenls of thc 4Tl(F) 
state causes the ground doublet in the weak cubic field limit to have an isotropic 
g=4.33,a result in agreement with experiments on cobalt in MgO, but large anisotropy 
in the g value is expected as the crystal field becornes more distorted. The three 
orthogonal g values are expected to sum in first order to the value of 13 [ 3 3 ] .  

The second parameter, 6, is an axial crystal Iield spl~tting paramcter that measures 
the resolution of the degeneracy of the 4T, state, and thus is necessarily zero in a cubic 
crystal. The isotropic g value is then ($)(S+a), to first order. In the limit of large 
distortions, 6 may take on the values of + co or  - co, with the following g values 
resulting: 

For a given a, the two gvalues are therefore functions ofthe single parameter 611 and so 
they bear a hnctional relationship to each other. Abragarn and Pryce have presented 
the general result, but there are more parameters in the theory than can usually be 
obtained tiom the available experi~nental results. With the approx~mation of isotropic 
spin-orbit coupling, they derive (to first order) the following equations which provide a 
useful estimate of crystal distortions, 

wherex is a dummy parameter which for the lowest energy level is positive with limiting 
values of 2(cubic field, 6 = O), 0 (6 = + a), and (6 = - co). The splitting parameter 6 is 
found as 

The observed g values for octahedral environments with either trigonal or tetragonal 
fields should therefore all lie on a universal curve. Such a curve is illustrated in Fig. 4.7, 
and a satisfactory relationsh~p of theory and experiment has been observed. The 
observation of gll and g, allows the solution ofEqs. (4.7) and (4.8) for a and x, and these 
parameters in turn may be applied to Eq. (4.9). 

The situation is far different when the cobalt(l1) ion resides in a tetrahedral 
geometry. A 4A2 ground state results, and with a true spin of$, the g values are slightly 
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Fig. 4.7 Experimental and 
theoretical g-values for the con- 
figuration t:e2. Where the site 
symmetry isrhombic,g, is taken 
as the mean of g, and g, 

anisotropic and lie in the range of 2.2 to 2.4. A zero-field splitting of the spin-quartet 
usually occurs, and it is generally rather large 119, 343. In Cs,CoCI,, the zero Geld 
splitting is about 14 K, with I _+ f) being the ground state. Thc system acts as an effective 
SP=+ system at  low temperatures. When 2D is large and negative, as in the A,CoX, 
(A=Cs, Rb; X=CI, Br) series ofcompounds, then the I + 3) state lies lower. The system 
again acts as an  effectivc Y =-I system, but in this case gil = 3g,, and g; = 0. 

A less-common geometry for coball(I1) is the planar four-coordinate one. Most of 
the compounds rcported to date illvolve bidentate monoanions such as dimeth- 
ylglyoximate or dithioacetylacctonate as ligands [35]. They are generally low spin with 
magnetic moments of 2.3-2.7 p, at 300 K ;  g-values of g, = 3.28, g, = g, = 1.90 have been 
reported [35] for bis(pentane-2,4-ditluonato)cobalt(II). 

The electrouic structure of this ion has been dealt with at length in the previous 
portions ofthe book. The reasons for this should be clear: nickel forms complexes with 
a variety of ligands, as well as the fact that several stereochemistries are common. 
Restricting the discussion to octahedral complexes, the spin o i  tlus ion is large enough 
to make it a sensitive probe of a variety of phenomena, and yet it is not too high to 
prevent theoretical analyses. Spin-orbit coupling is important enough to cause the g 
values to deviate measurably from the free ion values, to values typically in the 
neighborhood of 2.25. Yet, thc g \lalues are cornmonly found to be isotropic or nearly 
so, and spin-orbit coupling causes no other problems. The lowest-lying excited states 
are far enough away (usually at least 8000 cm-')so as to be unimportant magnetically. 
Paramagnetic resonance is generally observed without difficulty, frequently at  room 
temperature; on the other hand, nickel(I1) is a non-Kramers ion, and the resolution of 
degeneracies thereby allowed is occasionally observed. Thus, as will be discussed 
below, the zero-field splitting in [Ni(C5H5NO),1 (ClO,),, as well as several other salts, 
is large enough so that paramagnetic resonance absorption is prevented at x-band, 
even at  helium temperatures. This is because the energy of the microwa~!~ quantum is 
smaller than the separation between the 10) and I f  1 )  states, the states between which a 
transition is allowed. 

The dominant feattlre of the magnetochemistry of octahedral nickel(I1) is the zero- 
Geld splitting of the ground, ,A,, state. The consequences of this phenomenon have 
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been explored above, extensively. Neglecting the rhombic (E) term, the parameter D/k 
is usually found to be of the order of a few Kelvins. That puts important magnetic 
anisotropy effects and Schottky anomalies in the specific heat at a convenient 
temperature region, the easily-accessible helium one. What is of interest is that both 
signs of D are found, being for example, positive in Ni(N0,) , ,6H20 [36], 
NiSnCI, . 6  H,O [37],and [Ni(C,H,NO),] (CIO,), [38] and negativein NiCI, . 4  H 2 0  
[39], NiCI, . 2  py [40] and NiZrF, . 6  H,O [37]. The magnitude of D varies widely, 
being as small as +0.58 K in NiSnCI, . 6H,O and as large as +6.26K in 
[Ni(C,H,NO),] (CIO,),, and even -30 K in the linear chain series Nix,. 2 L, X= C1, 
Br; L = pyridine, pyrazolc [40]. 

Few tetrahedral nickel salts have been investigated extensively at low temperatures; 
because orspin-orbit coupling, they are expected to become diamagnetic at very low 
temperatures. Although many compounds have been prepared with planar, four- 
coordinate nickel, they are diamagnetic at all temperatures. 

This ion has one unpaired electron whatever the geometry: octahedral, planar or 
tetrahedral. 

The single-ion magnetic properties of copper(I1) are fairly straightforward. Spin- 
orbit coupling is large, causing the g values to lie in the range 2.0 to 2.3, but because 
copper has an electronic spin of only ), there are no zero-field splitting effects. The g 
values are often slightly anisotropic, being for example 2.223 (11) and 2.051 (1) in 
CU(NH,),SO,. H 2 0 .  

The one problem that does arise with this ion is that it rarely occupies a site ofhigh 
symmetry; in octahedral complexes, two trans ligands are frequently found substanti- 
ally further from the mctal than the remaining four. This has led to many investigations 
of copper as the Jahn-Teller susceptible ion, par excellence. Dynamic Jahn-Teller 
effects have also been frequently reported in EPR investigations ofcopper compounds 
at  low temperatures. 

Tetrahedral copper is also well-known, though it is usually quite distorted because 
of the Jahn-Teller eKect. It is found, for example, in Cs,CuCI,, a system with an average 
g-value of 2.20 [41]. 
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5. Introduction to Magnetic Exchange: 
Dimers and Clusters 

5.1 Introduction 

Probably the most interesting aspect of magnetochemistry concerns the interactions 
between magnetic ions. The remainder of this book is largely devoted to this subject, 
beginning in this chapter with the simplest example, that which occurs In a dimer. The 
principles concerning short-range order that evolve here are surprisingly useful for 
studies on more-extended systems. 

The previous discussion has considered primarily the effective Hamiltonian 

which describes only single ion effects. In  other words, the properties ofa mol of ions 
followed directly from the energy levels of the constituent ions, the only complication 
arising from thermal averaging. Now, let two ions interact through an intervening 
ligand atom as illustrated schematically in Fig. 5.1 ; this is a simple example of what is 
called the superexchange mechanism. This interaction, between three atoms linearly 
arranged in this example, is generally accepted as the most important source of metal- 
metal interactions or rnugnetrc exchange in insulating compounds of the transition 
metal ions. 

The model presented here assumes that the ground state of the system consists of 
two paramagnetic ions with uncorrelated spins separated by a diamagnetic ligand such 
as oxide or fluoride ion. That is, all [he electrons are paired on the Intervening ligand. 
This is illustrated in Fig. 5.1, where the ground orbital state is a spin-singlet ifthemetal 
ion spins are antiparallel (a) or a triplet ifparallel (b). The simplest modification of this 
situation arises from the mixing ofsmall amounts ofexcited states into the ground state. 
In particular [I], the partial transier of electron spin density from, say, a ligand 2p, 
orbital into a half-filled dZl orbital on one of the metal ions will yield an excited state 
which is an orbital singlet as in (c) or a triplet as in (d). This amounts to a 

+ - - Fig. 5.1. Typical orbitals parti- + - + cipating in a linear ( I  80") superex- 
t - 
- + - change pathway between two 

t + N12 * ions (d,,) via a F- ion (2p,) 
+ + - as in KNiF,. From Ref. [ I ]  
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configurational mixing ofstates such as M + F M Z  +. The electron on F in (c)and (d)can 
now couple with the lone electron in a d,, orbital on an adjoining Ni2 +. The preferred 
coupling is to give a singlct state [(c),called antiferromagnetic] rather than a triplet, (d). 
This in turn stabilizes the singlet state (a) with respect to the triplet (b). The strength of 
the interaction will depend on the amount of overlap, and we present here only a model 
of 180" superexchange. Metal ion orbitals can also overlap with p, ligand orbitals at  a 
90" angle, and much recent research eKort has gone into finding the factors which 
influence this superexchange interaction. 

This model, which has been applied to a variety of systems [l,2] is somewhat 
similar to that which is used for explaining spin-spin coupling in N M R  spectroscopy 
[3]. The Hamiltonian in use for metal-metal exchange interaction in magnetic 
insulators is of the form 

where the sum is taken over all pair-wise interactions ofspins i and j in a lattice. For thc 
moment, we shall restrict our attention to dimers, and thereby limit the summation to 
the two atoins 1 and 2 in the dimeric molecule, so that 

lh is  is called an isotropic (note the dot product hetween the two spins, S)or Heisenberg 
Hamiltonian, and we adopt the convention that negative J refers to antiferromagnetic 
(spin-paired or singlet ground state in a dimer) interactions, aud positive J refers to 
ferromagnetic (spin-triplet ground state) interactions. The exchange constant J is given 
in energy units (Kelvins) and measures the strength of the interaction. The reader must 
be careful in comparing different authors, for a variety of conventions (involving the 
negative sign and even the factor of 2) are in use. pile symbol J now takes a different 
meaning from its earlier use as the quantum operator for total angular momentum.) 

5.2 Energy Levels and Specific Heats 

An antiferromagnetic interaction ofthe type given in Eq. (5.3), when applied to two ions 
each of Y = f gives a spin-singlet ground state and a spin-triplet 2J in energy above the 
singlet (Fig. 5.2). Naturally, ifthe interaction were ferromagnetic, the diagram is simply 
inverted. For an external field applied along the z-axis of the pair, the complete 
Hamiltonian will be taken as 

where Sz is the operator for the z-component of total spin of the pair. The eigenvalues of  
H are 
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~ (1 ,+1)=- '12  J t g p e H  

w ( I  ,o) = -'I2 J 

* w(I,-!)=-'I2 J - g p g H  
\ 
I 
\ 
\ 
\ 
\ 
\ 
I Fig. 5.2. Energy-levels for a pair of 
\ w (0,o ) = +I17 J 

so= 0 Y = + ions undergoing antiferromag- 

exchange external rnognetlc 
netic excha~~ge. The Y'= 1 level IS 

interact~on ~ I Q I ~  -2J in energy above the Y ' = O  level 

For the dimer, Y = i, Y' = 0 or 1, and m: = S', St- 1, - S'. The energy level diagram is 
as shown in Fig. 5.2. It is assumed for the moment that there is no anisotropy of 
exchange interaction. 

In the limit of zero magnetic field, the partition function is simply 

and the derived heat capacity is quickly calculated, using Eq. (3.18) again, as 

which is ofcourse of exactly the same form as a Schottky specific heat. The reader must 
becareful in counting the sample; Eq. (S.S)as written refers to a mol ofions, not a 11101 of 
dimers. In Fig. 5.3, we illustrate the general behavior ofthis curve, and in Fig. 5.4, taken 
from Smart [4], the specific heat behavior of antiferromagnetically coupled dimers of 
ions of, respectively, spin +, $, and 4 is coinpared. Note that the temperature of the 
maxima and the low temperature behavior in the latter figure are approximately 
independent of 9'. 

Fig. 53. Specific heal of a dimer 
function of kT/IJI for Y = + 



4T/ (J I  
Fig.S.4. Specific heal vs, &TI111 for antiferromagne~ically coupled (J < 0)dimers o f 9  = t,j,d. From 
Ref. [4] 

/ ,j . . . - . . . . . . PRESENT DATA (H'O) 
- BINARY CLUSTERS 
--.-- INFINITE CHAINS (ISING MODEL) 

0 2 -.- INFINITE CHAINS (HEISENBERG MODEL) 
-. -- ESTlM4TED LATTICE CONTRIBUTION 

I / <'" 
0.0 . I L I I . ._.-.. --. 

0 I 2 3 
_J 4 

TPK! 

Fig. 5.5. Heat capacity or  polycrystall~ne Cu0\10,),.2f H,O in zero external niagnetic field. 
Adapted from Ref. [ S ]  The data points should be reduced by a factor of 0 963, reduc~ng the 
apparent good agreement (see Ref. 181 and Chap. 7) 
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Fig. 5.7. A schematic drawing of [he crooked 
0151 / N chains which link the' copper iorls in 

Lo,,, Cu(NO,), 2 + H , O .  The two water oxygen 
atoms above the lower copper atom have not 
been included. From Ref. [GI 
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There seems to be but one exanlple available ofacompou~id that has a specific heat 
which appears to follow Eq.(S.5), and that is Cu(NO3).2-)H2O [S]. For most 
compounds containing exchange-coupled dimers, 2J is so large that the overlap of the 
magnetic contribution with the lattice contribution is so serious as to prevent their 
separation and identification. In the case of Cu(N03), .2$ H,O, however, the singlet- 
triplet separatioli is only about 5 . 2 K  [S], with the singlet lowcr, and the broad 
maximum (Fig. 5.5) is easily discernible. 

The investigation ofthis system by Fried berg and Raquet was even more interesting 
because the effect o fa  magnetic field on the specific heat was also examined. In this case, 
the far right side of Fig. 5.2 is applicable, and the partition function becomes (in the case 
of isotropic exchange), 

Inserting the best-fit parameters to the zero-field data of Fig.5.5 of g=2.13 and 
2J/k= - 5.18 K, a fit to this model at H = 8.7 kOe (0.87 T) is illustrated in Fig. 5.6. The 
agreement is striking. None of the other models applied to the data, such as infinitc 
chains of atoms, fit either the zero-lield or  applied-field specific heat results. It was 
therefore all the more remarkable to find [6J aIter these investigations that 
Cu(NO,), .2+ H 2 0  does not contain binary clusters of metal atonis, but is actually 
chain-like with bridging nitrate groups, as in Fig. 5.7. The chain is not linear but 
crooked and this appears to be why the short-range or dimer ordering is so important 
here. Thc magnetic susceptibility ofa dimer, which is discussed in the next section, has a 
broad maximum a t  temperatures cornparable to the singlet-triplet separation. The 
susceptibilities of Cu(N03),.2f H20 also fit the theory of the next section with the 
same exchange constant as derived Gom the specific heat measurements [7]. 

Nevertheless, despite the apparently good agreement between experiment and the 
dimcr described here, an even better fit has recently been obtained [8] with an 
alternating linear chain model. This is because, in part, the data in Fig.5.5 should be 
lowered by a factor of 0.963. This will be discussed in Chap. 7. 

5.3 Magnetic Susceptibilities 

Begin first with the applicatiou ofVan Vleck's equation to the energy level situation in 
Fig. 5.2. The isothermal magnetic susceptibility per mol ofdimerq is readily calculated 
as : 
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f (K) 

Fig. 5.8. The Bleancy-Bowers equation [Eq. (5.7)],  w ~ t h  g=2.2 and 2J/k= -30K 

(Some aulhors omit the factor of two in the numerator, in which case the calculated 
susceptibility refers to a mol ofions, or halfa mol ofdimers.) Equation (5.7)is plotted in 
Fig. 5.8 for a typical set of parameters. Note that, for negative (antiferromagnetic) J ,  x 
has a maximum. This may be found by setting Bx/aT= 0, but the easiest way to find the 
temperature, T,, ofthis maximun~ is to set a ln~ /aT=O.  One finds, with the definitions 
used here, that the maximum occurs at J/kT,, -z - j .  For Jlk 4 T (or T % TJ, the 
susceptibility, Eq. (5.7), follows a Curie-Weiss law, x = @/(7'- 0) with 8 = J/2k. This is a 
special case of the more general connection between a non-zero Curie-Weiss 0 and the 
presence of exchange interaction. (It has already been pointed out that this is not a 
unique relationship, however.) Note also that 140 as - J-b a or, as we would expect, 
as the energy state in which the dimer is paramagnetic gets further away (higher in 
energy) because of  a stronger exchange coupling, the susceptibility at a given 
temperature must decrease. On the other hand, if J should be positive, an Y = 1 spin- 
only Curie law susceptibility is obtained as 2J/kT becomes large, that is at low 
temperatures. Indeed, when J is positive, the difference between the susceptibilities 
calculated according to Eq. (5.7) and the Curie law for spin Y =+ do not differ greatly 
until temperatures very low with respect to 2Jlk are achieved; this is because of the 
extra factor of2 whichenters when comparinga mol ofspins Y = + witha mol ofdimers 
(of spin Y =) ions). Thls is illustrated in Fig. 5.9. 

Fig. 59. The Bleaney- 
Bowers equalton, compared 
with the Curie law. 
-- Eq. (5.7), g=2.2, 
J/k=30K 
- Curie law, g=2.2, 
Y = +, per rnol 



5.4 Copper Acetate and Related Compounds 77 

0 4  - 

IJI X-& 0 3 -  

0 2 -  Fig. 5.10. Reduced magnetic 
01- - suscep~ibilily x(JI/C vs. kT/IJI 

Tor antiferromagnetically 
I I I I I I - couPledpairswithY=lar~d~ 

@ 0 1 2 3 4 5 6 7 8 9 l O  

The susceptibility for a pair of Y=4 ions antiferromagnetically coupled was 
illustrated in Fig. 5.8, and 3 calculation ofthe reduced susceptibility for Y = I or 3 pairs 
is illustrated in Fig. 5.10. While the low temperature behavior in the three cases is the 
same, the temperature of maxirnum x increases with 9. A broad, featureless peak is 
observed because of the continuous population decrease of the various levels as 
temperature decreases. Data analysis will be most sensitive to the choice of the value of 
J when kT/J = 1 .  When J > 0, on the other hand, decreasing temperature decreases the 
population of the least magnetic levels in the system, so the susceptibil~ty approaches 
Curie-Weiss behavior. For small values of kT/J (less than about 2), the system is simply 
a paramagnetic one that obeys the Curie law for an S=Sl t S 2  = 3 system. 

Examples to wlich Eq. (5.7) has been applied are legion [ l ,  4,9], the most famous 
example being copper acetate, [Cu(OAc),. (H20)],. We turn now to a discussion of 
this system. 

5.4 Copper Acetatc and Related Compounds 

Bleaney and Bowers [lo] first brought hydrated copper acetate to the attention ofboth 
chemists and physicists in 1952 by their investigation of the EPR spectrum of the pure 
crystal. They were drawn to the compound because, although most copper salls had 
relatively straightforward magnetic behavior for Y = t systems, it had been reported by 
Guha [ l l ]  that the susceptibillty of copper acetate monohydrate passed through a 
maxlmum near room tenlperature and then decreased so rapidly as the temperature fell 
that it would apparently become zero at about 50 K. NO sharp transition had been 
reported, and the behavior was unl~ke that found with the usual ant~ferromagnets (cf. 
Chap.6). The EPR spectrum was also unusual in comparison with that of a normal 
copper salt: at  90 K, a line at  X-band (0.3~111- ')was observed in zero magnetic field. 
This is inconsistent with the behavior anticipated for an Y = + (Kramers) ion. The 
spectrum was similar but more intense at room temperature, but disappeared at 20 K. 
The spectra bore certain resemblances to those of nickelfll), which is a Y = 1 ion with 
concomitant zero-field spiittings. 

The simplest explanation for these results, and the one put forward by Bleaney and 
Bowers, was that the copper ions must interact antiferromagnetically in pairs. As 
described in earlier sections of this chapter such a pa~r-wise exchange interact~on yields 
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Fig. 5.11. 
hydrated 
Ref. [ I  ] 

Molecular structure of 
copper acetate. From 

a singlet ground state and a triplet excited state. In contrast to the example of 
Cu(NO,), .2)  H 2 0 ,  the splitting in copper acetate must be very large in order to cause 
the reported magnetic behavior, and in fact the singlet-triplet separation should be 
comparable to thermal energy (kT) at room temperature. Zero susceptibility and the 
lack of an EPR spectrum at low temperatures, when the triplct state has lost its 
population, follow immediately. This remarkable hypothesis has since been validated 
by a variety of experiments. 

One result of this success is that Eq. (5.7) is now referred to regularly as the 
"Bleaney-Bowers equation." The crystal structure of [CU(OAC),.(H,O)]~ was re- 
ported shortly thereafter by van Niekerk and Schoening [12]. Isolated dimers were 
indeed found Lo be present. The structure, illustrated in Fig. 5.1 1, has also been refined 
more recently [13,14]. Apair ofcopper atoms, separated by 0.2616 nm, is supported by 
four bridging acetate groups in a D,, array with two water molecules completing the 
coordination along the Cu-Cu axis. A similar structure is found for the chromous 
con~pound [15] but there the exchange interaction is so large that the compound is 
diamagnetic even at room temperature. 

The first EPR results [lo] were interpreted in terms of the spin-Hamiltonian 

with D =0.34&0.03 cm-', E =  0.01 +_0.005cm-' and g,=gll =2.42 k0.03, g,=g,=g, 
= 2.08 f 0.03. Thcse results apply of course to the excited Y = 1 state; the Cu-Cu axis 
servesas the z-axis.The singlet-triplet separation, or isotropic exchange interaction, was 
estimated, to 20%, as 370 K. More recent results, for both Cu,(OAc), . 2  H,O and the 
zinc-doped mononlers [ I  61 ZnCu(OAc), . 2  H 2 0  (the [Cu,(OAc), . 2  H,O] structure 
will allow replacement of about 0.5% of Cu by Zn) are g,= 2.344+0.005, g, =2.052 
+ 0.007,and gY=2.082fi0.007. Thesimilarity ofthese values to those found in the more 
normal or monomeric copper salts supports the suggestion that the copper atoms are, 
aside from the exchange interaction, subjected to a normal type of crystalline field. 
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The D and E terms given above have been shown by Abragam and Bleaney [17] to 
be related to a small anisotropy In the exchange interaction. 

There are two energy levels considered for the dimer, one with Y = I which is - 2 J  
in energy above the level with Y=O. As has been pointed out above, the lower level 
does not and cannot make any contribution to an EPR spectrum. The excited state 1s 
effectively a triplet, as with other Y = I states, and in the presence ofisotropic exchange 
and an external field Hz, the levels are at 

With the usual EPR selection rule of Am,= f I, two transitions occur, both at 

This is independent of the value of J, showing that isotropic exchange has no other 
effect on the spectrum except at temperatures where kT/J- I, when the intensity will no 
longcr vary inversely as the absolute temperature because of the triplet-singlet spli tting. 
The exchange constant, J ,  may be written 

J = (4) [(Jx -- J;) t (J,- J',) + (J,- J a ]  , 

where the primed components denote the anisotropy in the exchange constant; if the 
exchange were isotropic, 

.J:=J;=J:=O, and J = ( + ) ( J , t  J , + J J .  

Furthermore, a constraint on the anisotropic portion is that 

The zero-field splitting of the Y = 1 state is then due to the anisotropic contribution, 
and in fact Abragam and Bleaney show that we may associate the parameters of Eqs. 
(5.8) and (5.9j as 

and 

Recalll~~g that the isotropic term was estimated to be of the order of 370 K (260 cm- I ) ,  

we see that, relatively, the anisotropic exchange is quite small. 
The first careful measurement of the susceptibility of polycrystalline 

[Cu(OAc), . (H,O)], was carried out by Figgis and Martin [I81 and the most recent 
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(single crystal) study [I91 is that also of Martin and co-workers. The results are in 
complete accord with the above discussion and may be fitted by Eq. (5.7), as illustrated 
in Fig. 5.12, for a more accurateevaluationofJ. Itwas found [I81 that T,,, =255 K,and 
that -2Jlk = 450 K when the Hamiltonian of Eq. (5.3) is used. What was even more 
fascinating, as shown in Fig.5.13, is that anhydrous copper acetate behaves quite 
similarly, with T, = 270 K and -2J/k=432 K. The conclusion that anhydrous copper 
acetate not only retains the gross molecular structure of the hydrate but also behaves 
antiferromagnelically in much the same fashion is inescapable. Furthermore, replace- 
ment of the axial water molecule by, for example, pyridine results in a sim~lar magnetic 

Fig. 5.12. Experimental and calculated 
magnetlc suscept~bilities of [Cu(OAc), 
H20],. From Ref. [I81 
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[20] and crystallographic [21] situation. In this case, theexchange interaction becomes 
-2J/k=481 K, and similar results are obtained with substituted pyridines as well as 
when acetate is replaced by such alkanoates as propionate and butyrate. The hydrated 
and anhydrous formates, however, are distinctly different, both in structural and 
magnetic properties [22]. 

The structure and magnetism of the 2-chloropyridine adducts of both copper 
trichloroacetate [23] and copper tribromoacetate 1241 have been reported. The dimeric 
lnolecules have the bridged copper(I1) acetate structure, with a long Cu---Cu distance 
of 0.2766nm in both molecules (recall that the separation is 0.2616nm in 
[CuiOAc), . (H,O)],). Naturally, the water molecules in Fig. 5.1 1 are replaced by 2- 
chloropyridine, and the methyl groups on the acetate bridges by the larger tri- 
I~alomethyl, -CX,, groups. The magnetic susceptibility exhibits thc familiar maximum 
(at about 200 K for the trichloro compound, and 160 K for the tribromo derivative)and 
the data for the-CCI, con~pound are lit by the Bleancy-Bowers equation with g = 2.26 
and 2J = - 217cm- ' (- 3 12 K).Theexchange constant drops to - I80 cm- (- 260 K) 
for the -CBr3 material [24]. This is the smallcst exchange constant yet reported for any 
dimeric copper(I1) acetate derivative, and appears to be due more to the presence of the 
-CBr, group rather than the nature of the axial ligand. 

The single crystal measurements [I91 of magnetic anisotropy of 
[Cu(OAc),~(H,O)], are important for two reasons. First, it was found that the 
exchange interaction is isotropic (within the sensitivity limits of susceptibility 
measurements) since all the data could be fit with but one value of 2J. Secondly, 
contrary to several suggestions in the literature, both the g-values and 2J were found to 
be temperature independent over tlie temperature 1ntenlal80 to 300 K.  The best values 
of the magnetic parameters found in this work are g l l  =2.34, g,=2.07, and 
- 2J = 286cm-' (412 K), where "parallel" and "perpendicular" refer to the Cu-Cu axis. 

Finally,dirneric copper acetate liydratc has also been subjected to neutron inelaslic 
scattering spectroscopy [25,26]. This cxperiment is powerhl because it can distinguish 
between magnetic excitations ('magnons") shared by an ensemble of ~nagnelic centers 
in a lattice and the localized excitations anticipated in a molecule such as 
[CuiOAc), . &i,0)]2. The method has the advantage of being a direct spectroscopic 
observation, and showed tlie singlet-triplet splitting (actually in 
Cu,(CD3CO0),~2D,O, but the deuteralio~i was shown to be of no magnetic 
significance) to be 298 +_ 4 cm- ' (429 K) and to be temperature independent between 10 
and 300 K. This appears to be the final word on the value of -2J for hydrated copper 
acetate. 

The great success of this magnetic model for copper acetate and its analogues has led 
to its application as an indicator ofstructure to almost any copper compound that has 
a subnormal magnetic moment at  room temperature. In many cases, the structure has 
been correctly deduced [27]. But, as was the case with hydrated copper nitrate, 
magnetic properties turn out to be a more fallible indicator of crystal structure than 
does X-ray crystallography [9]. For example, the aniline adducts of copper acetate 
behave magnetically like the other dimers described above [20], tliough the singlet- 
triplet energy was reduced substantially so that the temperature of maximum 
susceptibility was not measured directly. The parameter - 2Jfk was estimated as only 
about 150 K for both the m- and p-toluidine adducts of copper butyrate. It has since 
heen shown [28] that tlie p-toluidine adduct of copper acetate is not binuclear, but 
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instead polymeric chains are formed. The powder susceptibility of Cu(OAc),.2p- 
toluidine . 3  H 2 0  was fitted [28] as an (anisotropic) Ising linear chain (Chap. 7) rather 
than to the Bleaney and Bowers relationship, but,as has been pointed out [29],copper 
is usually a Heisenberg or isotropic ion. A more complete set of measurements is 
required before one can be satisfied that this system is well-understood. Furthermore 
[30], the p-toluidine adduct of copper(I1) propionate, which is composed of one- 
dimensional polymeric chains, exhibits a magnetic suscept~bility (over a limited range 
of temperatures) which fits the Bleaney-Bowers scheme quite well. 

The structure and physical proper lies of polynuclear metal carboxylates have been 
reviewed [31]. 

A further question remains to be discussed and that is, what is the mechanism of 
spin-spin or antiferromagnetic coupling in the copper acetate compounds? Many 
models have been presented [I] .  

The first bonding scheme, presented in the earliest [I81 magnetic study, proposed 
that there was a direct bond formed between the two metal atoms. After all, the copper 
atoms are only 0.2616 nm apart in [Cu(OAc), . (H,O)],. It was proposed that a 6-bond 
was formed by a lateral overlap of two dX2 -,, orbitals, and a variety ofspectral data 
appear to be consistent with this proposal [I]. Superexchange interaction through the 
carboxylate groups has been widely suggested as the more important contributor, 
however, and a great deal of indirect informalion tends to favor this scheme. For 
example, though the structure of copper propionate p-toluidine is not the usual 
binuclear one, the suscept~b~lity behaves s~milarly to that of the binuclear molecules, 
and yet the Cu-Cu separation is increased to a range of 0.3197 to 0.3341 nm. This 
distance, and the arrangement of the chains of atoms, make a direct overlap seem 
unlikely. Furthermore, the quinoline adduct ofcopper(I1) trifluoroacetate is binuclear 
wilh the molecular structure common to the copper acetate dimers [32]. The Cu-Cu 
distance is 0.2886 nm, a full 0.0272nm longer than the corresponding distance in 
[Cu(OAc), . (H,O)],. The susceptibility obeys the Bleaney-Bowers relationship over 
the range 80-300 K with g - 2.27 and 2J = - 3 10 cm- ' (2Jlk - - 446 K). The large 
difference in Cu-Cu separation between the magnetically similar acetate and 
trifluoroacetate adduct demonstrates that the metal-metal distance in these dimers is 
not an important factor in determining the strength of the Cu-Cu interaction. 'This in 
turn lends Further weight to the importance of the superexchange mechanism. 

The results described above on the dimeric 2-chloropyridine adduct of copper 
trichloroacetate [23] and tribromoacetate [24], especially concerning the influence of 
the -CX3 groups, would tend to argue in favor of a superexchange mechanism for 
exchange interaction in these molecules, rather than a direct metal-melal interaction. 
Indeed, it was found that the ordering of the exchange constants is identical (o the 
ordering of the group polarizabil~ties of the slibstitutue~lts on the acetate group 
(R=-H,-CF,, -CH,,-CCI, or -CBr,). On the other hand, the mean Cu-0--C-0-CU 
bridging pathway through the triatonlic bridges of 0.6374 lim (-CCI, compound) is 
somewhat shorter that most other observed values. This is contrary to a proposal [33] 
that a shorter bridging pathway is associated with a larger Cu-Cu interaction; for 
[(CH,),NIL[C~CHCO,),(SCN)~I~, and [(CHJdN] z[Cll(CH )C02)~(SCN)212r both 
ofwhich have the copper acetate type structure, it was found that 2J was not dependent 
on the copper-copper internuclear separation [34]. 
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5.5 &me Other Dimers 

So many dimeric systems have been investigated that it is impossible to review all of 
them here. The physical principles involved in the study of most of the systems have 
been elaborated upon above, so that only a selection of chemically-interesting studies 
will be mentioned. Some further systems have been described in reviews [1,9]. 

In Fig. 5.10, we plotted the reduced magnetic susceptibility calculated as a function 
of reduced temperature for dimeric metal conlplexes as a hnction of spin. Broad 
maxima which shift to higher temperature as the spin increases, are found when the 
exchange constant is negative (antiferromagnetic). Maxima are not obtained when the 
exchange interaction is positive, and therefore, a very careful fitting of theory to 
experiment is required in order to prove that positive exchange coupling is in fact 
occurring. Broad maxima in the specific heats are required in both situations [4,9]. 

The susceptibility ofdimers in which both constituent metal ions are spin Y = f is, 
in principle, the most straightforward to analyze. For the most part, the relevant ions 
are therefore Ti(II1) and Cu(I1); several vanadyl complexes have also been investigated. 

The bis(cyclopentadienyl)titanium(lII) halides form a series [35] of binuclear 
molecules of the type [(t15-CSH5)ZTi-XZ-Ti-(115-C5H5)2], with two halide bridging 
atoms between the metal atoms. The series is interesting because X may be any one of 
the four halide ions. Bromide, being more polariziblc than chloride, frequently allows a 
larger superexchange interaction. However, bromide is also larger than chloride and 
tends to separate the metal atoms further. The balance of these two factors, as well as 
other imponderables, helps to determine the relative strength ofthe exchange in a given 
situation. The magnetic susceptibilities indeed follow Eq.(5.7), the singlet-triplet 
equation, with -2J values of the order of 62cm-'  (F), 220cm-' (CI), 276cm-I (Br), 
and 168-179cm-' (I). The relative behavior of the values ofthe exchange constants of 
the chloride and bromide derivatives follows a common, but not universal, trend, but in 
the absence of enough detailed structural data (especially concerning the dimensions 
and anglcs of the Ti,X, cores), the origin of the trends in the Ti-Ti interaction must 
remain uncertain. The crystal structure of [(C,H,),TiCI], has been reported [35], but 
not that for any ofthe other compounds. The crystal structures of [(CH,C,M,),TiCI], 
and [(CH,C,H,),TBr], have been analyzed 1361, but even though the molecules have 
similar geometries, they do not belong to the same space group. The exchange 
constants (-23) in [(C,H,),TiBr], and [(CH,C,H4)2TiBr], are found to have the 
same value of 276 cm- (387 K), while the analogous chloride complexes are found to 
have singlet-triplet separations of, respectively, 220 and 320cm-' (317 and 461 K). 
There simply aren't enough detailed data on enough related systems where only one 
parameter changes to allow unambiguous comparisons to be made. Though it has been 
suggested [35] that direct exchange (metal-metal bonding) may contribute to the 
exchange interaction in these compounds, so many other factors are changing as well 
that such a suggestion must be considered as tentative at best at this time. (Achange in 
crystal space group can change not only such factors as hydrogen bonding and crystal 
lattice energies but also such variables as molecular dimensions. Changes in any of 
these can have unpredictable changes on magnetic exchange interactions.) This 
statement will be justified below in the examination of the dimers of other metals, for 
which there are more data available. 
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An unusual example of 1,3-magnetic exchange has recently been reported 136,371. 
The con~pounds are ofthe type [(t15-C5f15)zTi]2ZnC1,, which contain collinear metal 
atoms in units of the sort 

with a Ti-Zn distance of0.3420 nm, a Zn-CI-Ti angle ofS9.9", a Cl-Ti-CI angle of 82.1" 
and a Ti-Zn-Ti angle of 173.4'. The zinc atoms are tetrahedral. 'The Ti-Ti distance is 
0.6828 nm. Similar compounds with Cl replaced by Br, and Zn replaced even by Be 
were also reported. Despite the intervening diamagnetic MX, unit, the compounds 
follow the Bleaney-Bowers relati011 with 2JJk ofthe order - 10 to -20 K. Subslitution 
on the ring has little erect on the magnitude of the exchange interaction, nor does the 
replacement of Zn by Be. The beryllium compound shows that d orbitals are not a 
requirement of the central metal atom in order to have superexchange. 

The structural and magnetic properties of copper(I1) dimers have probably been 
investigated more extensively than those of any other metal. This is partly because of 
the facile synthesis of a variety ofcompounds and partly because the exchange is often 
so strong as to put the observed magnetic anomalies in a convenient temperature 
region for many experimentalists. The theoretical treatment is generally straightfor- 
ward, depending only on the use of the Bleaney-Bowers equation, and small changes in 
geometry among related complexes allow one to search for trends in structural/ 
magnetic correlations. Ilodgson, in 1975 [9] reviewed in this vein 100 or more 
copper dimers, Hatfield mentions other examples [38], and the recent literature 
contains a large number of studies. Several of the more interesting examples from the 
recent literature will be discussed. 

One interesting series of molecules is based on the ligand pyridine N-oxide, which 
can serve as a bridge between two copper ions. This structure.is illustrated in Fig. 5.14. 
Thecopper atoms are further apart (by 0.061 nm) than they are in [Cu(OAc), . (H20)],, 
yet the exchange has increased in strength. 'The singlet-triplet separation is some 
600cm-' (860 K), ~ndicating that the pyridine N-oxide provides a very eficient 
superexchange path. A numbcr of substituted pyridine N-oxide derivatives which 
retain the same structure have also been examined [38]. 

'h 
Fig. 5.14. Structure of [Cu(C5H5NO)CI2I2 
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Aseries ofdihydroxo-bridged Cu(I1)dimers have beenexamined [39]. The relevant 
magnetic moiety is planar 

and it has been suggested that there is a linear relationship between the Cu-0-Cu angle 
and the strength of the exchange interaction. When the angle becomes small enough, 
even the sign of the exchange apparently changes, and the triplet state becomes the 
ground state. However, the situation is more complicated because it has recently been 
shown [40,41] that the strength of the exchange is also a function ofthe dihedral angle 
between the two CuO, planes. As this angle decreases from 180°, the exchange 
interaction becomes weaker. Furthermore, the linear correlation referred to above is 
valid neither for single hydroxo-bridged Cu(I1) ions [42] nor for dihydroxo-bridged 
Cr(II1) ions. 

An interesting series ofmolecules has been reported [43] where the link between the 
copper ions is only provided by hydrogen bonds. A representative molecule is 
illustrated. 

The oxygen-oxygen separation is very short (0.231 nm) and the copper atoms are 
separated by about 0.500 nm. The exchange constant of -21 = 95 cm - ' (137 K) is 
relatively strong for such an usual linkage. Several similar compounds were also 
examined, and it was found that thcre is no direct correlation of exchange constarlts 
with either oxygen-oxygen distances or copper-copper distances. 

Several rubeanates have been studied 1443, the structure is sketched: 
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Although the Cu-Cu distance in the binuclear unit is as large as 0.561 nm, the singlet- 
triplet separation is 594 cm- ' (855 K). An isomer of this compound, in which the major 
structural change involves only the positions of the water molecules and sulfate ligands 
[45], has the metals separated by 0.5648 nm. The compound exhibits a very large 
exchange constant of - 523 cm- ' (- 753 K). Clearly, an eficient superexchange path is 
what determines the strength of magnetic exchange, not the metal-metal separation. 

A variety of  compounds has been synthesized with a view towards determining 
how well the ligand bridging the copper ions transmits the superexchange interaction. 
As one example [46], consider two copper ions bridged by an aromatic ring such as 
pyrazine, N(CHCH),N, versus a similar but saturated molecule called Dabco, 
N(CH,CH,),N. In the first case, the exchange interaction is only 2J=  -6.4cm-' 
(-9.2K), but the compound with the Dabco ligand exhibits an  exchange constant 
smaller than 1 K. Presumably the delocalizcd n-system of pyrazine is an important 
factor here in promoting exchange interaction. Interestingly, when the metals are 
bridged by the extended bridging ligand 

the magnetic interaction is - 7.4cm-' (- 10.7 K), which is comparable to that found 
for the pyrazinc compound. 

Finally, a variety ofstudies have been reported on the exchange interaction between 
two copper ions as transmitted by chloride or bromide ions. Thesc generally provide a 
less effective path than many of the compounds described above, but there are a 
number of factors at  work here which have not yet been sorted out. Thus, the 
coordination geometry ofcopper is rarely a constant factor in a comparison ofa series 
of compounds. Four-coordinate copper often binds weakly to a Gnh nearby ligand, 
adding another complication. An example is provided by {CuCI,[(CH ,),SO],} ,, where 
the ligand is tctramethylene sulfoxide [47]. The copper ion in each trans- 
CuCI,[(CH,),SO], monomer has a significant tetrahedral distortion from planarity; 
long Cu-.CI interactions between nlonomer units create discrete dichloro-bridged 
dimers. 'The copper-chlorine-copper bridging geometry is asymmetric with one long 
bond (0.3020 nm) and one short bond (0.2270 nm); the Cu-C1-Cu bridging angle is 
88.5". The exchange constant, measured by magnetic susceptibility, is 2J/k= - 24 K,  
but a cornparisor1 with similar molecules shows that there is no  obvious structural- 
magnetic correlation. 

Again, the dichloro-bridged moleculc [CuLCI,],, where L is a N,N,Nf-tr~ethyl 
ethylenediamine, (C,H,),NCH,CH,NH(C,H,), has recently been studied [48]. The 
geometry at  copper is distorted trigonal bipyramidal with the halide ligands occupying 
apical and equatorial positions of each copper ion. The aplcal Cu-CI bridging distance 
is 0.228411111 while the equatorial Cu-Cl bridging separation is 0.2728nm. The 
Cu(CI),Cu moiety is planar but quite asymmetric.The exchange interaction in this case 
is negligibly small. The difficulties which arise in establishing a magneto-structural 
correlation for copper salts have been discussed by Willett [49,50]. 

One of the most vexing problems concerning the magnetochemistry of copper di- 
mers is the question of the existence of ferromagnetic exchange. If 2J were positive, the 



y=  1 state of Fig. 5.2 would be the lower one, and several such cases have been 
reported in the literature. I-lowever, these reports have been questioned. 

Recall the calculations reported in Fig. 5.8, in which the Bleaney-Bowers 
relationship is plotted for the (antiferromagnetic)case o fg=  2.2 and 2J/k = - 30 K .  The 
susceptibility is small in magnitude and goes through the characteristic maximum (at 
about 19 K ,  in this case). Turn again to Fig. 5.9, in which the same calculation is carried 
out, bul with 25 = 30 K ,  i t . ,  a ferromagnetic interaction. The susceptibility ofcourse IS 

much larger, but the curve is featureless. That IS, the susceptibility increases regularly 
with decreasing temperature, and the Bleaney-Rowers curve (g= 2.2,2J = 30 K) for a 
mol of spin Y=f ions (or N/2 dimers, where N is Avogadro's number) is 
indistinguishable on this scale from the Cur~e  law susceptibility for N/2 ions of spin 
Y = 1 with g = 2.2. Also plotted is t11c Curie law for a n ~ o l  o f 9  =+ ions with g =  2.2; this 
curve is indistinguishable from the other above -20 K, and deviates strongly only 
below about 4 K. In other words, for a ferromagnetic 2J of say 30 K, susceptibility 
nieasurernents ofvery high accuracy and at low temperatures are required before orie 
can safcly dist~nguish this case rrom a simple Curie law behavior of paramagnetic ions. 

The compound bis(N,N-d~ethyldith~ocarbamato) copper(II), Cu(S,CNEt,), 
(hereafter, Cu(dtc),), has been investigated frequently. 'The interest in the molecule lies 
with the fact that it has a binuclear structure (Fig. 5.1 5a)and that several measurements 

I I.'o<~,o 
'0 -~~--,p-~o " ..-.\? 

N. 
Fig. 5.15. The strucrures of (a) Cu(dtc), and (bj [ C U ( C , H , N ~ ? , ~ O , ) , ]  

b 6 0 From Ref. [52]  
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[5 1,521 have been interpreted in terms of a strong ferromagnetic intradinler 
interaction. This analysis depended upon susceptibility data taken above 4.2 K and the 
use of a modified Bleaney-Bowers equation 

for 1 mol of interacting Y =) ions. 'The parameters reported as titting the data are 
(g) = 2.041, 2J/k = 34.5 K, and 0 = - 1.37 K. The negahve Curic-Weiss constant was 
interpreted in terms of an antilerromagnetic interdimer interaction. 

If such large ferromagnetic interactions were important in Cu(dtc),, the result 
should be apparent in susceptibility data taken to low temperatures [53]. 

The inverse zero-field ac susceptibility of Cu(dtc), at low temperatures is displayed 
in Fig. 5.16. Abovc 2 K, x obeys the Curie-Weiss law with C=0.397emu-K/mol and 
0=0.25 K. This Curie constant corresponds to the reasonable value of (g) = 2.06 for a 
mol of Y =) ions. Below 2 K, a dcviation is observed, with X-I  becoming larger. 

Several other susceptibility measurements were also reported [54], such as the ac 
susceptibility as a function ofapplied magnetic field and the high-frequency (adiabatic) 
susceptibility. All the data are consistent with the ferromagnetic intrapair interaction 
being ofthe order of only J/k= 0.96 K, with an antiferromagnetic interpair interaction 
of J 1 / k =  -0.007K. These results, which have been verified independently [55], 
proved that the intrapd;r exchange is relatively weak, despite the close proximity of 
the metal ions to each other. 

A similar story applies to [Cu(C,H,NO),(NO,),],, whose structure appears in 
Fig. 5.1 5b. The ligand C,H,NO is pyridine N-oxide, and early measurements [52,56] 

0 T - I 2 3 K 4 
P 

Fig. 5.16. Inverse zero-held susceptibility of Cu(S,CNEt,), as a Function of [he temperature. 
Measurements on the "raw material" arc given as black squarcs, while the results ofa sample 
consisting ofpowdered single crystals arc shown as [he open circles. The solid llne represents the 
Curie-Weiss fit with C = 0.397 emu-K/mol and 0=0.25 K.  From Ref. (53) 
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Fig. 5.17.Zero-field susceptibility of 
polycrystalline 
[CU(C,H,NO),(NO,)~]. From Ref. 
1541 

suggested to the authors that this dimeric molecule also had a ferromagnetic ground 
state, with the singlet lying 10cm- ' (- 14 K) higher in energy. 

The susceptibility of [Cu(C,H,NO),(NO,) J at zero static field, 1,  is displayed in 
Fig. 5.17 over the limited temperature interval between 1.2 K and 10 K, and was 
reported [57] to 80K. The earlier data 1561 agree quite well at temperatures below 
30 K, but deviate at the higher temperatures. In the first case [56] Curie-Weiss behavior 
was observed only above I 1 K and the reported Weiss constant was + 2  K. In the case 
of the newer data [57] Curie-Weiss behavior was observed over practically the whole 
measured temperature interval, with deviations only beginning to appear at the lowest 
temperatures. The fitted parameters are C = 0.44 1 emu-K/mol and 6 = - 0.8 K and thus 
g=2.17 for Y=$. 

For an independent check of the absolute ,y results the magnetization M of the 
pyridine N-oxide compound was determined at  several telnperatures as a function of 
thestatic magnetic field. A typical exal~lple for T=4.21 K is displayed in Fig. 5.18 for a 
474.5mg sample, along with a similar measurement for 52.5mg of manganese 
ammonium Tutton salt, Mn(NH4),(S04), . 6  H,O .The latter is known (Chap. 1)as one 
of the best examples of a Curie law paramagnet, with S P = j  and Curie constant 
C=4.38emu-K/mol. The ratio of the slopes of the two curves in Fig.5.18 is 1.21(1) 
which corresponds to a ratio of 1 1.4(1) for the molar magnetization of the compounds. 
Consequently for [Cu(C,H,NO),(NO,),], x=M/H =89.9(8) x lo- '  emu/(mol-Cu) at 
4.21 K, in excellent agreement with the ac susceptibility result of ~=90.7(6) 

Fig. 5.18. Relative magnetizations of 
manganese Tutton salt (A) and of 
[Cu(C,H,NO),(NO,),] (0). From Rel. 
[541 
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x 10- ' emu/(mol-Cu) at 4.20 K. The isothermal susceptibility as a hnctiorl ofapplied 
field was also reported. 

All the data presented [57] require that the compound [Cu(C,H,NO),(N0,)2] 
behaves as an Y = 4 paramagnet down to liquid helium temperatures. Any exchange 
interaction that may be present in the compound is only beginning to manifest itselfat 
about 1.2 K. 

If the compound were to consist of ferromagnetically aligned pairs, with an Y = 1 
ground state and with an Y=O state at about 14K higher in energy, that would 
necessarily have been evident in these results. One may calculate, according to the 
Boltzmann factor, that the relative population ofthe triplet state would be 96% at 4.2 K 
and 100% at 2 K. None of the data [57] admit an analysis In terms of Y = I .  

It is surprising that the ~nteractions are so weak in this compound, for the structural 
results indeed show the existence ofdimers. The bridge between the metal atoms is an 
oxygen atom from pyridine N-oxide, and the Cu-0-Cu angle is close to a right angle. 
So, either this geometry is unfavorable in general for the transmission of ferromagnetic 
superexchange interaction or else pyridine N-oxide simply provides a very weak 
superexchange path in this compound. The latter is certainly true in a number of 
pyridine N-oxide complexes which have been studied recently [58] but in those cases a 
M-0--0-M superexchange path is operative. 

Numerous efforts are still in progress to prepare and characterize copper dimers 
with spin Y = 1 ground states. A curious situation arises when azide, N;, is the 
bridging ligand, for it can bind in two ways [59,60]. When the binuclear unit is of the 
form 

/N-N-N 
Cu 
\ 

'cu, 
N-N-N / 

antiferromagnetic interaction is found. However, acornpound with thedifferent kind of 
binding, 

H 
I 

has been suggested to exhibit a strong intradimeric ferromagnetic interaction. 
Let us turn now to systems ofhigher spin. Though there are fewer examples of these 

in the literature than there are for copper, a large amount of work has been done for 
several ions, especially nickel, chromium, and iron. Though the paramagnetic 
properties of spin Y = 1 vanadium(li1) are well-understood, there are relatively few 
examples of V(III>containing dimers. One example consists of two seven-coordinate 
vanadium atoms bridged by alkoxy groups [61]. For the isotropic Hamiltonian 
H = - ZJS, . S, applied to two Y = 1 ions, a diamagnetic ground state is obtained when 
J is negative (antiferromagnetlc). The equation resulting for the susceptibility per mol of 
dimers is 
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This equation has been illustrated in Fig. 5.10; for the vanadium compound, 
-2J= 17.1 cm- ', or 24.6 K. Alkoxy-bridged dimers appear to be coupled only weakly 
compared to 0x0-bridged metal ions. 

The major Y = 1 ion used in the study of dimers is nickel(II), and the most 
interesting examples (albeit the most difficult to analyze) are those in which the zero- 
field splitting is comparable in magnitude to the exchange interaction. The best known 
(i.e., most thoroughly studied) examples of such nickel compounds are the dihalide- 
bridged materials, [Ni(en),X,]Y,, where en is ethylenediamine and X and Y are both 
chloride or bromide [62-661, but the case of bridging thiocyanate (X= NCS-) with 
Y = 1- has also been examined [62]. The system X= CIA, Y = C10; or B(C6H,); has 
also been reported [64,65]. Finally, these systems are important as the double-halide 
bridge which is present is characteristic ofmany more-extended chemical and magnetic 
chain sys terns (Chap. 7). 

There have been two separate problems involved in the study of these molecules, 
neither of then1 well-resolved as yet. The first concerns the exact evaluation of the 
magnetic parameters which describe the several systems, and the second has concerned 
the rationalization of the values of these parameters. Chemists, aRer all, are interested 
not only in the phenomenological description of a system but also in a fundamental 
interpretation at  the molecular lcvel. 

Rather than apply Eq. (5.10) to nickel dimers, it has been more common to apply an 
equation in which the zero-field splitting of each Ni is also included. Because of the 
anisotropy that zero-field splittings introduce, thcre are then three susceptibility 
equations, one each for the x ,  y, and z directions. These are too lengthy to rcproduce 
here, but are glven by Ginsbcrg [62]. 

The compounds [Ni,(en),CI,]CI, and [Ni,(cn),Br,]Br, are di-&-halo) bridged 
dimers in which a ferromagnetic coupl~ng appears to take place via an approximately 
96" Ni-X-Ni (X= CI) interaction. Susceptibilities of powdered samples were first 1621 

0 X,. 

0 x a  

X b  

0.00- 12 16 I I 1 1 
20 24 28 

TEMPERATURE (K) 

Fig. 5.19. Single crystal susceptibilities of [Ni,(en),Cl,]CI,. From Ref. [63 ]  
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measured over a wide temperature interval (1.5-300K) and magnetic Geld range 
(1-15.3 kOe, 0.1-1.53T) and compared to calculations carried out similarly to those 
described above. The effects ofinterdimer interaction were examined in a molecular 
field approximation (sec Chap. 6), and the erects of the likely large zero-field splittings 
were also examined. Unfortunately, zero-field splitting is qualitatively similar to an 
antiferromagnetic interdimer interaction in its effect on the dimer susceptibility. These 
systems are good examples of the situation where so many factors are at work that 
single crystal susceptibilities (the calculated susceptibilittes for the model are quite 
anisotropic) are required for a final analysis of the situation. 

The experimentally determined [63] single crystal susceptibilities of 
[Ni,(en),Cl,]CI, are ~llustrattd in Fig. 5.19, along with the best fits to the data. The 
model used included the zero-field splitlings of the nickel ions, an exchange parameter 
J, defined as usual by the energy term H = - 2JS, . S,, and a molecular field correction 
for interdimer magnetic interactions. The resulting parameters are reported in Table 
5.1, Column A. 

Table 5.1. Magnetic Parameters for [Ni,(en),CI,]C1,. 

- - - - ~  ~ 

' Best fitted values, Ref. [63]. 
The two best fits of the powder data as reported in  Rel. [ 6 2 ] .  

It is clear from these results that there is a relatively large single-ion zero-field 
splitting, with doublet lying lower. Earlier measurements, for which the analysis was 
ambiguous (Columns B and C)could not resolve the sign o fD,  but a satisfactory fit to 
the data presented in Ref. [63] could not be obtained with a positive value for D. The 
intradimer exchange constant is smaller than that reported earlier but the sign remains 
ferromagnetic.The value for (g) obtained here IS typical ofthat usually found for nickel, 
and there is a small antiferromagnetic interdimer interaction. In fact, the data may be 
seen to level off at  the lowest temperatures (1.5 K), suggesting that long-range order 
(Chap. 6) may occur at slightly lower temperatures. 

One problem with this comparison ofpowder and singlecrystal results is that there 
appears to be a crystal phase transition in the temperature region 10-27 K,in which the 
material changes from monoclinic (high temperatures) to triclinic. One other report on 
the measurement of powder susceptibilities [64] therefore restricted the data analysis 
to temperatures above 27K, and this resulted in the parameters J/k=9.6K and 
D/k= - 5.2 K. (The reader of this section must pay particular attention to the way that 
the different parameters are defined in the original sources. There is no agreement!) 

A neutron scattering investigation of mi,(en),Br,]Br, suggested [66] that this 
very similar compound is described by the parameters J/k = 5.1 K and D/k = - 9.8 K; a 
small correction for intermolecular interactions was also required. 



5.5 Some Other Dimers 93 

Kahn and his collaborators [64,65] have attempted to rationalize the value ofJ as 
CI 

the geometry of the Ni ' 'NI unit varies with counter ion Y=CI-, CIO;, 
'CI ' 

and B(C,H,);. While the Ni-CI-Ni angle varies only slightly through the series (96.6, 
95.4,95.6", respectively), the greatest change is in the Ni-Ni distance (0.3743,0.3678, 
0.3636nm, respectively). But i t  is diflicult to interpret the significance of this trend. 
Furthermore, these workers use their own values ofJ (9.6,12.8,13.7 K, respective1y)and 
we have already seen that other authors have determined different values. Further, the 
exchange constants are of necessity determined by the temperature dependence of the 
susceptibility a t  low temperatures, while the crystal structures have been determined at 
room temperature. So it is diflicult to argue too strongly in favor of any rationale of a 
very small change of the values of parameters which are not determined 
unambiguously. 

Irrespective of these points, there seems to be little argument that the exchange 
coupling in these molecules is indeed ferromagnetic, or positive, in sign and that the 
zero-field splitting is of magnitude comparable to 25 and negative in sign. 

It is interesting to note how closely the magnetic parameters reported for a 
[Ni(CI),NiI2+ dimer unit compare with those reported [67] for the [Ni(CI),Ni), 
linear chains (Chap. 10) which occur, for example, in NiC12.2py. The intrachain 
exchange parameter in this compound l~kewise is ferromagnetic in sign, J/k= 5.35 K, 
and D/k is even larger than that reported for the dirners, -27 K. It is indeed satisfying 
that the magnetic properties for this structural unit appear to be more or less 
independent of the number of the units joined together, which is consistent with the 
chemical and geometric features being generally quite similar. 

The remaining dirner in this series is [Ni,(en),(SCN),]I,, which has a 
dih-thiocpanato) structure. The powder susceptibility again fits a model with a 
molecular ground state of total.spin Y = 2 (i.e., ferromagnetic interaction), with an 
intracluster exchange constant of 8.6 K.  Tlus is an  important result because the Ni 
atoms are far apart (0.58 nin) and because they are connected by two rather long three- 
atom bridges. The occurrence ofexchange coupling of the same order of magnitude in 
both ~i,(cn),X,]X, and [Ni,(en),(SCN),]I,, in spite of the great difference in Ni-Ni 
distance (which is about 0 37 nm in the chloride complex), demonstrates the relative 
unimportance of the metal-metal distance in determining the strength of exchange 
interactions, so long as there exist appropriate pathways for exchange coupling 
through bridging ligands. 

Another metal ion which forms many dimers is chromium(II1). The well-known 
kinetic inertness ofCr(I1 I) and the central position that this ion has played In the long 
history ofthe study ofcoordination compounds has allowed the syilthesis ofa number 
of well-characterized molecules with closely similar structures. Thus, there has once 
again been a search for a magnetic/structural chemical correlation. The geometry 
around each chromiun~ is always quasi-octahedral, and the ion has spin Y=$. 
Applying the spin Hamiltonlan H =  -2JS, .S2  in the usual fashion, the ground state 
for antiferromagnetic coupllng has spin SP=O and is non-magnetic. Chromium then 
differs from copper in havinga large number ofexcited states in its exchange manifold; 
the lowest excited state 1s at IJlkl, followed by others at )2J/kl and 13J/kl. Thus,even for a 
relatively small (Jlkl, the effects of exchange will be observable at relatively high 
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temperatures. Zero-field spli~tings, so important for Y = 1 nickel dimers, are typically 
less than a Kelvin for chromium(III), and therefore have been ignored in the data 
analyses ofchromium dimers. The susceptibility equation assuming isolropic exchange 
for 3 mol of dimers is [9] 

This equation is plotted in Fig. 5.10. Occasionally a small term called biquadratic 
exchange is also introduced. This is of the form H'= -j(S, .S,)', and modifies the 
above equation somewhat. The parameter j is typically found as being about 5% of the 
magnitude oTJ, and is best looked upon only as another fitting parameter. 

There are several magneto-structural relationships observed with dihydroxo- 
bridged Cr(II1) dimers but no universal correlat~on has been found as yet. The 
magn~tude of the exchange parameter depends upon the Cr-0-Cr bridging angle [68], 
the Cr-0 bond length [69] and the dihedral angle between the bridge planes [70]. A 
number ofdata have been sumnlarized [71,72] and applied to a model which has been 
constructed to include the different structural parameters. Three fitting parameters 
were required. Any such analysis suffers for the fact that the structural parameters are 
obtained at room temperature while the exchange constants depend on measurements 
at low temperatures. The sens~tivity of the magnetic parameters is quite large, as is 
illustrated by the following discussion. 

The pH-dependent equilibria that p-hydroxy complexes of CrQII) undergo allow 
[73] the synthesis of the related molecules 

where L is the bidentate ligand, 
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The bridging Cr-0-Cr angles at  the 0x0 and hydroxo atoms in 2 are 100.6 and 95.0°, 
respectively, while the dihydroxo-bridged series ofcomplexes has angles of97.6-103.4", 
depending on the anion. Again depending on the sterochemistry of (optically active) L 
and on the nature of the counterion, I is found to have - 21 = 31 to 37cm-I (45-53 K). 
The susceptibility of2  goes through a very broad maximum at about 50-100 K, which 
may be f i t  by Eq. (5.1 1) with -2J =46cm-'  (66K). The data for 3 exhibit a broader 
maximum, at around 170K and could not readily be analyzed. [Equation (5.1 1 )  is 
relatively insensitive to small changes in J when J is large.] The best fit gave 
- 25 E 83 cm- ' (1 20 K). 

The sensitivity of the exchange constant to the Cr(OH),Cr environment is 
illustrated by the series of compounds [(en),Cr(OH),Cr(en),]X., . 2  H,O and 
[(NH3),Cr(OH),Cr(NH,),]X4. 4 H,O, where X is chloride or bromide [74]. The 
coordination spheres are quite similar, yet the ethylenediamine salts have 
-2J-l5cm-'  (22K) while the NH, salts have -25- 1 cm- '  (1.4 K). The hydrogen- 
bonding diners between the two sets of salts, the hydrogen atom in the (en) salts lying 
more or less in the Cr-0-Cr plane. In the (NH,) salts, the hydrogen aton1 is displaced 
out of this plane by an angle of at least 30" but more likely 50-60". This variation 
appears to be the most important parameter in determining the relative exchange 
constants. Again, changing the NH, salt to the dithionate compound 

changes [75] -25 to 6.2cm-' (8.9 K). The difficulties involved in finding a magneto- 
structural correlation are illustrated by the fact that the exchange constant for 

is J = -0.63 cm- when obtained from spectral analysis [74] and - 2.48cm-' (a factor 
of 4 larger) when obtained from susceptibility data [75]. 

Many iron salts have been studied because of the biochemical importance of iron. 
The physical prirlciples are similar to those described earlier, but the manifold ofstates 
is larger for a dimer because the spin is $. We mention three examples from the recent 
Literature. 

Iron(II1) bridged by oxalates as in 

has been prepared [76] and shown to interact with - 25 = 7.2cm- (10.4 K). This is a 
typical value for binuclear iron(II1). Similarly, when iron is bridged by two hydroxy or 
methoxy groups in a Schiff base complex - 2J is found [77] to be 15 or Ibcm- ' 
(22-23 K). This value changes but a small amount as the coordination sphere changes. 
When L is N,N1-ethylenebis(salicylamide) in dihydroxybridged [FeL(OH)], [78], 
-2J= 13.8cm-I (20K). 

All of the above discussion has focussed on the particular metal ion involved, both 
chemically and n~agnetically. Reedljk [79] has actively sought to prepare and study 
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dimers (and clusters) of the several metal ions which are bridged by fluorine atoms. 
These are ofinterest because of the simplicity of the bridging atom, and the inability of 
fluoride to engage in K-bonding. The synthetic problems have been greater, however. 

The decomposition of tetrafluoroborate salts has proved to be a usehl general 
synthetic method. A typical reaction is 

[Co(H,O),] (BF,), + 4  D ~ I P Z - , [ C ~ F ~ ( D ~ ~ P Z ) ~ ]  + 2  BF,. DMPz 

where the solvent is ethanol and DMPz is 3,5-dirnethylpyrazole. This particular 

example has a Co 
yF\ Co core, and is an infinite polymer. An intermediate of 
\F' 

stoichiometry [CoF(DMPzh],(BF,), can be isolated from the above reaction,and this 
material is dimeric with bridging fluorides. The cxchange constant in the dimer is - 1 K 
or smaller, which reflects theconstraincd geometry ofthe CO-F2-Co core, as well as the 
poor superexchange path brnished by fluoride [go]. Several copper compounds with 
CuF,Cu cores [81] likewise have essentially zero exchange interaction. 

There has been a number ofstudies recently which have used orbital models to try 
to explain and predict superexchange interaction,in dimers [82-891. One of the 
questions asked, for example, is what are the conditions for the exchange constant to be 
ferromagnetic in sign? Or, how should an cxchange constant vary as the Cu-OH-Cu 
angle varies in a hydroxy-bridged complex? To  date empirical correlations seem to be 
more successful than a priori prediction. 

One of the more interesting results has concerned complexes of a Schiff base in 
which a Cu(I1) ion is bound, respectively, to Y =$Cr(III) or Y=+Fe(III) by two 
bridging oxygen atoms. It is reported that the CuFc compound exhibits an 
antiferromagnetic interaction while the CuCr compound exhibits a ferromagnetic 
interaction. A detailed orbital picture has been presented to account for this difference 
in behavior [go]. 

One of the criticisms of these models [89] is that the angular dependence of the 
coupling constant on thc angle M-L-M is not necessarily associated with the 
directional properties ofthe ato~nic p and d orbitals. Model calculations show that the 
experimental trends can be explained on the basis of spherically symmetric atomic 
orbitals. 

5.6 EPR Measurements 

One of the principal applications of EPR to the study of transition metal Ions is the 
determination of spin-Hamiltonian parameters 1171. When metal ions are put into 
diamagnetic hosts in small concentration, this is one of the most accurate ways of 
determining g-values and zero-field splittings that are relatively small. Exchange and 
other effects oRen limit the amount of ~nformation that can be obtained by EPR on 
concentrated materials, and so a study [91] of the Cr2Cl;- ion as the Cs ', Et4N +, and 
Pr,N + salts is ofconsiderable interest and illustrates a procedure ofbroad application. 
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The complex ion is formed by the sharing of a face between two adjacent CrC1,- 
octahedra. Thus, the mctal atoms are bridged by three chloride ions, and are 0.312 nm 
apart in the Cs salt. The early powder susceptibility mcasurements [92] go down in 
temperature only to 80 K and so those data are not very sensitive to exchange, which 
was estimated to be 2J/k= - 10K for the usual Hamiltonian, H =  -2JS, .S,. Under 
such an interaction which is antiferromagnetic in sign, two chromiun~(TII)ions o f 9  =+ 

as described above form a manifold of four levels of total spin 0 (at YJ) ,  1 (at YJ),  2 (at 
$J), and 3 (at -3J), where the terms in parentheses refer to the energies of the different 
levels with rcspcct to the free ion levels. With negative J ,  the Y = 0 level lies lowest, the 
other levels are expected to have a Boltzmann population, and so a non-Curie 
susceptibility that goes to zero at T+O is predicted. Each of the several levels is 
expected to give an  EPRspectrum characteristic ofthe total spin of the particular level, 
as in the case of copper acetate, with a zero-field splitting that is once again due to 
anisotropy in the exchange and dipole-dipole forces. For the Csf  salt, only the Y = 1 
level was observed, while the Y=2 state was the only one observed for 
(Et,N),[Cr,CI,]. Spectra were observed from all the manifolds of dimerent total-spin 
with the tetra-n-propylammonium salt, which allowed a large deviation from the 
LandC interval rule to be observed. In particular, in addition to the usual bilinear term 
in S, . S,, it was found necessary for the data analysis to add smaller ternls in (S, . S,)2 
and even (S,.S,)3. These latter isotropic terms may arise not so much from 
superexchange interaction but from the effects of such phenomena as exchange 
striction, the intcraction of exchange with the elastic constants of the crystalline 
material. 'I'he interaction constants werc estimatcd by the temperature variation of the 
intensity, and 2Jlk = - 16 to - 20 K was found for the three compounds, with very little 
exchange coupling between the pairs. Susceptibility data are consistent with this 
interpretation [ 9 3 ] .  

5.7 Clusters 

Thc methods described above are of course applicable to any discrete cluster of 
magnetic atoms. Trimers and tetramers are well-known [I, 9,79,94] and we are limited 
only by the ease of chemical synthesis and the increasing mathematical complexity of 
the problem as the symmetry of the cluster decreases and the interactions increase in 
both number and kind. Thus, consider the metal atom triad of Fig. 5.20, with three 
exchange constants.The metal atoms may or may not be alike,zero-field splittings may 
contribute if the spin is greater than +, and thc exchange constants may or may not be 
the same. Thc more parameters that are introduced, the more detailed must be the 
experimental data in order to separate the different factors contributing to the magnetic 
properties. 
h interesting example is offered by linear tritneric bis(acetylacetonato)nickel(II), 

[Ni(acac),],, which is schematically illustrated in Fig. 5.21. The crystal structure has 

M' 

M Fig. 5.20. Tl~ree metal atoms r ~ t h  inequivalent magnetic exchange 
'1 
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Fig. 5.21. Molecular structure of [Ni(acac),],. From Ref. [96] 

been analyzed in detail [95].  For the isolated trirner, the exchange Harniltonian may be 
written [96] as 

where J is the exchange constant between adjacent nickel atoms (1,2 and 2,3), and J' is 
the exchange term between tlie two terminal nickel atoms (1,3) within the tnmer. The 
spin of the trimeric molecule as well as the order of the energy level manifold depends 
on the relative values ofJ and J', as well as the sign of J .  For example, for positive J, the 
ground state is always paramagnetic, but the spin depends on the value of J1/J. For 
negative J, the ground state is diamagnetic only in the case of0.5 < J'/J < 2 ;  otherwise it 
is paramagnetic. The susceptibility [96] and magnetization [97] of polycrystalline 
samples of the compound have been measured, and the data analysis was found to 
depend sensitively upon whether or not zero-field splittings were included. The 
molecular ground state has a spin Y=3. A ferromagnetic interaction of 
- 21 = 25 crn - ' (36 K) between neighboring nickel ions was determined, as well as an 
antiferromagnetic interaction of - 21 = 9 cm- ' (1 3 K) between the terminal nickel(l1) 
ions. These parameters depend on the determination of a zero-field splitting of the 
Y = 3 trimer ground state of D = - 1.3 cm- ', whch  corresponds to a single-ion zero- 
Geld splitting of -2.17cm-' (-3.1 K). The antiferromagnetic exchange between the 
terminal ions is remarkable for its strength since it involves the interaction of the two 
ions via four ligand atoms. 

The compound [(~S-CsHs)2TiCl]2MnC1,~ 2THF (THF = tetrahydrofuran) has 
also been investigated [37]. This material contains a collinear trirnetallic molecule. A 

coordinate, having a tetrahydrofuran molecule coordinated to it both above and below 
the plane. The entire Ti-C1,-Mn-C1,-Ti unit is planar. The molar magnetic 
moment decreases with decreasing temperature, implying the presence of an exchange 
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Fig. 5.22. Molecular structure of the Lrimeric cation, [Cr,0(CH,C02)b(H20),] , From Ref.[I] 

interaction [-2J-8cm- ' (1 I .5 K)] between the manganese and titanium atoms, but 
the nature of the 1,3-titanium-titanium coupling (if any) could not be elucidated. 

An interesting series of clusters contains the trimeric ion, 
[M30(CH,C02)6(H20)3]+. Compounds where M is Cr or Fe have been studied most 
extensively, and the mixed Cr,Fe 'compound has also been examined. Some of the 
problems raised here are quile illuminating, for they illustrate the difficulty involved in 
studying large clusters. 

The molecular structure [98] of [Cr,0(CI-I,C0,)6(H,0)3]f is illustrated in 
Fig. 5.22. Each Cr3 + ion is nearly octahedrally coordinated by oxygen, and the three 
metal atoms are arranged, at ambient temperature, in an equilateral triangle about a 
central ox~dc anion. Early measurements of the specific heat and susceptibility [99] 
suggested that an antiferromagnetic interactio~~ occurred among the three ions, and 
with a Hamiltonian of the form 

a fair fit to the data o f a  number ofinvestigations was obtained with J/k= - 15 K and a 
between 1 and 1.25. A value ofa dimrent from 1 signifies that the magnetic intcract~ons 
are more like that ofan isosceles triangle than the structural equilateral triangle. Slnce 
the ground state of the system of three Y = 4 ions corresponds to a total net spin of +, 
and is therefore paramagnetic, intercluster coupling is expected to occur at sufIiciently 
low temperatures. Susceptibility measurements provide no evldence for this down to 
0.38 K, however. Attempts to add higher-order interactions [lo01 to fit data better to 
the equilateral triangle model have proved to be invalid [101]. 
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The recent discovery [I011 of a crystallographic phase transition for 

at about 210 K serves to make all the previous data analyses suspect. The specific heal 
was measured over a wide temperature interval (1 3-280 K), but the estimation of the 
latticespecific heat below 20 K, where the major intracluster interaction occurs,depend- 
ed on a fit to the total specific heat between 30 and 100 K, which is a questionable 
procedure. Straightforward application of both the equilateral and isosceles triangle 
models ofintracluster magnetic exchange did not give sat~sfactory Gts to the magnetic 
specific heat, but the obscrvalion of the phase transition led the authors to propose a 
new model for this system. Though a structural equilateral triangle obtains at  room 
temperature, it was assumed that the symmetry was slightly distorted through the 
phase transition processes, but the unit cell ofthe low temperature phase preserves four 
formula units in two sets of equivalent pairs. In other words, two sets of isosceles 
triangles were assumed, and an excellent fit to the magnetlc heat was obtained with the 
following parameters for the spin-Hamiltonian 

H = -2Jo(S, .S2 +S2 . S 3  + S , .  S3)-2J,Sz . S 3  

Set 1: Set 2: 

2J0/k= - 30 K 2Jo f k  = - 30 K 

2 ~ , / k A  -4.5 K U, /k= + 1.5K. 

These results are not inconsistent with any other available data, and the presence oftwo 
sets of units is in fact confirmed [102, 1031 by the analysis of the emission and optical 
spectra. These spectral results also show that intercluster interactions are negligibly 
small (11043. 

The tetranuclcar ion, [Cr,(OH),(en),16 + offers another interesting example of the 
difficulties associated with the study of clusters. In this case, the early magnetic studies 
were interpreted on the basis of the incorrect structural model. It was discovered that 
Pfeiffer's cation, [Cr,(0H),(~n),]~ + , a s  i t  was found in [Cr,(OH),(en),] (N,), . 4  H,O, 
is a Cr, planar rhomboid [IOj], 

with Cr-Cr distances: Cr(l)-Cr(2)= 0.293 nm, Cr(lkCr(3) = 0.361 nm, and Cr(3)-Cr(4) 
=0.655 nm. The structure is illustrated in Fig. 5.23. Using a Halniltonian of the form 
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Fig. 5.23. A vlew of the [ ~ r , ( ~ H ) , ( c n ) , ] ~  + cation From Ref. [ I O S ]  

Fig. 5.24. Effective magnetic moment squared (calcula~ed per [etranuclear  on) vs. temperaturs 
calculated for a tr~gonal planar model (curvc A, Jlk = - 20 K), tetrahedral model (curve I 
Jlk = - 10 K), and planar.rhornbo~d model (curve C, J/k = - 10.5 K, 1 ,2/k = - 20 K). Exper 
mental data are indicated by the c~rcles. From Ref. [I061 
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Fig. 5.25. The magnetic heat capacities 
associated with various models; ---: tri- 
gonal planar; - . - . -: tetrahedral; -: 
planar-rhomboid, J'/J =0.5; - . . . : planar- 
rhomboid, J'/J = 1. From Ref. [107] 

Fig. 5.26. Thc variation of the magnetic heat 
capaclty arising from a planar-rl~omboid 
model with the ratio J1/J;-: J'/J = 1; - - - :  
J'/J =0.75; . .  ..: J1/J=0.55; ---: J'/J =0.45; 

: J'/J =0.25. Prom Ref. [107] 

a fit to the powder susceptibility over a wide temperature interval was obtained [106], 
as illustrated in Fig. 5.24, with parameters 2J/k of about -20 K and 2J1/k of about 
-40K. The large distance between Cr(3) and Cr(4) was assumed to make any 
significant spin-spin interaction between these atoms unlikely. 

Subsequently, the magnetic specific heat of [(C~,(OH),(~II)~] (SO,), . 1014,O was 
obtained [107]. Two broad pcaks were observed, at  about 2.3 and 20 K. In Fig. 5.25, wc 
illustrate the specific heat behavior calculated [107] for several tetrameric models, and 
at least one broad peak is always obtained; in Fig. 526, the specific heat for the planar 
rhomboid model, Eq.(5.15), is illustrated for a variety of ratios J/J'. The magnetic 
specific heat of the sulfate salt resembles these curves, but a final fit to the data was not 
obtained until the new interaction 

H = - 2J1'(S, . S,) 

was also included. The sensitivity ofthe specific heat of this model to the new parameter 
J" is illustrated in Fig. 5.27. The resulting best fit parameters are 
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Fig. 5.27. The vzriation of the magnetic specific heal due to a planar-rhomboid model w~th the 
ratio J " / J ; - - - :  J W / J = 0 ;  . . . .  : J"/J=0.17;-:  JU/J=0.19; - . - . - :  JU/J=0.20 .  From Ref. 11073 

All parameters are antiferromagnetic in sign, and the major interactions are 
comparable in magnitude to those reported by Gray and co-workers. Sorai and Seki 
[I071 also showed that the specific heat is more sensitive at  low tempcratures to the 
effect of the ratio J"/J1 than is the susceptibility. Clearly, a complete magnetic study 
should always involve both isothermal susceptibility and heat capaclty measurements, 
as well as complete structural information. But bulk measurements on systems with so 
many parameters to evaluate often do not present enough structure to allow an 
unambiguous determination, as we shall now see. 

Gudel and co-workers [108-1101 have studied the related molecule 
[Cr,(OD)6(ND,),2]C16. 4 D,O. called rhodoso chloride. The compound was deuter- 
ated in order to allow inelastic neutron scattering experiments to be carried out on it. 
The bilinear exchange terms listed above were included in the data analysis, along with 
the biquadratic terms 

The  susceptibility of polycrystalline malerial is simply not sensitive to all these 
parameters, but they could be evaluated from the neutron measurements. The final best 
values are [I 101 

j" = sel to zero 
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All the interactions are antiferromagnetic and nearest-neighbor exchange is one order 
of magnitude larger than next-nearest-neighbor exchange. Exchange-strlction may be 
responsible for the biquadratic terms. Though the parameters are close to those as 
determined for the Pfeiffer complex, small changes in the J/J' ratio affect the level 
ordering, so that Pfeiffer's salt, as the azide, appears to have a spin-triplet ground state, 
while the rhodoso chloride has a spin singlet lowest. 

h o t h e r  tetranuclear chromium complex which has been studizd [ I  l I ]  is 
[Cr{(OH)2Cr(en)2),] (S20,). 8 H,O. The structure, schematically, I S  

with the coupling scheme as indicated. The spin Iiamiltonian is 

plus biquadratic terms. The square of the magnetic moment for four uncoupled 
chromium(II1) ions with g= 2 is calculated as GO&, but the experimental result, even at 
300 K, is reduced below 5 0 ~ 6 .  This 1s clear evidence for antiferromagnetic exchange 
coupling. As the temperature is decreased, p2  decreases, goes through a minimum near 
50K, and then increases to about 43& at the lowest temperatures. These results 
require that a total spin Y = 3 level lic lowest in energy. The parameter -21 was 
found to be about 17 cm- (24 K) with the next-nearest neighbor exchange (J') of 
about 10% of that value. The data are not sensitive enough to d~scri~ninate between 
zero and non-zero values for the biquadratic exchange terms. We may conclude that 
dihydroxo-bridged chromium(II1) compounds exhibil exchange constants of similar 
order of magn~tude. 

A cluster complex of continuing interest is of the tbrmula Cu,OX,L, where X is 
chloride or bromide and L is, variously, chloride, bromide, pyridlne, or oxygen donor 
such as a phosphine oxide, R 3 P 0 ,  or amine N-oxide, R,NO [ I  12-1 161. The structure, 
illustrated in Fig. 5.28, consists of a regular tetrahedron of copper Ions, at the center of 
which is an oxide ion. Six halogen ions bridge adjacent copper ions of the tetrahedron. 
Each copper has trigonal bipyramidal coordination, d~storted to varying degrees 
depending on the axial ligand L. Though the exchange ~nteract~on between the copper 
atoms is substantial, it is impossible to dist~nguish the relative importance of the 
Cu-0-Cu and Cu-X-Cu exchange pathways. Several orbital and exchange models 
have been proposed [I  12-1151 to lit the available magnetlc susceptibility data, the 
problem of concern being that the magnetic moment p,,,(T) decreases monotonically 
with decreasing temperature for some of the compounds, while it passes through a 
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0 0 

0 Cu 

• x Fig. 5.28. Molecular structure of the tetranuclear copper(l1) cluster 
o L complex [Cu,OX,L,] 

maximum at  low temperatures for others. It is not possible to explain the maximum in 
p,,,(T) in terms of intracluster isotropic exchange with equivalent coupling constants. 
Intercluster exchange interactions appcar to be negligibly small. 

Recently, a model has bcen proposed [116] that allows the available data for 8 
cornpounds to be fit. It allows for the magnetic effects of distortion from the mean, 
approximately tetrahedral, configuration of the Cu,OX,L, molecules. I t  assumes that 
the exchange constant J(d) between two copper atoms in the cluster may be written as 

where d is a distortion vector and J(0) is the cxchange constant in the absence of 
distortion. It is assumed that the distortion is small but that (aJ/ad), is large and 
isotropic. T o  the extent that this relationship is valid, magnetic exchange becomes a 
cause of distortion from tetrahedral symmetry. The model was further extended to 
modify this static picture by introducing dynamic distortions that interconvert 
equivalent configurations, or fluxionality. Fluxionality is expected in tetrahedral 
systems such as these since any distortion that lowers the symmetry occurs along a 
degenerate vibrational normal mode. Three possibilities arise: I )  slow tluxionality, in 
which the energy barrier between different configurations is so high that the system will 
be effectively nonfluxional; 2) fast fluxionality, with a low barrier, and 3) temperature- 
dependent fluxionality. All three cascs were found among the eight compounds. 

5.8 The Ising Model 

The Hamiltonian we have used so far for magnetic exchange is, as mentioned earlier, an 
isotropic one and is often referred to as the Heisenberg model. We may rewrite 
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explicitly as 

and observe that the case with y = I, the Heisenberg model, corresponds to usingall the 
spin-components of the vectors S, and S,. A very anisotropic expression, called the 
Ising model, is obtained when y is set equal to zero. This may appear 3s a very artilicial 
situation, and yet as we shall see, the Ising model is exceedingly important in the theory 
of magnetism as well as in other physical many-body problems. This is true, in part, 
because solutions of the Ising Hatniltonian are far more readily obtained than those of 
the Heisenberg Hamiltonian. The history and application of the Ising model have been 
reviewed [117]. 

The Ising model is the simplest many-particle model that exhibits a phase 
transition. However, for an extended three dimensional lattice, the calculations are so 
cotnplicated that no  exact calculations have yet been done; the phase transition does 
not occur in one-dimension with either the I s~ng  or Heisenberg models, as we shall see 
in Chap. 7. In a two-dimensional lattice, the Ising model does exhbit  a phase transition, 
and several physical properties may be calculated. Although it may not appear 
physically realistic, it will be useful to introduce the Ising model here and to illustrate 
the calculations by calculating the susceptibility of an isolated dimer. 

The essence ofthe Ising model is that spins have only two orientations, either up or 
down with respect to some axis. We consider only the.operator S,, with eigenvalues ++ 
and -4 and so  a dimer will exhibit but four states: + f, + 1; + t, - f ; -3, +f ;and - 9 ,  
- +. For the pair, we choose as the Hamiltonian 

which has eigenvalues which may be obtained by inspection, 

- (J/2 + g ~ l e H 3  

J/2 (twice) 

and we may write the partilion hnction as 

The molar magnetization M is defined as 

and thus straightforward calculation leads to 

N ~ P ,  s i n h k ~ ~ H J k T )  M =  - 
e ' I k T  + cosh(gpgH JkT)  ' 
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Since 

we find 

or in the limit oT zero-field 

Note that this solution is actually only I , , ,  the susceptibility parallel to the z-axis, and 
refers to a mol of dimers; an  additional factor of 2 in the denominator is required in 
order to refer to a mol of magnetic ions. The behavior of Eq. (5.20) is compared with 
that of Eq.(5.7) in Fig. 5.29. A general discussion has been published [I  183. 

The specific heat per mol of ions of the two-spin Ising system at zero field is easily 
calculated from Eq. (3.18) and Eq.(5.18), above, as 

Fig. 5.29. Magnet~c susceptibility of'd~rners of 
Y=+ ions coupled in the Heisenberg (dashed 
curves) and Ising (drawn curves) approxi- 
mations [Eqs. (5.7) and (5.2011. IJ/kl= IOK 
with a :  J>O and b :  J < O  

Fig. 5.30. Specific heat of dimers accord~ng to the 
Heisenberg(drawn curve)and Ising (dashed curve) 
approximations [Eqs. (5.5)and (5.2111, IJ/kl= IOK 
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a n d  Eqs. (5.5)and (5 .2 l )are  compared  in Fig. 5.30. To date ,  there are  n o  relevant da t a  to 
compare  this theory with experiment, although this model  has  been a p p l ~ e d  t o  the 
tetrameric c o m p o u n d  cobal t  acetylacetonate [ I  191 
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6. Long Range Order. 
Ferromagnetism and Antiferrornagnetism 

6.1 Introduction 

We now extend the concept of exchange to include interactions through a three- 
dimensional (3D) crystalline lattice. The interactions themselves are short-ranged, and 
probably are important only for the first through fourth nearest neighbors, but the 
effects are observed over large distances in a sample. Transitions to long-range order 
from the paramagnetic state are characterized both by characteristic specific heat 
anomalies and by susceptibility behavior quite different from what has bcen described 
above. In other words, the transition from the paramagnctic state to a magnetically 
ordered state with long-range correlations between the magnetic moments is in fact a 
phase transition. 

Ifthe moments on a given lattice are all aligned spontaneously in the same direction, 
then thc ordered state is a ferromagnetic one. No external field is required for this 
ordering, and in general an external field will destroy a ferromagnetic phase. The 
spontaneous ordering of spins persists below a certain critical (Curie) temperature, 
usually called T,, and the susceptibility obeys a Curie-Weiss law at temperatures wcll 
above T,, where the spins act as a paramagnetic system. One ofthc interesting facts here 
is that some of the phenomena associated with the phase transition, such as the specific 
heat anomaly, are spread over exceedingly small temperature intervals. 

Qualitatively, t h s  is what is happening: At high temperatures, the paramagnetic 
spins are uncorrelatcd, which means that their relative spin orientations are completely 
random. That is, a paramagnet is Lhe magnetic analogue of an ideal gas. Just as 
intermolecular interactions become more important in a gas as the temperalure is 
lowered towards the boiling point or the pressure is increased, magnetic interactions 
become more important as kT decreases and becomes comparable to the exchange 
constant J. In a classical model, the spontaneous magnetization in a ferro~nagnet would 
be zero above T,  and then increases below T,  to the maximum possible or saturation 
magnetization at  T=O. 

In reality, short-range correlations among the moments begin to accumulate even 
above L a n d  this is called short-range order. The magnetization increases from zero as 
the temperature drops below T,, but does not reach the saturation value until well 
below T,; this will be illustrated below. Thus the increase in order is a continuous 
Function of T (at T <  T,) and perfect alignment is achieved only at 0 K. 

A ferromagnetically aligned material actually breaks up into microscopic domains; 
in each domain, all the spins have the same alignment, but each domain is differently 
oriented than its neighbors. This decreases the free energy ofthe system. The subject of 
domains is discussed more thoroughly by Morrish [I] .  
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6.2 Molecular Field Theory of Ferromagnetism [ I ]  

The magnitude of the spontaneous magnetization M 0fa fcrromagnet is very large. The 
molecular Celd theory (MFT) assumes then that there is some sort ofinternal magnetic 
field H, which orients the spins, while ofcourse thermal agitation opposes this effect. 
The temperature T,  is that tcmperature above which the spontaneous magnetization 
loses the battle. An estimate of a typical H, may be obtained by equating the two 
energies at  T,, 

and for metallic iron, T,- 1000 K, g-2 and Y - I ,  and SO 

which is larger than any laboratory field. The value ofH, calculated is also larger than 
any dipole field, and requires the quantum concept ofexchange in order to explain it. 

Weiss introduced the MFT concept by assuming the existence of an internal field 
H, whch is proportional to the magnetization, 

where A is called the Wciss field constant. Restricting the discussion to temperatures 
above T, for the moment, assume that the Curie law holds, but now the total magnetic 
field, HT, acting on the sample is the sum of H, and the external field, H,,,. 

Multiplying through and rearranging, 

or 

= M/H,,, = C/(T - AC) , 

which is an exact result. When He,, =0, M is not zero at T,  (because of H,) and so 
Eq. (6.3) yields under these conditions, T,  = AC and 

which is the Curie-Weiss Law. Recall that Eq. (6.5) applies only above T,, and that it is 
usually written as 
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which suggests that O / T ,  = 1. While Eqs. (6.5) and (6.6) illustrate the close relationship 
between a Curie-Weiss 0 and ferromagnetic exchange, few real materials obey the 
relationship between 8 and T,  exactly. 

Now let us turn to the spontaneous magnetization in the ferromagnetic region, 
TcT,. Recall [Eq. (AI.l)] that (using 9 again as the total angular momentum 
quantum number) 

with 

and writing 

HT= Hex, + AM, 
then 

'I = ~PB(H,,, + W I k T .  

Let us examine the spontaneous behavior by setting He,, =O.  Now, 7-t w as T+0, and 
recall that 

so that 

the maximum M possible, and taking ratios, 

But, we also have from Eq. (6.7) that 

when He,, = 0, or 

which gives another expression for the ratio of M(T) and M(O), 
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Fig. 6.1. Graphical method for the deter- 
mination of the spontaneous magneti- 
zation at a temperature T 

Equations (6.8) and (6.9) provide two independent relationships for M(T)/M(O), and so 
there must be two solutions at a given temperature. A trivial solution is obtained by 
setting the ratio equal to zero. The other solution is usually found graphically by 
plotting both ratios vs. q and finding the intersection. This method is sketched in 
Fig. 6.1. Notice that for temperatures above T,, the only intersection occurs at the 
origin which means that the spontaneous magnetization vanishes. This is consistent 
with the model. The curve for T= T, corresponds to a curve tangent to the Brillouin 
function at  the origin, which is a critical temperature, while, at T <  T,, the intersections 
are at T=O and the point P. 

Earlier we derived the relation for the Brillouin function as a hnction of the total 
angular momentum, f 

for q @ 1, and so the initial slope ofB,(q)vs. q is + 1)/3. From Eq. (6.9) the initial slope 
is kT/Ng2p; f I ,  and so, equating the two initial slopes at T =  T,, 

we see that 

which predicts an increase in transition temperature with increasing total angular 
momentum and molecular field constant. Furthermore, substituting into Eq. (6.9), we 
have 

which is a universal curve which should be applicable to all ferromagnets [I], and is 
illustrated in Fig. 6.2 for several values of /. 

Although the exacl shape of this curve is somewhat in error [2], the general trend 
agrees with experiment, and in particular shows that the picture oftotally aligned spins 
which are often drawn are really applicable only a s  T+O. 
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Fig. 62. The spontaneous mag- 
netization as a funcllon of tcm- 
perature. The curves are ob- 
tained from theory; the points 
represent exper~mental data 

rhermal Effects 

.dered substance - whether it be a ferromagnet or an antiferromagnet - has 
lete spin order at  (and only at) OK. As the temperature increases, increasing 
al energy competes with the exchange energy, causing a decrease in the maguetic 
, or increasing the disorder. Or,  to put it another way, since the Third Law 
.es that theentropy ofa substance bezero at 0 K,as the temperature increases spin 
ations will decrease and the entropy of the magnetic system increases, and so 
must be a magnetic contribution to the specific heat. T h ~ s  follows from the well- 
n equatlon 

: the symbol S, will be used for the magnetic entropy. Alternatively, look at the 
n as il is cooled down. As the spin system becomes more correlated, the entropy 
decrease. The result is as shown in Fig. 6.3, the specific heat rises smoothly as T,  is 
)ached from below and drops discontinuously, as it n ~ u s t  by MFT, at  T/7; = 1.  

1 Fig. 6.3. The molecular-field variation of the mag- 
netic specific heat with temperature (full linc), con)- 

/' ', pared with the measured values for nickel (broken . 
M ' line), to which the molecular-field results are scaled 

/ - 
- 4 -  

t .O for the bcst lit. From Ref. [4] 
) TITc . 0.5 
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Since the M F T  takes no account of any short range order correlations above T,, there 
can be no entropy acquired above T,. A comparison of the magnetic specific heat of 
nickel with the MFT curve shows that, though the broad features are similar, ~c 
experimental data rise more sharply (for T <  T,) and fall more slowly (for T >  q). The 
magnetic specific heat of nickel above T,  is due primarily to short-range order effects, 
presaging the onset of long-range order, and these effects are completely neglected by 
the classical theory. These results are typical of all long-range order magnetic 
transitions. 

6.4 Molecular Field Theory of Antiferrornagnetism [ l ]  

Theexchange energy is very sensitive to thespacing ofthe paramagnetic ions,as well a s  a 
number of other factors such as the nature of the superexchange path, and most 
magnetic insulators (i.e., the transition metal compounds which are the subject of this 
book) d o  not order ferromagnetically. Rather, neighboring spins are more frequently 
found to adopt an anti-parallel or antiferromagnetic arrangement. The paramagnetic- 
antiferromagnetic transition likewise is a cooperative one, accompanied by a 
characteristic long-range ordering temperature which is usually called the Neel 
temperature, TN. However, we adopt the convention ofde Jongh and Miedema 123 and 
use T,  as the abbreviation for a critical temperature, whether the transition be a 
ferromagnetic or antiferromagnetic one. This is in part acknowledgement that much of 
the theory in use is independent of the sign of the exchange as well as because of the fact 
that, as we shall see, short-range ferromagnetic interactions are sometimes quite 
important for substances which undergo long-range antiferromagnetic ordering. 

We may consider the typical antiferromagnet as consisting of two interpenetrating 
sublattices, with each sublattice uniformly magnetized with spins aligned parallel, but 
with the spins on one sublattice antiparallel to those on the other. Asimple cubic lattice 
of this type is illustrated in Fig. 6.4, taken from Ref. [4]. This model implies that the 
important quantity is not the magnetization of the sample as a whole, for this should 
vanish at  low temperatures in a perfect antiferromagnet. Rather it is the magnetization 
ofeach sublattice which is important, and this should behave in a fashion similar to that 
already described for a ferromagnet. The sublattice magnetizations cannot be 

/ - I / - 
0 I 

P'----- 
I Fig. 6.4. Antiferrornagnetism in a simple cublc 

laltice. The spins of the ions at the corriers of 
the small cubes are arranged so that they form 
a series of interpenetrating cubic lattlces with 
double the cell size. Three of these large cubes 
are shown, in heavy outline (ions denoted by 
circles), dashed line (ions denoted by triangles), 
dotted line (ions denoted by squares). The ions 

I ,- at  the corners of any one large cube have all 
their spins parallel. From Ref. [4] 
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measured by a macroscopic technique such as magnetic susceptibility, but require a 
microscopic procedurc. This would include neutron scattering and nuclear resonance 
experiments [ I 4 ] .  

The MFT is used as above, but it is assumed that ions on one sublattice (A) interact 
only with ions on the B sublattice, and vice versa. Then, the field HA acting on the A 
sublattice is 

while similarly, 

The negative signs are used because antiferromagnetic exchange effects tend to destroy 
alignment parallel to the field. Above T,, the Curie Law is assumed, and one writes 

and the total magnetization is M = M A  + ME. Following procedures (11 similar to 
those used above, a modified Curie or Curie-Weiss law is derived, 

where 0' is AC/2 in this case. Note the sign before the 8' constant, which is opposite to 
that found for ferromagnets. Again, MFTsays that TJ@- 1, which is generally not true 
experimentally. Note also that any interaction with next-nearest or other neighbors has 
been ignored. 

It is probably worth reminding the reader that thc common empirical usage ol the  
Curie-Weiss law writes it as 

and a plot of X - '  vs. T yields a positive 8 for systems with dominant ferromagnetic 
interactions, and a negative one lor antiferromagnetic interactions. 

O n  the other hand, it has been pointed out [ 5 ]  that writing the Curie-Weiss law as 

is a moreconvenient way ofdetermining the Curie constant. A plot of(XT)-' vs. T- ' is 
astraight line (when T 9  8)and yields directly the reciprocal ofthe Curie constant when 
we let T -  ' -10. Ohis assumes that corrections have been made for both diamagnetism 
and temperature independent paramagnetism.) Furthermore, this procedure is a more 
sensitive indicator of the nature of the exchange interactions. 

A list o l a  representative sample of antiferromagnets will be found in Table 6.1 ; 
more extensive tables are found in Refs. [6-81. 
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Table 6.1. Some antiferromagnctic substances. 

Substance K, K Substance K, K 

NiCIz 52 
NiCl,. 2 H,O 7.258 
NiC1,. 4 H 2 0  2.99 
NiCI, . 6 H 5.34 
MnCI, 1.96 
MnCI, . 2 H 2 0  6.90 
MnC12 .4H20  1.62 
MnCI, . 4 D 2 0  1.59 
CoCI2 25 
COF, 37.7 
CoC12. 2 H 2 0  17.5 
CoCI2. 6 H 2 0  2.29 
CuC1,. 2 14,o 4.35 
Rb,MnCI,. 2 H,O 2.24 
Rb,NiCl,. 2 H,O 4.65 
Cs,MnCI,.2 H,O 1.86 
MnBr,. 414,O 2.125 
CoBr, , 6 H 2 0  3.150 
CoBr, . 6 D,O 3.225 
MnO 117 
MnF, 67.4 
CsMnC1, . 2  I-I,O 4.89 
CsMnRr, . 2  H,O 5.75 
Cs,MnBr,.2 H,O 2 82 
CoCs,Cl, 0.282 
CoCs,Br, 0.523 
CoRb3C15 1.14 
CoCs,CI, 0.222 
RbMnF, 83.0 
CsNiCI, 4.5 
KNiF, 246 
CrzO, 308 
CrCI, 16.8 
CrBr, 32 
CrCs,CI,. 4 H,O 0.185 
Cr(CH,NH,)(SO,), . I 2  HzO 0.02 
CoO\lH,),(SO,)z .6 H z 0  0.084 
Ir(N1-I4),CI6 2.15 
IrK,CI, 3.08 
IrRb,CI, 1.85 

As with ferromagnetism, the onset ofantiferrornagnetism causes a sharp anomaly in 
the magnetic specific heat. It is frequently bshaped and is found to occur over a small 
temperature interval. A typical set of data, in this case for NiC1,.6H2O [ 9 ] ,  is 
illustrated in Fig. 6.5. The observation ofsuch a A-shaped curve is adequate proof that a 
phase transition has occurred, but ofitselfcannot distinguish whether the transition is 
to an antiferromagnetic or ferromagnetic state, or  whether the transition is in fact 
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T (K) 

Fig. 65. Specific heat of NiCI, . 6  H,O. From Ref. [9] 

magnetic in origin. Further experiments, such as susceptibility measurements, as well 
as the specific heat measured in an external magnetic field, are required before the 
correct nature of the phase transition may become known. The reader will also notice 
the important lattice specific heat contribution in these data. 

A general discussion of specific heats of magnetically ordered materials has been 
provided by Cracknell and Tooke [lo]. 

Now, an  antiferromagnetic (AF) substance will generally follow the Curic-Weiss 
law above T,. Ifit is a cubic crystal and ifg-value anisotropy and zero-field splitlings are 
unimportant, the susceptibility ,y is expected to be isotropic. As T,  is approached from 
above, single-ion effects as well as short range order effects may begin to cause some 
anisotropy, and below T,  a distinctive anisotropy is required by lheory and found 
experimentally. Thus, the following discussion concerns only measurements on 
oriented single crystals, and should not be confused with crystalline Iield anisotropy 
effects. 

Imagine a perfect antiferromagnetically aligned crystal at OK. There is some 
crystallographicdirection, to bediscovered only by experiment and called the preferred 
or easy axis, parallel to which the spins are aligned. The easy axis may or may not 
coincide with a crystallographic axis. A small external magnetic Geld, applied parallel 
lo the easy axis,can cause no torque on the spins, and since the spins on the opposilely- 
aligned sublattices cancel each other's magnetization, then zII = O  at T=O. Note that 
"parallel" in this case denotes only the relative orientation of the axis of the aligned 
spins and the external field. As the temperature rises, the spin alignment is upset as 
usual by thermal agitation, the external Geld tends to cause some torque, and an 
increasing xll is observed. 

This molecular field result is illustrated in Fig. 6.7 where it will be seen that this 
theory assigns T, to that temperature at  which z has a maximum value. Vhis is different 
from the result which will be discussed below.) 
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Fig. 6.6. The magnetization of an antiferromagnet when 
the field is applied a t  right angles to the spin orientation. 
Each sublatticc rotates through a small angle 4, yielding a 
net niagnetic moment . 

- xm'* 

& - 

Fig. 6.7. The temperature-dependence of 
susceptibility Gom a molecular-field 
model of an antiferromagnetic crystal. 
The single-crystal and powder values are 
~ndicated. From Rcf. [4] 

A Geld applied perpendicular to the easy axis tends to cause spins to line up, but 
(Fig. 6.6) the net resulting couple on each pair ofdipoles should be zero. The net result 
of this effect is that X ,  remains approximately constant below T,, especially in the 
molecular field theory (Fig. 6.7). A typical set ofdata [3] is illustrated in Fig. 6.8, where 
the described anisotropy is quite apparent. Notice also that the susceptibility of a 
powder is described as 

and so ( x )  at  0 K is 4 its value at the temperature at which it is a maximum. Equation 
(6.15) also requires that (g2)=(gi +2g:)/3. 

The MFT also yields [ I  I ]  two other equations of some interest: 

and, in the limit of zero field for the usual easy-axis antiferromagnet 
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T (K) 

Fig. 6.8. The susceptibility of MnF, parallcl and perpendicular to the [OOI] axis of the crystal 
(data of S. Foner). From Rcf. [3] 

In Eq. (6.16), 8 is the Curie-Weiss constant, Y is the spin, J l k  the exchange constant in 
Kelvins, and z the magnetic coordination number of a lattice site. The parameters in 
Eq. (6.17) have been defined, and the equation applies to X ,  at T=OK. Both 
relationships show the intimate correlation between the observable parameters and the 
exchange constant. 

It is important to distinguish the ordering temperature, T,, frorn the temperature at 
which a maximum occurs in the susceptibilities. They are not the same, contrary to 
the molecular field result illustrated in Fig. 6.7. Fisher [I21 showed that the 
temperature variation of the specific heat c(T)  of an  antiferromagnet is essentially the 
same as that of the temperature derivative of the susceptibility. He established the 
relation 

where the constant of proportionality A is a slowly varying function of temperature. 
This expression implies that any specific heat anomaly will be associated with a similar 
anomaly in ~(TX~~)/BT. Thus the specific heat singularity (called a A-type anomaly) 
normally observed at the antiferromagnetic transition temperature T,  (see below) is 
associated with a positively infinite gradient in the parallel susceptibility at T,. The 
maxilnum in which is observed experimentally in the transition region must lie 
somewhat above the actual ordering temperature, and the assignment of T,  to T,,, by 
the MFT is due, once again, to the exclusion of short-range order effects. The exact 
form of Eq. (6.18) has in fact been substantiated by careful measurements [13] on 
CoC1,-6H20 and on MnF, [14], and agrees with all othcr known measurements. 

This may be an appropriate place to point out that there are some qualitative 
correlations between magnetic dilution and T, that are interesting. Anhydrous mctal 
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compounds order at  higher temperatures, generally, than do the hydrates; the metal 
atoms are usually closer together in compounds such as NiCI, than in the several 
hydrates, and water ~Sually does not furnish as good s~lperexchang~ paths as d o  
halogen atoms. The first four entries in Table 6.1 are in accord with the suggestion, 
though the lack ofan exact trend is clear. The ordering temperature will clearly increase 
with increasing exchange interaction, but there are no simple models available which 
suggest why, for example, T,  for NiC1,.6H20 should be higher than that for 
NiCl, .4H20. The determining factor is thc superexchange interaction, and this 
depends on such factors as the ligands separating the metal atoms, the distances 
involved, as well as the angles of the metal-ligand-metal exchange path. The single-ion 
anisotropy is also a contributing factor. 

Anl~ydrous MnCI, has an unusually low transition temperature for such a 
magnetically concentrated material. 

The molar entropy change associated with any long-range spin ordering is always 
AS,= R ln(2Y + l), where we may ignore Schottky terms for the moment. Once the 
magnetic specific heat is known, it may be integrated as in Eq. (6.12) in order to obtain 
the magnetic entropy. The full R ln(2Y + 1)ofentropy is never acquired between 0 < T 
< T, because, although long-range order persists below T,, short-range order effects 
always contribute above T,. Calculations [ I  11 for Y =f face-centered cubic lattices in 
either the Ising or Heisenberg model, for example, show that respectively 14.7 and 
38.2% of the total entropy must be obtained above T,. As an example, the entropy 
change [9] for magnetic ordering in NiCI, . 6  H,O is illustrated in Fig. 6.9; only 60% of 
the entropy is acquired below T,. 

As was mentioned in Chap. 3,  the magnetic ordering specific heat contribution 
follows a T - *  high temperature behavior. In fact [ I  I], the relationship is 

which again allows an estimation of the exchange parameter, J/k 
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6.5 Ising, XY, and Heisenberg Models [2, 111 

The molecular field theory offers a remarkably good approximation to many of the 
properties of three-dimensionally ordered substances, the principle problem being that 
it neglects short-range order. As short-range correlations become more important, say 
as the dimensionality is reduced from three to two or one, molecular field theory as 
expected becomes a worse approxi~nation of the truth. This will be explored in the next 
chapter. 

In order to discuss exchange at  the atomic level, one tnust introduce quantum- 
mechanical ideas, and as has been alluded to already, we require the Harniltonian 

The mathematical complexities of finding an  exact solution of this Hamiltonian for a 
three-dimensional lattice which will allow one to predict, for example, the shape ofthe 
specific heat curve near the phase transition, are enormous, and have to date prevented 
such a calculation. On the other hand, the careful blending of experilnent with 
numerical calculations has surely provided most of the properties we require [23. For 
example, the specific heats of four isomorphiccopper salts, all ferromagnets,are plotted 
on a universal curve in Fig. 6.10. It is clear 12, 153 that the common curve is a good 
approximation of [he body-centered cubic (b.c.c.) Heisenberg ferromagnet, spin Y =+, 
whose interactions are prin~arily nearest neighbor. 

The first approximation usually introduced in finding solutions of Eq. (6.20) is to 
limit the distance of the interactions, most commonly to nearest neighbors. The 

14 
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Fig. 6.10. Heal capacities of four ison~orphous ferromagnetic copper salts (9 =+). From Ref. [2] 
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dimensionality of the lattice is also ofspecial importance, as will also be discussed in the 
next chapter; in particular, the behavior of the various thermodynamic quantities 
changes more between changes of the lattice dimensionality (1, 2, or 3) than they d o  
between direrent structures (say, simple cubic, face-centered cubic, body-centered 
cubic) of the same dimensionality. The last choice to be made, and again a significant 
one, is the choice of magnetic model or approximation to be investigated. There are 
three limiting cases that have been extensively explored. Two of these, the Ising and 
Heisenberg models, have been introduced already; the third, the XY model, is also of  
some importance. Expanding Eq. (6.20), 

the Heisenberg model lets J a y  = J,. When I,, is zero, the lsing model obtains,and the XY 
model is found when J ,  is set equal to zero. There are experimental realizations ofeach 
of these limiting cases, as well as of a number of intermediate situations. 

Isotropic interactions are required in order to apply the Heisenberg model, and 
this suggests first of all that the metal ions should reside in sites of high symmetry. In 
veiw of all the possiblc sources of anisotropy - thermal contraction on cooling, 
inequivalent ligands, low symmetry lattice, etc. - it is surprising thal there are a number 
of systems which d o  exhibit Heisenbcrg behavior. Clearly, single ion anisotropy, 
whether it be caused by zero-field splittings or g-value anisotropy, must be small, and 
this is why the S-state ions Mn2+,  Fe3+,  Gd3 ', and Eu2 +, offer the most likely sources 
ofHeisenberg systems. Recall that g-value anisotropy is related to spin-orbit coupling, 
which iszcro, to first order,for these ions.Not every compound ofeach oftheseions will 
necessarily provide a realization of the Heisenberg model. For example, 
MnBr, . 4  H,O is much more anisotropic than the isostructural MnC1,. 4 H 2 0 .  
Copper(I1)offers the next-best examples ofHeisenberg systems that have been reported 
because the orbital conlribution is largely quenched. Being an Y =$ system, there are 
no zero-field splittings to complicate the situation, and the g-value anisotropy is 
typically not large. For example, gll = 2.38 and g, = 2.06 for K,CuC1,, 2 I1,O. 
Trivalent chromium and nickcl(11) are also potential Heisenberg ions, though only in 
those compounds where the zcro-field splittings are small compared to the exchange 
interactions. 

Ising ions require large anisotropy, and since the magnetic moment varies with the 
g-value,it is possible to take g-value anisotropy as a reliable guide to finding Ising ions. 
The large anisotropy in g-values ofoctahedral cobalt(I1) was mentioned in Chap. 2, and 
this ion provides some of the best examples of Ising system. Similarly, tetrahedral 
cobalt(l1) can be highly anisotropic when the zero-field splitting is large, and forms a 
number of Ising systems. Thus, Cs3CoC1, has 2D/k= - 12.4K, and with Tc=0.S2 K ,  
this compound follows the Ising model [16]. O n  the other hand, if the zero-field 
splitting of tetrahedral cobalt(I1) is small compared to the exchange interactions, then it 
should be a Heisenberg ion! If, however, the zero-field splitting is large and positive, 
then tetrahedral cobalt(I1)may by an XY-type ion. This will be discussed in rnore detail 
in Sect. 6.13. 

Because of zero-field splittings, Dy3+ is also frequently an Ising ion [2]. The 
presence of anisotropy is more important than the cause of it in a particular sample. 
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Table 6.2. Critical entropy parameters of theoretical 3D Ising models, Y =$, and their 
experimental approximants. The numbers in parentheses refer to the number of nearest magnetic 
neighbors. 

Compound or model J/k(K) 7%) TJe SJR (S,-S,)/R (Sm-Sc)/Sc 

Is~ng, diamond (4) 
Ising, s.c. (6) 
Ising, b.c.c. (8) 
Ising, f.c.c. (12) 
MFT (a) 
Rb,CoCI, -0.511 1.14 
C S ~ C O C I ~  -0.222 0.52 
[Fe(C,I.1,N0)6] (CIO,), -0.32 0.719 
DYPO4 - 2.50 3.390 
D Y ~ A I ~ O ,  z - 1.85 2.54 
DYAO, - - 2  3.52 

The way to characterize the magnetic model system to which a compound belongs 
is to compare experimental data with the calculated behavior. For example, since some 
short-range order above T,  presages even three-dimensional ordering, it is interesting 
to observe that the amount of that short-range order depends on the nature of the 
lattice, as well as the magnetic model syslem. Thus, the entropy change AS,/R 
=ln(2,5P+ 1) may be 0.693 for Y = f ,  but only 0.5579/0.693 x 100= 80.5% of t h s  
entropy change is acquired below T, for an Ising simple-cubic lattice. This amount is 
called the critical entropy. Table 6.2, largely taken from the extensive article [2] of 
de Jongh and Miedema, reports some of the critical properties of 3D Ising models and 
compounds. The total entropy to be acquired by magnetic ordering for Y = j  system 1s 
Sm=0.693R, and S, indicates the amount of entropy acquired below T,. One fact 
immediately apparent from the calculations is that some 15-25% of the entropy must 
appear as short-range entropy,above T,. Increasing the spin Y ofa system increases the 
total entropy change of the system from T=O to T= co. Nearly all this increase in 
entropy takes place in the region below the critical temperature. 

The isomorphous compounds Cs,CoCI, and Rb,CoCI, provide two of the best 
examples of three-dimensional Ising systems [2, 16, 173. The structure [18], shown in 
Fig. 6.1 1, consists of isolated tetrahedral C o x -  units, along with extra cesium and 
chloride ions. All the magnetic ions are equivalent, and although the crystal is 
tetragonal, each Co ion has six nearest Co neighbors in a predominantly simple-cubic 
environment. As has been pointed out above, 2Dlk is large and negative in the ccsium 
compound, and appears [17] to be negative and even larger in magnitude in the 
rubidium conipound. Thus, only the IS,) = I  +Q) states are thermally populated and 
need be considered, g, =0, and the two systems meet the requirements of being Ising 
lattices witheflective Y = f .  The ordering temperatures are 0.52 K (Cs)and 1.14 K (Rb), 
and the specific heats of both systems are plotted in Fig. 6.12 on a reduced scale. Vhe 
Schottky contribution lies at  much higher temperatures, and the lattice contribution is 
essentially zero at  these temperatures.) The curve is a calculated one, based on series 
expansion techniques, for a 3D lsing lattice, and perfect agreement is obtained for the 
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Fig. 6.11. Crystal 
From Ref. [I81 

Fig.6.12. Heat capacit~cs of CoRb,CI, and CoCs,C15 
conlpared with lhc thcorctical prediction for the simple 
cubic Ising model. From Rcf. [2] 

rubidium system. The lower ordering temperature of the cesium compound causes 
dipole-dipole interactions (Sect. 6.6) to be more important, which probably causes the 
small discrepancies; another way of putting this is that in the cesium compound, a 
larger effective number of neighbors must be assumed, which suggests that it may be 
closer to a b.c.c. Ising system. 

Another three-dimensional lsing system which has recently been studied is 
[Fe(C,H,NO),] (CIO,),, where the ligand is pyridine N-oxide. Because oflarge crystal 
field splittings, the ,D state is split such that there is a doublet ground state with the 
lowest lying excited state some 154 K higher in energy. The ground statedoublet is very 
anisotropic, with gII  -9.0 and g, -0.6, and so Ising behavior was anticipated. This was 
substantiated by specific heat [19] and susceptibility measurements [20]. Indeed, the 
system is so anisotropic (yll so much greater than x,) that the susceptibility of the 
polycrystalline powder could be taken as characteristic of x , ,  alone. 
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Let us turn now to the Heisenberg model, in Table 6.3, which is also taken from 
de Jongh and Miedema [2]. Calculations for the Heisenberg model are more difficult 
than those for the Ising mode1,and thus only Y =+ and Y =  r n  are listed, the latter case 
corresponding to a classical spin. The experimental examples listed are those whose 
anisotropy amounts to 1% or less. Notice immediately that SJR is smaller for the 
Heisenberg model than for the Ising model, which says that short-range ordering is 
more important in the Heisenberg system. For a givcn spin Y,  the tail of the specific 
heat curve above T,  is nearly three times as large as for the Ising model. The ratio TJO 
also indicates this. Furthermore, short-range order effects are also enhanced by the 
lowering of thc spin, 9'. Incidentally, Y = m corresponds to the classical limit for spin 
and is often approximated by spin Y =$ or 2 systems. 

From the experimentalists' point ofview, the problem with the Heisenberg model is 
to find materials that are sufficiently isotropic to warrant application of the avadable 
theory. Acubic crystal structure, for example,is obviously a preferable prerequisite, yet 
a material that is of high symmetry at room temperature, which is where most 
crystallographic work is done, may undergo a crystallographic phase transition on 
going to the temperature where the magnetic effects become observable. Single ion 
anisotropies must ofcourse be as small as possible, and in this regard it is ofinterest that 
KNiF, is a good example of a Heisenberg system. With a spin Y = 1, zero-field 
splittings may be anticipated, but in this particular case the salt assumes a cubic 
perovskite structure and exhibits very small anisotropy. The high transition tempera- 
ture, 246 K, on the other hand, causes difficulty in the accurate determination of such 
quantities as the magnetic specific heat. The compound RbMnF, is isomorphous and 
also isotropic but then the high spin @)makes difficult the theoretical calculations for 
comparison with experimental data. 

The specific heat of four Hcisenbcrg ferromagnets has already been referred to and 
shown in Fig. 6.10. The compounds have tetragonal unit cells, but the c/a ratios are 
close to 1. The dilliculty in applying the Heisenberg model here lies with the problem 
that nearest-neighbor interactions alone do not fit the data; rather, second neighbors 
also have to be included. In fact, recent work [21] suggests that as many as seventeen 
equivalently interacting magnetic neighbors need to be considered. 

The compound CuC1,. 2 H 2 0  serves as a good example of the 3D Heisenberg 
Y=$ antiferromagnet, and is of further interest because so many other copper 
compounds seem to be ferromagnetic. The crystal has a chain-like structure of copper 
atoms bridged by two chlorine atoms, and this has led some investigators to try Lo 
interpret the properties of the compound as if it were a magnetic chain as well (cf. 
Chap. 7). For example, 33% of the spin entropy appears above K .  De Jongh and 
Miedema [2] have argued, however, that pronounced short-range order is character- 
istic ofa 3D Heisenberg magnet, and that theory predicts in thiscase as much as 38% of 
the entropy should be obtained above T,. 

There are relatively Ww 3D XY antiferromagnets known, and they have all becn 
found in the past few years. They contain octahedral cobalt, have effective spin Y = 4, 
and all order below 1 K. The molecules are [CO(C,H,NO)~]X,, with X =  CIO;, BF; , 
NO; ,and 1- [22-261 and COX,. 2 pyrazine [27,28], with X =  Cl- or Br-. The ligand 
C,H,NO is pyridine N-oxide. As discussed earher (Sect. 2.5) ,  octahedral cobalt 
exhibits unusual magnetic anisouopy. When g, p g,, ,  then XY magnetic ordering may 
be found. A uniaxial crystal structure enhances the possibility of exhibiting XY-like 



Table 63. Critical entropy parameters oftheoretical 3D Heisenberg models. The nearest-neighbor Y =f and 
ferrornagnets. In case of TJ0 the values for antiferrornagnets (Y =+)have been added (minus sign). For reference 
C21. 

Model or Compound Y x&) J / k W  T / 0  SC/R 

Heisenberg, S.C. (z = 6 )  

Heisenberg, b.c.c. (z= 8) 

Heisenberg, f.c.c. (2 = 12) 

Heisenberg, S.C. (2 = 6) 
Heisenberg, b.c.c. (z= 8) 
Heisenberg, f.c.c. (z= 12) 

Ferromagnets 
(NH,),CuCl,. 2 H 2 0  
K2CuC14. 2 H 2 0  
Rb2CuC14. 2 H 2 0  
(NH4)2CuBr,. 2 H,O 
Rb,CuBr,. 2 H 2 0  
EuO 
EuS 

Antiferromagnets 
CuCl,. 2 H 2 0  
NdGaG 
SmGaG 
KNiF, 
RbMnF, 
MnF, 



oo models are listed. The values refer to 
he experimental data see the text or Ref. 



130 6. Long Range Order. Ferromagnetisrn and Antiferrornagnetism 

I I I I 1 1 J 
1.0 2 0 3.0 4 0 

TEMPERATURE(K) 

Fig. 6.13. x,, and X ,  for [Co(C,H,NO),] (NO,),, an Y =t, three-d~mensional XY antifer- 
romagnet. From Ref. [26] 

character; the pyridine N-oxide compounds listed above are rhombohedral, and the 
pyrazine compounds are tetragonal. Lowering the symmetry to monoclinic, for 
example, tends to destroy the equivalence between the X- and Y-directions. This was 
observed when pyridine N-oxide was replaced as a ligand by y-picoline N-oxide; the 
compound [Co(y-picoline N-oxide),] (CIO,), has a low symmetry coordination sphere 
and behaves as an  Ising system [29, 303. 

The large anisotropy of the XY model may be illustrated by an examination ofthe 
susceptibilities of [Co(C,H,NO),](NO,), [26]. These are illustrated In Fig. 6.13, 
where it may be seen that x,,> X ,  throughout. The susceptibility x,, is defined with the 
measuring held in thexy plane perpendicular to the z-axis of the crystal. No anisotropy 
within the xy-plane was observable. Thus the XY model may be said to represent an 
easy plane of magnetizalion. 

The critical parameters for an XY system are listed in Table6.4, along with the 
available experimental data. 

Table 6.4. Critical entropy parameters of the XY model.' 

Taken from Ref. (253. 
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6.6 Dipole-Dipole Interactions 

We have so far only considered exchange as the source of interactions between metal 
ions. While this is undoubtedly the main pllenomenon of interest, magnetic dipole- 
dipole interactions can be important in some instances, particularly at very low 
temperatures. Weiss showed long ago that dipole-dipole forces cannot cause ordering a t  
ambient temperatures. 

Writing a magnetic moment as 

then the classical Hamiltonian for dipole-dipole interaction is of the form 

where rii is the vector distance between the magnetic atoms i and j. Since the spin of an 
ion enters Eq. (6.22) as the square, this effect will be larger, the larger the spin. Notice 
that solution of this Hamiltonian is an exact, classical type calculation, contrary to 
what has been expressed above in Eq. (6.20). Therefore, given the crystal structure of a 
material, good estimates of the strength of the interaction can be made. Well-known 
methods [31] allow the calculation of the magnetic heat capacity. It is important to 
observe that A-like behavior of the specific heat is obtained, irrespective of the atomic 
source of the ordering. The calculation converges rapidly, for the magnetic specific heat 
varies as ri,6. 

The high-temperature tail ofthe A anomaly in the heat capacity again takes the form 

where the constant b may be calculated from Ihe above Hamiltonian. Accurate 
measurements [32] on CMN have yielded a value of b of (5.99 + 0.02) x 10- KZ,  while 
the theoretical prediction is (6.6+0.1)x K2. The close agreement gives strong 
support to the dipole-dipole origin of the specific heat, although there is available at  
present no explanation for a heat capacity less than that attributable to dipole-dipole 
interaction between the magnetic ions. The crystal structure [33] of CMN shows [hat it 
consists of [Ce(N03)6],[Mg@20)6], . G  HzO, with the ceriums surrounded by 12 
nitrate oxygens at 0.264 nm. These separate the ceriums - the only magnetic ions 
present - quite nicely, for the closest ceriums are threc at  0.856 nm and three more at  
0.859 nm. There appears to be no effective superexchange path. More recently T, was 
found at 1.9mK, and the formation of ferromagnetic domains was suggested [34,35]. 
CMN is discussed in more detail in Chap. 9. 

The f-electrons of the rare earth ions are well-shielded by the outer, filled shells, and 
therefore are generally not available for chemical bonding. This is the reason that 
superexchange is generally thought to be weak compared to the dipole-dipole 
interactio~ls for the salts of these ions. 

Magnetic dipole-dipole interaction appears to be the main contributor to the 
magnetic properties of most rare earth compounds such as Er(CzH,S0,)3 . 9  HzO,  
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DyC13.6H,0, Dy(C,HSSO,),.9H,O and ErCI3.6H,O [353, and it also affects the 
EPR spectra ofmany metal ion systems. Tlus is because the moment or spin enters the 
calculation as the square, and many of the lanthanides have larger spin quantum 
numbers than are found with most iron-series ions. While exchange interaction 
narrows EPR lines, dipole-dipole interactions broaden them, and this is the reason 
diamagnetic diluents are usually used for recording EPR spcctra. Dipole-dipole 
interactions set up local fields, typically ofthe order of 5 or 10 mT. With many magnetic 
neighbors, these fields tend to add randomly at a reference site, and may be considered 
as a Geld additional to the external field. Thus, the effective magnetic field varies from 
site to site, which in turn causes broadening. 

The magnetic properties of rare earth compounds are described in Chap. 9. 
Lastly, some anisotropy is often obscrved in the susceptibilities of manganese(I1) 

compounds. The effect is observed at  temperatures too high to be caused by zero-Geld 
splittings, and anisotropic exchange effects are not characteristic of this ion. Rather, 
dipole-dipole interactions are usually assigned [36] as the source ofthe anisotropy, and 
this is important because of the high spin e) of this ion. 

6.7 Exchange Effects on Paramagnetic Susceptibilities 

A recurring problem concerns the effect of magnetic exchange on the properties of 
paramagnetic substances. That is, as the critical temperature is approached from 
above, short-range order accumulates and begins to influence, for example, the 
paramagnetic susceptibilities. It is relatively easy to account for this effect in the 
molecular field approximation [37, 381, and this provides a procedure of broad 
applicability. 

Consider a nickel ion, to which Eqs. (2.4), (2.9) would be applied to lit the 
susceptibilities as influenced only by a zero-field splitting. T o  include an exchange 
effect, a molecular exchange field is introduced. This Geld is given by 

with i = 11 or 1 and where X I  is the exchange-influenced susceptibility actually measured 
and where the external field H, and the resulting exchange field are in the i direction. 
For convenience, we assume axial symmetry and isotropic molecular g values. Then, 
with this additional exchange field existing when there is a measuring field, the 
measured magnetization in the i direction is given by 

But then, since by definition the measured susceptibility is given by 

X I  = lim M,/Hi 
Hid0 
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the exchange-corrected susceptibility is given by 

Fits to experimental data thereby allow an evaluation of zJ/k. 
More generally, this procedure can be used whenever a theoretical expression for x 

is available; if the symmetry is lower than axial, the i directions can refer to any 
particular set of axes in conjunction with the direction cosines of the nlolecules with 
respect to those crystal axes. 

6.8 Superexchange 

Some of the ideas concerning superexchange mechanisms were introduced in Sect. 5.1 
while, in a sense, this whole book discusses the subject. Direct exchange between 
neighboring atoms is not ofimportance with transition metal complexes. The idea that 
magnetic exchange interaction in transition metal con~plexes proceeds most eficiently 
by means ofcation-ligand-cation complexes is implicit throughout the discussion, but 
the problem of calculating theoretically the magnitude of the superexchange interac- 
tion for a given cation-ligand-cation configuration to a reasonable accuracy is a 
dinicult task. A variety ofempirical rules have been developed, and a discussion of these 
as well as of the theory ofsuperexchange is beyond the purposes of this book. A recent 
reference to articles and reviews is available [39]. 

It is ofinterest, however, to point out recenl progress in one direction, and that is an 
empirical correlation of exchange constants for a 180" superexchange path 
MZ +-F-M2 + in a variety of 3d metal @l = Mn, Co, or Ni) fluorine compounds [39]. 
Two series ofcompounds were investigated, AMF, and A2MF,, where A =  K,  Rb, or 
TI, and M = Mn, Co, or  Ni. Taking exchange constanls from the literature, plots of 
these were made as a function of metal-ligand scparation. For the series ofcompounds 
for which data are available, it was found that IJJkl has an R- " dependence, where R is 
thc separation between the metal ions, and n is approximately 12. Thus, exchange 
interactions are remarkably sensitivc to the separation between the metal ion centers. 

Offurther interest is a correlation ofexchangc constant with metal ion. By fixing R 
at a constant value or constant bond length for the series of similar compounds, the 
ratio of J l k  values for Mn2  ' , Co2+ (as spin i) and Ni2 ' was found as 1 : 3.6 : 7.7. While 
these numbers are only valid for a parhcular (180") configuration in fluoride lattices, 
they provide a useful rule-of-thumb for other situations. 

6.9 Field Dependent Phenomena 

All of thc magnetic phenomena discussed to this point with the exception of 
paramagnetic saturation, are assumed to occur at zero external field. Any applied 
magnetic field has been assumed to be a measuring field, but  not one which changes the 
system. We now discuss such field-dependent magnetic phenomena [40]. 
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6.9.1 Spin Flop 

Recall that the direction in a crystal which is parallel to the direction ofspin alignment 
is called the preferred or easy axis. Cooling a paramagnet in zero applied field leads to a 
phase transition to an antiferromagnetic state at some temperature, T,. This yields one 
point on the H = 0 axis of an H, vs. T phase diagram (Fig. 6.14) corresponding to the 
magnetic ordering or NCel temperature, T,(H, = 0)r T,(O). 

When a field Ha is applied parallel to the preferred axis of spin alignment in an 
antiferromagnet, il tends to compete with the internal exchangc interactions, causing 
T,(H,) to drop to a lower value as H, increases. Thus a phase boundary between 
antiferromagnetic (AF) and paramagnetic (P) states begins to be delineated on the 
Ha-T diagram, as is illustrated in Fig. 6.14. 

However, another phenomenon also can occur. When the system is in the 
antiferromagnetic state, i.e., at T <  T,(O), and the Geld is again applied parallel to the 
preferred axis, a different kind ofphase transition can occur. T h s  is called spin flop, for 
when the field reaches a critical value, the moments flop perpendicular to the field 
(Fig. 6.14). This is then the thern~odynamically favored state, and the transition is first 
order. That is, there is a discontinuity in the magnetization (net alignment ofspins) on 
crossing the AF-SF phase boundary. If the susceptibility of the system is measured at  
constant temperature as the field is increased, a peak is usually observed on crossing 
this boundary (Fig. 6.15). As the field reaches high enough value, there is finally a 
transilion from tlie spin-flop state to the paramagnetic state. 

By contrast, the AF-P and the SF-P transitions are conti~luous or second-order 
transitions, as is implied by the moving of thc moments in the SF phasc suggested in 

Fig.6.14. Phase diagram (schematic) lor a typical 
antiferromagnet with small anisotropy with the 
external lield applied parallel to the preferred ax~s of 
spin alignment. The point marked T, is the NQI 
temperature, TJH, = 0). The bicritical or triple point 
is found where the three phase boundar~es meet 

. Tc T 

o- Fig. 6.15. The behavior as a function of field ofthe isothennal magneti- 

711 , H  

zation and diIferential susceptib~lity of a weakly anisotropic anther- 
romagnet, according to the MF theory for a temperature near 7 ' = O K .  
The Gelds H,  and H, correspond to the spin-flop transition field HSF and 

x, the transition Gom the flopped to the paramagnellc phase (H,) 
o respectively. From Ref. 123 

"6  "1 H 
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Fig. 6.16. Magnet~c phase boundaries of 
[Ni(en),](NO,),. The triangles refer to measurements 
with the applied field parallel to the easy axis wh~le thc 
clrcles refer to a perpendicular orientation. From Ref. 
[41 I 

Fig. 6.14. Thc magnetization changes continuously as the boundary is crossed, and the 
susceptibility at constant temperature only exhibits a change in slope at  the phase 
transition Geld, as illustrated in Fig. 6.15. The phase diagram [41] of the well-known 
chemical [Ni(en),] (NO,), is illustrated in Fig. 6.16 as an example. This type of 
behavior is typical ofsystems with small anisotropy, which is generally caused by zero- 
Geld splitting and magnetic dipole-dipole effects. Long-range antiferromagnetic order 
occurs in this compound at  T,(O)= 1.25 K at  zero field. The bicritical point is that point 
where the three phase boundaries meet. Below the bicritical point (0.62 K and 1.39 T in 
this case), increasing an applied Geld which is parallel to the easy axis causes the 
sublattice magnetizations to flop perpendicular to the external field as the AF-SF 
boundary is crossed. This is a Grst-order transition and is characterized by a readily 
observed sharp peak in the ac susceptibility as the boundary is traversed. The other 
boundaries, antiferromagnetic to paramagnetic and spin flop to paramagnetic, are 
second-order transilions, and the field-dependent susceptibility exhibits a change in 
slope from which one can determine T,. Similar phase diagrams have also recently been 
observed for a number of compounds such as Cs,[FeCI,(H,O)] [42] and 
K,[FeCI,(H,O)] [43]. 

There are a number of reasons for studying such phase diagrams, not the least of 
which is that the shape of the phase boundaries as they meet at  the bicritical poinl is of 
intense current theoretical interest. Furthermore, several of the magnetic parameters 
can be evaluated independently and with greater accuracy than from fitting the zero- 
field susceptibilities, for example. An anisotropy field,II,,can be defined [2] as the sum 
of all those (internal) factors which contribute to the lack of the ideal isotropic 
interactions in a magnetic system. The most important quantities are single-ion or 
crystal-held anisotropy and dipole-dipole interactions; d zero-field splittil~g alone 
contributes, then gp,HA = 21DI (9-f), where Y is the spin of the magnetic ion. One 
may also define the exchange field, HE, which is given by gp,H,; = 2zJJIY, and the ratio 
a =  tIA/HE is a useful relative measure of the ideality of the isotropic exchange 
interaction. One can show by molecular Geld theory that tI,,(O), the value of the 
antiferromagnetic to spin-flop transition field extrapolated to 0 K, is given by HsdO) 
= [2H,H, - Hi]"2 and that H,(O), the Geld ofthe spin-flop to paramagnetic transition 
extrapolated to 0 K ,  equals 2H, - Ha. Thus, observation to low temperatures of these 
boundaries allows a determination of these quantities. All of these parameters have 
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been evaluated for [Ni(en),] (NO,),, and the anisotropy field of0.68 Tcould entirely be 
assigned to the zero-field splitting of the nickel ion. Indeed, since T,(O)= 1.25 K and 
ID/kl= 1 K in this system, this method provides an unambiguous determination of the 
magnitude of the zero-field splitting. 

Unfortunately, H,(O) is often very high, so that it is difficult to measure directly; it is 
estimated 10 be about 15 T for Cs,[FeCI,fl-I,O)], for example. In such cases, one can 
also make use of the relationship that x,(O), the zero-field susceptibility perpendicular 
to the easy axis extrapolated to 0 K, takes the value x,(O)= 2M J(2HE+ HA), where M, 
= NgpBY/2 is the saturation magnetization of one antiferron~agnetic sublattice. This 
relationship, in combination with that for HsF(0), can be used to determine HA and HE. 

If the applied field is perpendicular to the easy axis of spin alignment, then in a 
typical two-sublattice anliferromagnet there is simply a smooth boundary separating 
the antiferromagnetic and paramagnetic states. That IS, there is of course no spin-flop 
phase, as illustrated by the highest set of data points in Fig. 6.16. The boundary, 
extrapolated to OK, yields H:(O), which is equal to 2H,+ HA. 

6.92 Field Induced Ordering 

We return to Cu(NO,), .2.5 H,O to discuss one ofthe most elegant recent experiments 
[44] in magnetism, a fi eld-induced magnetic ordering. Recall, from the discussion in the 
last chapter, that this compound acts magnetically in zero applied field as an 
assemblage of weakly-interacting dimers. The material cannot undergo long range 
ordering under normal conditions because the predominant pair-wise interaction 
offers a path to remove all the entropy as the temperature goes to zero. But,consider the 
behavior in a field, under the Hamiltonian 

which may be considered isotropic as long as J is itself isotropic. As illuslrated in 
Fig. 6.17, the eflect of a field on this system is quite straightforward, and notice in 
particular the level crossing that occurs as the field reaches the value H,,= 21Jl/gpB. At 
this point, the pairs may be thought ofin terms of a system with effective spin 9" =f ,  in 

214 

Fig. 6.17. Energy levels for an isolatcd pair ofY =ispins. 
Thc quantum numbers lndlcating the total spin Y and 11s 
component 5q in the direction of the external field are 
given in brackets 
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an effective field, He,, = 0. If this happens, and it does [44], the salt can undergo a phase 
transition to long-range order by interpair interaction. The value ofH, actually differs 
from the above value, for it must be corrected for the interpair exchange interaction. 
The beauty ofthis system lies with the fact that H, need only be about 35 kOe (3.5T), 
which is easily accessible, in contrast with most other copper dimers known so far, 
where H, must be some 2 orders of magnitude larger. 

Van To1 [44] used both NMR and heat capacity measurements to observe the 
transition to long-range order. The specific heat ofpolycrystalline Cu(NO,), . 2 4  H,O 
in an external field of 3.57 T is shown as a function of temperature in Fig. 6.18. A I-like 
anomaly is observed at 175mK, indicating the critical temperature; the broad 
maximum at higher temperatures is due to the short-range order that accumulates in 
this polymeric material, and is ljke those effects described in the next chapter. Only 
about 30% of the magnetic entropy change is in fact found associated with the long- 
range ordering. 

Fig. 6.18. Specific heat vs. tcmperaturc 
of Cu(NO,), .2 f  II,O in an external 
magnetic field of 35.7 kOe (3.57T). Thc 
dashed curve represents the short-range 
order contribution. The dotted curve is 
the contribution of the higher triplet 
levels to the specific heal. From Ref. 

Since H,= 35.7 kOe (3.57T) defines H,,, as zero, one last point of interest concerns 
the effect of a non-zero H,,,. As one would expect, in either the positive sense 
(H,> 35.7 kOe (3.57 T)) or negative sense (H, < 35.7 kOe (3.57 T)), the I-peak shins to 
lower temperature and the broad short-range order maximum shifts to higher 
temperature. That is, the influence of the inter-dinler interaction decreases as He,, 
becomes non-zero. For He,,> +6kOe  (0.6T), the I-peak disappears and there is no 
more long-range order. These results may be thought of as tracing out the phase 
diagram of the copper co~npound in the H-T plane. 

The anisotropy in CuO\JO,), .2.5 H,O is small enough so that the experiments 
described above may be carried out on randomly-oriented polycrystallinc material. 
That there is some anisotropy is indicated by the fact that the transition temperature 
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has a maximum value of 0.22 K for H,=41 kOe (4.1 T) when it is directed in the ac- 
plane. When Ha is directed along the b-axis, the maximum value is 0.175K for 
Ha= 37 kOe (3.7 T). The phase diagram for the Geld applied parallel to the b-axis [45] is 
displayed in Fig. 6.19. The nature of the spin structure in the ordered state has been 
worked out by both NMR methods and neutron difliaction [45]. 

A R A M A G N E T I C  

Fig. 6.19. Magnctic phase diagram of 
Cu(NO,), .2.5 H,O, with the applied 
field parallcl to the b-axis. From Ref. 
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A recent reinterpretation [46] of these results will be discussed in the next chapter. 
The interaction in copper nitrate which muses the formation ofthe singlet states is 

largely an isotropic one, and thus the level crossiug experiments described above could 
be carried out on powdered samples. This is not true for the experiments which are 
about to be described, for as we have already seen, zero-field splitting in single-ion 
systems lead to large magnetic anisotropies. 

In a typical paramagnct the Zecrnan energy, gpBHS,, causes a small separation of 
the magneticenergy levels to occur, and it is the differing population among these levels 
caused by the Boltzmann distribution which gives rise to the normal paramagnetic 
susceptibility. However,consider the situation in an Y = 1 system as provided by either 
vanadium(l1l) or nickel(I1) in octahedral coordination with energy levels as illustrated 
in Fig. 6.20. The experiment to be described requires an oriented single crystal. Indeed, 
we require a uniaxial crystal system so that the local crystal Geld or molecular (z) axes 
are all aligncd parallel with respect to a crystal axis. This is a particularly stringent 
condition. It is also necessary that the energy separation D have the sign indicated, 
which is typical of V(II1) compounds but happens randomly with compounds 
containing NiOl). Then, in zero external Geld, typical paramagnetic susceptibilities 
which have been illustrated (Fig. 2,3)areobtained, with xIl, (the susceptibility measured 
with the oscillating field parallel to the z-axis) having a broad maximum, and 
approaching zero at 0 K. Another way of saying this is that the magnetization for a 
small parallel Geld approaches zero at 0 K. 

But, now, let a large magnetic field be applied parallel to the unique crystal axis as 
indicated in Fig. 6.20a [46]. One of the upper levels will descend in energy, and if the 
separation D is accessible to the available magnetic field, the two lower levcls will cross 
and mix at some level crossing field, HI,, and continue to diverge at higher fields as 
illustrated. In the absence of magnetic exchange interaction the separation is simply 
gpBH1,=D. In the presence of exchange interaction zJ, the field at which the levels 
cross becomes g/.@l,=D +1d1, where z is the magnetic coordination number and J 
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lg Fig.630. The lowest energy levels of Ni(I1) and V(II1) in 
uniaxialcrystalline fields as a function ofexternal magnetic Geld 

o parallel (a) and perpendicular (b) to the principal molecular 
magnetic axes 

0 " IC  0 "I, 

measures the strength of the interaction between neighboring ions. We are using a 
molecular field approximation here in which the individual interactions between the 
reference magnetic ion and the magnetic neighbors with which it is interacting arc 
replaced by an eUcctive internal magnetic or molecular field. The isothermal 
magnetization M (net alignment) with the applied field Ha parallel to all the 
z-molecular axes is M = Ngp,(S,), with 

where h =gllg,H,/kT, d = D/kT and k is the Boltzmann constant. The quantity H, is an 
effective field H, = H, + AM, where the molecular field approximation is used once 
again. Thus, 1 is a molecular field constant, with value 1=2lzJI/Ngfjp;, and N is 
Avogadro's number. The magnetization calculated from Eq. (6.24) has a sigmoidal 
shape at  low temperatures (T< D/k), and a typical data set [48] ofmagnetization as a 
function of applied field for a system with large zero-field splitting is illustrated in 
Fig. 6.21. The Icvel-crossing field is determined by the inflection point, and is about 
50 kOe (5T) for [Ni(C,H,NO),] (CIO,),. 

Alternatively, the measured isothermal susceptibility, ,y,= BM/BH,, increases with 
field and attains a maximum value at the crossing field [49]. Other systems which have 
recently been found to behave in this rashion are [C(NH,),]V(SO,), .6H,O [48, 501 
and Cs,VCl,. 4 H,O [51]. The analysis of the magnetization data has required the 

Fig. 6.21. Pulsed-Geld magnetizat~on curves of pi(C51-I,N0)6] (CIO,),. Solid curves have been 
calculated for   so thermal behavior with Dlk = 6.51 K, dlk = - 1.41 K,  and gll =2.32, using the 
mean field approximation in Eq (I). From Ref. [48] 



140 6. Long Range Order. Ferromagnetisrn and Antiferrornagnetism 

inclusion of the molecular field exchange interaction for all the nickel salts studied to 
date, but the exchange interaction has been found to be particularly weak in the 
vanadium salts. 

If all the z molecular axes could not be oriented parallel simultaneously to the 
external field but some were, for example, because of the particular crystal structure, 
oriented perpendicular to the applied field, then the energy level scheme in Fig. 6.20b 
would apply. In this case, the energy levels diverge, there is no level crossing, and only 
paramagnetic saturation occurs, at  high fields. This has been observed by applying the 
external field perpendicular to the unique axis of Cs,VCI,. 4 H,O. 

Special attention attaches to those systems, [Ni(C,H,NO),](CIO,), and 
[Ni(C,H,N0)6](N0,), being the best known examples, in which the exchange 
interaction is subcritical but moderately strong ( z l / k %  - 1.5K for both of these 
isostructural salts). These rhombohedra1 materials do  not undergo magnetic ordering 

-, . ,#), ,44  ;;. ;I, , !*! . ,; ;; 
.-... f, ....- --.. s.. 

0 /' ..' 
0 1 0 I 

Fig. 6.22. Specific heat of [Ni(C,H,NO),] (CIO,), as a hinction of temperature in various 
external Gclds applied paralle! to the principal axis. From Ref. [ 5 5 ]  
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spontaneously in zero external field even as the temperalure approaches 0 K, because 
Dlk is about 6 K for both of them and that is much larger than the subcritical exchange 
interaction [49, 521. Thus, the third law of thermodynamics is obeyed by single-ion 
processes,in which the total population lies in the a = O  level a t  T=O K .  But notice that 
a twofold spin degeneracy (erective spin Y1=4) has been induced (Fig. 6.20a) at H,, 
when a field equal to HI, in magnitude has been applied as described above. Since the 
exchange interactions arc not negligible, maintaining the sample at HI, and then 
lowering the temperature ought to lead to a field-induced magnetic ordering. Such is 
indeed the case, as has been shown by both susceptibility [48, 533 and specific heat 
measurements on [Ni(C,H,NO),](CIO,), [54, 551. The latter measurements are 
illustrated in Fig. 6.22. Molecular field theory says that in the field induced ordered 
state the moments should lie in the plane perpendicular to the external field, that is the 
xy-plane perpendicular to the external field, which is the xy-plane of the rhombo- 
hedron. This has indeed been found to be the case [47], and thus these systems are 
unusual examples of the XY magnetic model. 

Another feature of these results is that magnetic ordering is still observed even ifthe 
applied fidd moves away from the level crossing field. The levels diverge (Fig. 6.20a) on 
either side of HI,, of course, but if exchange is strong enough, ordering can still occur. 
However, the hrther H, is from HI,, the lower the ordering temperature, T,, will be. 
This is also illustrated in Fig. 6.22, where the loci of the specific heat maxima are 
tracing out a phasc diagram in the Ha-T plane. The derived results are presented in 
Fig. 6.23. 

- 

- 

5 0  - - 

Fig. 6.23. Magnetic phase diagram of 
[NI(C,H,NO),] (CIO,),. The points are 

4 0  - - 
experimental; the curve through them is 
calculated, taking into account the third 
component of the tr~plet state. The curves - 
labeled M F  ignore this level. The system is 
antiferromagnetic within the hemispherical 
region and paramagnetic without. From 

20 - 
1 1 1 1 1 1 1 1 1 1 1 1  Ref. [55] 
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A similar phase diagram for tetragonal [Ni(thiourea),CI,] has recently been 
measured [56]. The zero-field splitting is larger in this salt than in the pyridine N-oxide 
systems, and the exchange intkractions are also stronger. Thus, the antiferromagnetic 
phases are shifted to both higher temperatures and stronger Gelds for this system. The 
phase boundaries were traced out in this case by the discontinuity in the susceptibility 
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Fig. 6.24. Portion of the pllase diagram 
o 0 o o 5 1.0 1 5  of [ol[Ni(lhiourea),,CI,] From [Sb] 

which was measured at  constant temperature as the applied field was increased. The 
data are illustrated in Fig. 6.24. 

When an exterrlal field is applied to a system with high anisotropy, the phenomenon 
of metamagnetism is found. This will be discussed in the next chapter. 

6.10 Ferromagnets 

Among the coordination compounds of the transition metals, many more have been 
found to order antiferromagnetically than ferromagnetically. Why this is so is not at  all 
clear; perhaps the right compounds have not yet been examined. Furthermore, there 
seem to be no guides at all for the prediction ofwhat sign an exchange constant will take 
in the extended lattice which is required for long-range ordering. An unusual instance 
that illustrates the dependence of the nature of the magnetic ordering upon changes in 
the superexchange path is provided by measurements [S7] on (NEt,)FeCl,. This 
material is a typical Heisenberg antiferrornagnet, ordering at 2.96 K, when it is cooled 
slowly. If, instead, the substanceis cooled rapidly, the crystal uudergoes several crystal 
or structural phase transitions, the nature of which are as yet undefined. Still, there 
must be small but significant changes in the superexchange paths, for now the material 
orders as a ferromagnet at 1.86 K ! Ferromagnetism is bettcr known among metals such 
as iron, cobalt and nickel, and many ferromagnetic alloys are known. A number of 
ferromagnetic compounds ("insulators") have nevertheless been discovered, and so it is 
important to discuss several of these here. A list of some ferromagnets is provided in 
Table 6.5. 

The distinguishing features of ferromagnetism include the parallel alignment of 
magnetic moments within the ordered state, and the formation of  domains. In the 
absence of any applied field (including the earth's), there is little reason to distinguish 
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Table 65. Some ferromagnetic insulators 

RbZCuCl4. 2 HzO 
K,CuCI,. 2 H 2 0  
(NHJ2CuC14. 2 Hz0 
(NH4)2CuBr,. 2 H 2 0  
Rb,CuBr,. 2 H,O 
FeCIISzCN(C~H,),l 
[Cr(H,O)(NH,),I CCr(CN),I 
CcrWH3)61 CCr(CN),l 
NiSiF6. 6 H,O 
NiTiF6, 6 HzO 
NiSnF, . 6  H 2 0  
NiZrF, . 6  II,O 
CrCI, 
CrBr, 
Crl, 
GdC13 
ErCl, 
ErCI, . 6  H,O 
DyCI, .6 FI,O 
Dy(OH)3 
Ho(OH)3 
Tb(OH), 
EuO 

ferromagnetic ordering from antiferromagnetic ordering. In particular, as we saw at the 
beginning ofthis chapter, the nature of the specific heat I-anomaly associated with 3D 
magnetic ordering does not depend on the sign (t, F M ;  -, AF) of the major 
interaction. 

In an ac susceptibility measurement, no  external Geld is required. Asample is placed 
within a coaxial set ofcoils and a low-frequency signal is applied. The change in mutual 
inductance (coupling) between the coils is proportional to the magnetic susceptibility. 
This method has the advantage that the ac (measuring) magnetic field imposed is 
generally only a few Oersteds and can be made very small if necessary. 

A susceptibility measurement always requires a non-zero applied Geld and so the 
properties of ferromagnetic susceptibilities are different from those of antiferromagne- 
tic susceptibililies. Indeed, as we shall see, the susceptibility changes with the size ofthe 
applied lield, and we are faced with the problem that the nature ofthe susceptibility ofa 
ferromagnet depends on how it is measured. This is in part due to the fact that an 
external Geld changes the size of the domains. Furthermore, these susceptibilities also 
depend on the shape and size of a sample and its purity; the latter tenn includes the 
presence of lattice defects. 

The average Geld inside a substance, which is the only relevant magnetic Geld, is 
usually thc same as the applied Geld when the substance is a paramagnet or simple 
antiferromagnet. This is not true for a ferromagnet because of what are called 
demagnetizing effects. With ferromagnets, the net internal magnetic moment is large 
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and acts to repel the applied field. This is described by means of a sample-shape- 
dependent demagnetizing Geld which tends to counteract the external field, causing the 
internal field to differ from the external Geld. 

The Curie-Weiss law may be written as x = (dM/dH,),, = ,= C/(T-  T,)?, where H i  is 
the internal magnetic Geld and y = 1 for the mean field theory and 1.3 to about 2 for real 
ferromagnets. One sees that ,y should diverge as T, is approached from highcr 
temperatures. The experimentally measured susceptibility may be called x,, and is 
defined as dM/dH,, where H, is the applicd (measuring) field. (I'he quantities x and X, 
are the same whenever demagnetization effects are negligible, such as with a 
paramagnet or a norn~al antiferromagnet.)The net magnetization adjusts itselfso as to 
shield out the applied field. Then the internal field differs from the applied Geld 
according to 

where M is the magnetization of the sample and N is the dcmagnetization factor. The 
factor N depends on the shape of the sample, and is zero, for cxamplc, for infinitely long 
needles. It is 47113 for a sphere. Then, 

Rearranging, 

which goes to the constant value of 1/N as x goes to infinity. This is expressed by saying 
that x,,, is limited by the demagnetization factor of the sample. 

We shall consider here only systems which do not exhibit hysteresis, and which are 
called soR fcrromagnets.This means that they can be magnetized reversibly because the 
domain walls can move freely. Systems with hysteresis behave irreversibly, and the 
susceplibility is ill-defined. 

Consider Grst a multidomain system, such as is foiuid with a single crystal. Each 
individual domain is magnetized spontaneously, but since the saniple breaks up into a 
large number ofdomains the net magnetization is zero when the applied Geld is zero. 
The magnetization as a hnction ofapplied field is illustrated schematically in Fig. 6.25. 
At temperature of T,  and above the magnetization increases smoothly as shown. For 
T <  T,, the magnetization increases according to l/N but then there is a break in the 
curve at the point corresponding to the saturation magnetization. This point increases 
with decreasing temperature. 
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Fig. 6.25. The magnetization 
vs. applied field, for several 
temperatures. Both T, and T, 
are below T,, and correspond 
to the saturation magneti- 
zat~on as indicated at the 
 articular aoolied Celds 

A static susceptibility measured at  low lield, such as an ac susceptibility at low 
frequency and at essentially zero-applied field is measuring dM/dH,, but since the 
magnetization is merely increasing with constant slope, the susceptibility remains 
constant at all temperatures below T,. The net magnetization of the sample adjusts 
itself so as to shield out the applied field. Then dM/dH,= 1/N, independent of 
temperature. The susceptibility [58] of FeCI(S,CNEt,), in the [I011 direction 
behaves in that fashion, as shown in Fig.6.26. This is behavior characteristic of soft 
ferromagnets. Many ferromagnetic materials exhibit similar, though slightly rounded 
behavior, depending on the freedom of the domain wall movement. 

Now consider a single domain particle. This is found with small samples, such as 
polycrystalline powders; the same effects are also observed when the liysteresis loop 
opens. A peak is observed in dM(7')/dHa vs. IT: A data set [59] typical for this situation 
is illustrated for NdH, in Fig. 6.27. This kind ofbeliavior occurs when the donlain walls 
are not able to follow the applied ac field at all (see Chap. 11). There is also absorption 
of the signal, that is X" increases near T,, oRen achieving a maximum a t  a temperature 
near T,. 

Sincc an applied field causes donlain walls to move, domains tend to grow larger 
and align with the external held. Thus an applied Geld tends to destroy ferromagnetic 
ordering, and there is no phenomenon akin to spin-flop with an antiferromagnet. 

Among the other ferroniagnets which have been described, there are several series 
of interesting compounds. The first is the series A,CuX,. 2 H,O, whcre A is an alkali 
metal ion and X is chloride or bromide. These materials, which contain the trans- 
[CuX,(H20),] units are tetragonal, but their magnetic structure approximates the 
b.c.c. lattice [2]. The specific heat data, which were presented in Fig. 6.10, are 
considered to be those ofa b.c.c. Heisenberg ferromagnet with mail~ly nearest-neighbor 
interactions. There is evidence in the critical behavior, however, that there are 
substantial further neighbor interactions 121. 

A recently discovered series of ferromagnets is listed in Table 6.6, along with their 
isomorphous congeners which d o  not order [61]. All the substances Listed are 
isostructural, belo~ig to the space group R j ,  and have one molecule in the unit cell. 
Those materials which order have three fcatures in common: they contain the 
hexafluoro counterions, they have a negative ZFS, and they order as ferromagnets. 

Acareful examination of this table reveals several interesting but perplexing things. 
First, that thesign ofthe ZFS appears to correlate with the a-axis length,changing from 
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Fig. 626. Susceptibility of F~CI(S,CNEL,),. Circles, lriangles, and squares arc data along t h  
[OIO], (TOI), and [I013 axes, respectivcly. The m e t  shows the susceptibility in the [ lo l l  directio 
at  low temperatures. From Ref. [58] 

T(K) 

Fig. 627. ac susceptibility of pol~cr~sta l l inc  neodymium dihydride. From Ref. 1591 
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Table 6.6. Some isostructural nickel salts. 

a (nm) Dlk (K) T, (K) Comment 

0.135 Ferromagnet 
0.14 Fcrromagnet 
0.164 Ferromagnet 
0.16 Ferromagnet 
- 

negative to positive as the unit cell increases in size. All the ZFS are relatively small, 
however, so that this correlation may actually result only from a small difference 
between large terms in the Hamiltonian. Whether or not this is a universal 
phenomenon remains to be discovered as more data become available on other series of 
isostructural systems. The correlation just seems too simple! For example, it has been 
pointed out [61] that ID1 varies linearly with the M4+ ion radius (as well as the unit cell 
edge length) in these compounds, but the chemical nature of the M4 ion has also been 
changed. Furthermore, one could as well correlate the sign and magnitude of D with 
the chemical nature of the ligands, fluoride vs. the other halides. Most perplexing ofall 
is the fact that fluorides usually provide much the weakest superexchange path when 
compared with the other halides. Yet in this series of molecules, it is only the fluorides 
(to date!) which undergo magnetic ordering! 

The two series ofcompounds (RNII,),MCI, where M is Cu [2,62] or Cr [62] order 
ferromagnetically. The chromium compounds order at much higher temperatures than 
do the copper compounds. Most of the interest in these materials centers on the fact 
that their major interactions are two-dimensional in nature (Chap. 7). A number ofrare 
earth compounds described in Chap. 9 also order ferromagnetically. 

Another example of three-dimensional ordering is provided by CuL.  I-iCI, where 
H,L=2,3-pyrazinedicarboxylic acid [63]. The crystal structure of this material 
consists of polymeric chains which lie in a criss-cross fashion. This structure led to the 
suggestion that the material was a magnetic linear chain, with a small ferromagnetic 
interaction. Susceptibility measurements down to 6 K yielded a positive Weiss 
constant. Further measurements down to 1.1 K could not, however, be fit by the 
calculations for a ferromagnetic Heisenberg linear chain, Y =+. An excellent fit of the 
data was obtained with the three-dimensional, (simple cubic), Y =+, ferromagnetic 
Heisenberg model. This ur~expected result suggested that measurements should be 
carried out to lower temperatures, and when this was done, two sharp peaks, 
characteristic of long-range ferromagnetic ordering, were found, at  0.770 and 0.470 K. 
The behavior is typical of that of a powdered sample of a ferromagnetic matcrial in 
which demagnetization effects become important. 

The existence of two peaks suggests that perhaps a spin-reorientation occurs at the 
temperature of the lower one. The data and the analysis require a three-dimensional 
magnetic interaction while only a one-dimensional superexchange path is apparent in 
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the crystal structure. These results are a good reminder that magnetic susceptibility 
measurements should be made in a temperature region whcre magnetic exchange 
makes a significant contribution to the measured quantity if inferences regarding the 
character of the magnetic exchange are to be made. 

6.1 1 Ferrimagnetism 

We have suggested until now that ordered substances have spins which are ordered 
exactly parallel (ferromagnets) or  antiparallel (antiferromagnets) a t  0 K. This is not an 
accurate representation of the true situation, for we are generally ignoring in this book 
the low energy excitations of the spin systems which are called spin-wbes or magnons 
[4]. Other situations also occur, such as when the antiparallel lattices are not 
equivalent, and we briefly mention one o r  them in this section, the case of 
ferrimagnetism. Most ferr-magnets studied to date are oxides of the transition metals, 
such as the spinels and the garnets. But there is no apparent reason why transition 
metal complexes of the kind discussed in this book could not be found to display 
ferrimagnetism. 

Ferrimagnetism is found when the crystal structure of a compound is more 
complicated than has been implied thus far, so that the magnitudes of the magnetic 
moments associated with the two AF sublattices are not exactly the same. Then, when 
the spontaneous anti-parallel alignment occurs at  some transition temperature, the 
material retains a small but permanent magnetic moment, rather than a zero one. The 
simplest example is magnetite, Fe,O,, a spinel. The two chcrnical or structural 
sublattices are 

1) iron(II1) ions in tetrahedral coordination to oxygen, and 
2) iron(l1) and iron(II1) ions in equal proportion to octahedral oxygen 

coordination. 
The result is that the inequivalent magnetic sublattices cannot balance each other 

out, and a weak moment persists bclow T,. 

6.12 Canting and Weak Ferromagnetism 

Certain substances that are primarily antiferromagnetic exhibit a weak ferromagne- 
tism that is due to another physical phenomenon, a canting of the spins [64,65]. This 
was first realized by Dzyaloshinsky [66] in a phenomenological study ofa-Fe,O,, and 
put on a firm theoretical basis by Moriya [67]. Other examples of canted compounds 
include NiF2 [67], CsCoCI, . 2  H ,O [68], and [(CH,),NH]CoCI, . 2  H,O [69]. The 
cornpound CoBr2.6D,0 is apparently a canted magnet [70], while the hydrated 
analogue is not. As we shall see, there are two principle mechanisms, quite direrent in 
character, which cause canting, but there is a symmetry restriction that applies equally 
to both mechanisms. In particular, ions with magnetic moments in a unit cell cannot be 
related by a center of symmetry if canting is to occur. Other symmetry requirements 
have been discussed elsewhere 1651. 

Weak ferromagnetism is due to an antiferromagnetic alignment ofspins on the two 
sublattices that are equivalent in number and kind but not exactly antiparallel. The 
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Fig. 6.28. Canting ofsublattices: (a) two-sublattice canting which produces weak ferromagnet- 
ism; @) "hidden" cantlng ofa four-sublattice antrferromagnct. Four sublattices may also exhibit 
"overt" canting, with a net total magnetic moment. From Ref [64] 

Fig. 6.29. Structure of CsCoC1,. 2 H,O, accord- 
ing to Thorup and Soling. Only one set of hydro- 
gen atoms and hydrogen bonds is shown. From 
Ref [68J 

sublattices may exist spontaneously canted, with no external magnetic Geld, only if the 
total symmetry is the same in the canted as in the uncanted state. The magnetic and 
chemical unit cells must be identical. The canting angle, usually a matter ofonly a few 
degrees, is of the order ofthe ratio of the anisotropic to the isotropic interactions. Ifonly 
two sublattices are involved, the canting gives rise to a small net moment, m,, and weak 
ferromagnetism occiirs. This is sketched in Fig. 6.28a. Ifmany sublattices are involved, 
the matcrial may or may not be ferromagnetic, in which case the canting is called, 
respectively, overt or hiddcn. Hiddell canting is illustrated in Fig. 6.28b, and just this 
configuration has indeed been found to occur at zero field in LiCuCI, . 2  H,O [71]. I t  
has also been suggested that hidden canting occurs in CuCI, . 2  H,O. 

Another example is provided by CsCoCI, .2H,O, whose molecular structure is 
illustratedin Fig. 6.29. Chains ofchloride-bridged cobalt atomsrun along parallel to the 
a-axis, and the compound exhibits a high dcgree of short-range order [68]. Thc 
proposed magnetic structure is illustrated in Fig. 6.30. This spin configuration was 
obtained fiom an analysis of the nuclcar rcsonance of the hydrogen and cesium atoms 
in the ordered state (i.e., at T <  T,). Notice that the moments are more-or-less AF 
aligned along the chains (a-axis), but that they make an angle 4 with the c-axis ofsome 
15", rather than the 0" that occurs with a normal antiferromagnct. The spins are 
ferromagnetically coupled along the c-axis, but moments in adjacent ac-planes are 
coupled antiferromagnetically. The spins lie in the ac-plane, and this results in a 
permanent, though small moment in the a-direction. 

As the illustration of the structure of CsCoCl, . 2  H,O clearly shows, the octahedra 
along the chain in this compound are successively tiltcd with respect to each other. It 
has been pointed out that this is an important source of canting [72], and hlfills the 
sym~netry requirement of a lack of a center ofsymmetry between the metal ions and 
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Fig. 6.30. Proposed magnetic-moment array of 
CsCoCI, . 2  H,O [68]. All spins lie in the ac-plane. 
Thc model suggests ferromagnetic coupling along I 
the c-axis, antifcrromagnetis coupling along the 

ha ) ) {,,&p b-axis, and essentially antiferromagnetic coupl i~~g , 
along the a-axis 

thus the moments. This, along with the large anisotropy in the interactions, is the 
source of the canting in CsCoCI, . 2  H,O, [(CH,),NH]CoCI, . 2 H ,0, and a-CoSO,. 

Now the Hamiltonian we have used repeatedly to describe exchange, 

may be said to describe symmetric exchange, causes a normal AF ordering ofspins, and 
does not give rise to a canting of the spins. The Hamiltonian 

where Di j  is a constant vector, may then be said to describe what is called 
antisymmetric exchange. This latter Harniltonian is usually referred to as the 
Dzyaloshinsky-Moriya ( D M )  interaction. This coupling acts to cant the spins because 
the coupling energy is minimized when the two spirls are perpendicular to each other. 
Moriya [65] has provided the symmetry results for the direction ofD, dependingon thc 
symmetry relating two particular atoms in a crystal. The more anisotropic the system, 
the more important canting will be, for D is proportional to (g-2)/g. In 
CsCoCI, . 2  H,O, with g, = 3.8, g,= 5.8 and g, = 6.5, the required anisotropy is 
obviously present, and (g-2)/g can be as much as 0.7. 

The geometry of P-MnS allows the D-M interaction to arise, and KefTcr [73] has 
presented an illuminating discussion of the symmetry aspects of the problem. Cubic 
b-MnS has the zinc blend structure. The lattice is composed of an fcc array of 
manganese atoms interpenetrating an fcc array ofsulfur atoms in such a way that every 
atom of one kind is surrounded tetrahedrally by atoms of the other kind. The local 
symmetry at one sulfur atom is displayed in Fig. 6.31; if the midpoint of a line 

Fig. 631. Near-neighbor superexchange in P-bins. The absence 
of an anion below the line of ca t~on  centers allows a Moriya 

M: ME* interaction, with D taking the direction of R ,  x R,. From Ref. 
5, C733 
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connecting the manganese atoms were a n  inversion center, that is, if another sulfur 
atom were present below the line ofcation centers, then the D-M mechanism would not 
be allowed. As it is, the absence of such an anion, even though the total crystal 
symmetry is high, allows such a D-M coupling. The direction of Dl, is normal to the 
plane of the paper, in the direction of thc vector R, x R,, and Keffer finds that the 
energy associated with the D-M interaction will be minimum when S, and S, are 
orthogonal, as in the figure. Furthermore, Keller goes on to analyze the spin structure 
of the lattice and concludes that the probable spin arrangement, illustrated in the 
Figs. 6.32 and 6.33, is not only consistent with the available neutron diffraction results, 
but is in fact determined primarily by the D-M interaction. Spins lie in an 
antiferromagnetic array in planes normal to the x-axis. The spin direction of these 
arrays turns by 90" from plane lo plane, the x-axis being a sort of screw axis. Next- 
neighbor superexchange along the x-axis is not likely to be large, for it must be routed 
through two intervening sulfur ions. Thus, thc D-M interaction alone is capable of 
causing the observed antiparallel orientation of those manganese ions which are next 
neighbors along x. 

The symmetry aspects of the D-M interaction are also illustrated nicely by the spin 
structure ofu-Fe203 and Cr203,  as was Grst suggested by Dzyaloshinsky. The crystal 
and magnetic structures of these isomorphous crystals will be found in Fig. 6.34, and 
the spin arrangements ofthe two substances will be seen to direr slightly. Spins of the 
ions 1,2,3, and 4 differ in orientation only in sign and their sum in each unit cell is equal 
to zero. In a-Fe,O,, S ,= -S ,=-S ,=S , ,  while in Cr,O,, S ,=-S,=S,=-S, .  

Fig. 632. Cubic cell of  0-MnS. Only the sulfur in the lowest Icn front 
corner is shown. The proposed arrangement of manganese spins is 
indicated by the arrows. From Ref. [73] 

Fig. 633. Proposed spin arrangement in cubic 1-MnS. From 
Ref. [73] 
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I v-- --e Fig. 6.34. Arrangement ofspins along c-axis in 
unit cells ofa-Fe,O, and ofCr,O, (schematic). 
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Because of the three-fold crystallographic rotation axis, the vector D for any pairs 
along the trigonal axis will lie parallel to that trigonal axis. There are crystallographic 
inversion centers at the midpoints on the lines connecting ions 1 and 4, and 2 and 3, so 
there cannot be anti-symmetrical coupling between these ions; that is, D,, = Dl, = 0. 
The couplings between 1 and 2 and 1 and 3 must be equal but of the opposite sign to 
those between 3 and 4, and 2 and 4, respectively, because ofthe glide plane present in the 
space group to  which those crystals belong: Dl,  = - D,, = D,,; Dl,  = D,,. Thus, the 
expression for Lhe couplings among the spins in a unit cell is 

But, the spin arrangements in these crystals are 

a-Fe,O,:S,IJS, and S,JIS,, 

Cr203:S111S3 and S,IIS,. 

For the iron compound, the cross products do not vanish, there is an antisymmetrical 
coupling, and it is therefore a weak ferromagnet. For thechromium compound,each of 
the cross products in the second tcrm of Eq. (6.28) is zero, and those in the Grst term 
cancel each other. Thus, Cr,O, cannot be and is found not to be a wcak ferromagnet. 
The canting in a-Fe,O, is a consequence of the fact thal the spins are arranged normal 
to thc c-axis ofthe crystal, for ifthe spins had been arranged parallel to this axis, canting 
away from [ill] alters the total symmetry and could therefore not occur. 

The situation with NiF, is entirely different,and in fact Moriya shows [65] that the 
D-M interaction, Eq. (6.27). is zero by symmetry for this substance. But, on the other 
hand, the nickel(I1) ion suflers a tetragonal distortion which results in a zero-field 
splitting. For the case where there are, say, two magnetic ions in a unit cell and the AF 
ordering consists of two sublattices, one can write the single-ion anisotropy energies at 
the two positions as E,(S)and E2(S). Ifit is found that E,(S)= E,(S), as would happen if 
the spin-quantization or crystal field axes of the two ions were parallel, Moriya finds 
that a canted spin arrangement cannot bc obtained because the preferred directions of 
the two spins are then the same and the AF ordering should be formed in this direction. 
When E,(S)+E,Q, however, and the easiest dircctions for the spins at the two 
positions are different, canting of the sublattice magnetizalions may take place. The 
crystal and magnetic structures of tetragonal MnF2 (as well as FeF, and CoF,) are 
illustrated in Fig. 6.35, where it will be seen that the c-axis is the preferred spin direction 

Fig. 6.35. Antiferrornagnetism in MnF,. Shown is the 
unit cell of this rutile-s~ructl~re crystal. Open circles, 
F- ions; closed circles, Mn2'  ions, indicating spin 
directions below T, 
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and there is no canting. Any canting away from c would change the symmetry, in 
violation of the Dzyaloshinsky symmetry conditions. In NiF,, however, the sublattices 
lie normal to the c axis and cant within the XY- or ob-plane. In this geometry there is no 
change of symmetry on canting. 

Experimental results are in accordance [74]. Because of the weak ferromagnetic 
moment, and in agreement with Moriya's theory, the paramagnetic susceptibility in the 
nb (I) plane rises very rapidly, becoming very large as T, (73.3 K) is approached. This is 
ofcourse contrary to the behavior o f a  normal antiferromagnet. The behavior follows 
not so much from the usual parameter D of the spin-Hamiltonian (which nevertheless 
must be positive) but from a competition between the exchange parameter J and the 
rhombic zero-field splitting term, E. This is the term that causes the spins on different 
lattice sites to be perpendicular. The total energy is minimized through a compromise 
in which the spinsare tilted away from the antiparallel towards a position in which they 
arc perpendicular. The canting angle is not large, however, being only of the order o fa  
degree. 

This mechanism may also be one of the sources of the canting observed in 
[(CH,),NH]MnBr, . 2 H,O [75], where, as usual, the g-value anisotropy of 
manganese(I1) is so small as to make the existence of an important D-M interaction 
unlikely. Large zero-field splittings are suggested by the analysis of the specific heat, 
however, as well as by measurements [76] ofthe paramagnetic anisotropy. Azero-Geld 
splitting parameter D as large as -0.53 K was derived, along with a non-zero rhombic 
(Z) term. As illustrated by the structure [77] of the chlorine analogue in Fig. 6.36, the 
adjacent octahedra are probably tilted, one with respect to the next, and so the 
principal axes ofthc distortion meet the same symmetry requirements illustrated above 
by NiF,. O n  the other hand, it has been suggested [77] that biquadratic exchange [a 
term in (Si . SJ2] is important for this compound. 

It is interesting to note that, although CsCoCI, . 2  I-I,O exhibits canting, the 
isomorphous CsMnC1,. 2 H 2 0  does not [78]. By analogy with the cobalt compound, 
the requisite symmetry elements that do not allow canting must be absent but 
apparently, both g-value and zero-field anisotropies are either too small to cause 
observable weak ferromagnetism, or else are zero. There is also no evidence to suggest 
that hidden canting occurs. In the discussions of 8-MnS, the sources of anisotropy 
considered were the D-M interaction and magnetic dipole anisotropy. Since that 
crystal is cubic, zero-field spli~tings are expected to be small, and g-value anisotropy is 

Fig. 636.  The hydrogen-bonded plane of chains in 
[(CH,),NI-IIMnCI, . 2  H,O. From Ref. [77] 
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small. In those cases involving manganese where the zero-Geld splitting may be large, 
such as mentioned above, and the g-value anisotropy still small, this may bc a more 
important factor in causing canting. I t  is difficult to sort out the different contributing 
effects, as will be seen in the following discussion. 

Among the other canted 3D antiferrornagnets there arc NH4CoF3 [79 ] ,  
NH4MnF, [go], and Co(OAc), . 4  H,O [81]. The compound NH4CoF3 is of interest 
because the magnetic ordering transition and a structural transition from cubic 
symmetry to a tetragonal symmetry with small orthorhombic distortion occur at one 
and thesame temperature, 124.5 K. In fact it is the reduction in symmetry caused by the 
crystal phase transition which allows the symmetry-restricted weak ferromagnetism to 
occur. 

The manganese analog, NH4MnP,, in this case does exhibit canting [go]. This 
material is cubic at room temperature but undergoes an abrupt tetragonal elongation 
at 182.1 K, and the distortion increases in magnitude with decreasing temperature 
down to 4.2 K. The magnetic transition temperature is 75.1 K, and it is suggested that 
single-ion anisotropy is the origin of the canting. 

Canting is symmetry-allowed in monoclinic Co(OAc),.4 H 2 0  and the compound 
orders at  85 mK as an antiferromagnet [81]. There is, however, a permanent moment 
parallel to thc b-axis below T,, and the compound behaves (for measuring field along b) 
as an ordered ferromagnct which dividcs into domains and is without remanence.Ths 
is, then, an antiferromagnet with overt canting. 

6.13 Characteristic Behavior of the 3d Ions 

The representative paramagnetic properties of the iron series ions were summarized in 
Sect. 4.4. The characteristic ordering behavior will be summarized here briefly. 

The T,  of Cs'Ti(S04), . 12 H,O has not been reported, but should be quite low. NO 
T, of any other discrete coordination compound of TiOII) has been reported. 

There appear to be no examples of magnetically-ordered vanadium(lI1) coordi- 
nation compounds. This is because of the large zero-field splittings, and because 
exchange interactions seem to be particularly weak in the compounds studicd to date 
[Sl]. Relatively few compounds of chromium(II1) have also been found to order, the 
exchange again generally being found quite weak with this ion. A compound as 
concentrated magnetically as [Cr(H,O)(NH,),] [Cr(CN),] [82] orders (ferromag- 
netiw1ly)at only 38 mK, while several similar salts appear not to order at  all [83]. Tlle 
only chromium compound to which has been applied the model calculations described 
here appears to bc Cs,CrCI, . 4  H,O [84], but that material, which orders antifer- 
romagnetically at 185 mK, is complicated because the zero-field splitting effects are 
comparable in magnitude to the exchange interaction. 

Compounds of manganese(l1) have been shown to exhibit, in one way or another, 
virtually all the magnetic phenome~la described in this book. Many compounds have 
been prepared and studied, and several of them (MnF,, MnC1,.4H20, 
[(CH3),WMnC13) have served as testing ground for almost every new theoretical 
development. Manganese offers the best cxa~nple of an isotropic or Heiscnhcrg ion. 

The compound RbMnF, is one of the most ideal Heisenbcrg systems [2]. Its 
anisotropy has been measured, and it is the very small value, H JHE- 5 x This 
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material, along with cubic KNiF,, is the best approximation of the nearest-neighbor- 
only Heisenberg model currently available. It is interesting that, because 14, is so small, 
the critical Geld is only about 3 kOe (0.3T). Thus, for fields exceeding this value 
measurements in any direction will yield the perpendicular susceptibility since also 
with the Geld parallel to the easy axis the moments will have swung to the perpendicular 
orientation [2]. This is the behavior of an ideally isotropic Heisenberg antifer- 
romagnet, which does not differentiate between parallel and perpendicular, since the 11, 
is only defined for HAP 0. With a transition temperature of 83.0 K, the only complaint 
one may have with RbMnF, is that specific heat measurements will involve a large 
lattice contribution near T,. 

One would expect compounds of iron(lII), which is isoelcctronic to manganese(I1) 
to follow the Heisenberg model of magnetic ordering. Relatively few such compounds 
arc, nevertheless, known. This is because, in part, of problems ofsynthesis and crystal 
growth ofthe desired materials. No good examples were available in 1974 for inclusion 
in the review ofde Jongh and Miedema [2]. Since that time, there has been a number of 
studies [85-871 on the series ofcompounds A2[FeX,(I-I,O)], where A is an alkali metal 
ion and X may be chloride or bromide. These conlpounds are reviewed extensively in 
Chap. 10, but we point out here that Cs2[FeC1,(H20)] in particular [86] provides a 
good example ofthe Y =$ Heisenberg model. With a transition temperature ofh.54 K, 
it has proved to be especially uschl for studies of the specific heat. 

There are only two compounds of octahedral iron(I1) of interest to us here. The 
first is monoclinic FeCI, . 4  H,O, which has been carefully studied by Friedberg and his 
coworkers [88,89]. The analysis of the hghly-anisotropic susceptibilities yielded the 
parameters D/k= 1.83 K and E/k= - 1.32K, which means that lhe D state, five-fold 
degenerate in spin, was completely resolved. The spin-quintet is split over an energy 
interval of about IOK, into lower and upper groups of two and three levels, 
respectively. The fact that T, is 1.097 K indicates that the exchange energy in this salt is 
roughly an  order ofmagnitude smaller than the ZFS ofthe ferrous ion ground stale and 
thus, of the single ion anisotropy. (A reorientation of the axes allows an alternative 
assignmeut of the single-ion parameters as D/k = - 2.895 K and Elk = - 0.255 K, 
which would imply that the spin-Hamiltonian has more axial symmetry than suggested 
by the complicated susceptibility bchavior.)The parameters listed above also allow a fit 
of the broad specific-heat anomaly. The material has a conlplicated spin structure and, 
while the near-degeneracy of the two lowest levels implies that the system may follow 
the Ising model, it does not provide a good example of this magnetic model system. 

The second compound, [Fe(C,H,NO),](CIO,),) was discussed earlier as an 
excellent example of the 3D Ising model. 

It has already been pointed out thal octahedral cobalt(I1) provides a number of 
good examples of the Ising model. This is because of the strong spin-orbit coupling that 
leaves a wcll.isolatcd doublet as the ground state. It has also been pointed out already 
that [Co(C,H,NO),](NO,), provides the best example of the 3D XY spin Y =* 
magnetic model. It is interesting, however, that tetrahedral cobalt(I1) probably 
providcs more compounds which are better examples of the Ising model. A set of data 
on a representative set of cobalt compounds is listed in Table 6.7 

The best-known tetrahedral cobalt(l1) species, from our point of view, is the CoCI: - 
ion. This ion is always distorted in its crystalline compounds, and the nature of the 
distortion changes the ZFS. Thus the ion, as it occurs in Cs,CoCI, has 2D/k 
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Table 6.7. Magnetic parameters of some cobalt(I1) compounds.* 

g~ gz g, 2D/k, K T,,K Ref. 

Octahedral 

[C0(C5HsN0)~I (C1O,), 4.77 4.77 2.26 - 0.428 a 
[CO(C~HSNO)~I (No,), 4.83 4.83 2.27 - 0.458 b 
[CO(Y-CH,C~H~NO)~] (CIO,), 3.23 4.33 5.48 - 0.49 c 
[(CII,)3NH]C~CI, . 2  H,O 2.95 3.90 6.54 - 4.135 d 
Co(urea),CI, . 2  H 2 0  2.9 4.0 7.3 - 2.585 e 
[CO(C,H,NO)~I ( ~ 0 ~ 1 , )  - - - - 0.95 f 

Tetrahedral 

(NEt,)z [CoCI,] 2.36 2.28 2.52 9.4 - g 
Cs2CoCI4 2.65 2.71 2.51 13.5 0222 h 

- - 0.21 CoCI,. 2 P(C,H,), 7.33 Large, I 

negative 
CoBr, . 2  P(C6H s), - - 7.22 Large, 0.25 i 

negative 

2Dlk is the zero-Eeld splitting parameter for the tetrahedral salts, while T, is the long range 
magnetic ordering temperature. 

Refcrcnces to Table 6.7 

a Algra H.A, de Jongh L.J., Huiskamp W.J., and Carlin R.L., Physica B83, 71 (1976) 
b Bartolome J., Algra H.A., dc Jongh L.J., and Carlin R.L., Physica B94, 60 (1978) 
c Carlin R.L., van dcr Bill A., Joung K.O., Northby J., Gre~danus F.JA.M., Huiskamp W.J., and 

de Jongh L.J., Physica B 111, 147 (1981) 
d Losee D.B., McElearney J.N., Shankle G.E., Carlin, R.L., Cresswell P.J., and Robinson W.T., 

Phys. Rev. B8,2185 (1973) 
e Carlin R.L., Joung K.O., van der Rilt A., den Adel If . ,  O'Connor C.J., and Sinn E., J. Chem. 

Phys. 75, 431 (1981) 
f Larnbrecht A,, Buniel R., Carlin R.L., Mennenga G., Bartolome J., and de Jongh L.J., J. Appl. 

Phys. 53, 1891 (1982) 
g McElearney J.N., Shankle G.E., Schwartz R.W., and Carlin R.L., J. Chem. Phys. 56,3755 (1972) 
h Duxbury P.M., Oitmaa J., Barber M.N., van der Bilt A, Joung K.O., and Carlln R.L., Phys. 

Rev. B 24, 5149 (1981) 
i Carlin R.L., Chirico R.D., Sinn E., Mennenga G.. and de Jongh L.J., Inorg Chern. 21,2218 

(1 982) 

= - 12.4 K, while 2D/k= + 13.5 K is found for the CoCIi- ion in Cs,CoCI, [go, 911. 
The crystal structure of Cs,CoCI, is the best-known of the compounds discussed here, 
having been studied by X-ray methods at  room temperature and by neutron diuraction 
at 4.2 K [181. The CO-CI bond length is 0.2263 nm and the CI-Co-CI angles of the 
distorted tetrahedral cobalt environment are 107.22" and 110.61". The remarkable 
aspect of the structural results is that the tetragonal distortion of the CoCIt- ion is 
independent of temperature. A crystal structure analysis of Cs,CoCI, that is as 
accurate has not been published, but we may use the careFuI analysis 1921 of Cs,ZnCI,, 
for the two materials are isostructural and the lattice constants ditTer at most by 0.2%. 
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The Zn-CI bond lengths are 0.2249,0.2259, and 0.2252 (twice) nm, while the CI-Zn-CI 
bond angles are 115.34, 109.62, 106.52, and 109.03". Thus the CoCIi- ion is more 
distorted in Cs,CoCl4 than it is in Cs,CoCl,. It has been suggested that the non- 
bonded CI---CI intermolecular contact may be the origin of the distortion of the 
CoC1:- tetrahedron, and so this may also be related to the change in sign of D. A 
calculation has been carried out [93] within the angular overlap model which seems to 
explain the change in the sign of D. The tetrahedral ion in Cs,CoCI, is more elongated 
than the ideal tetrahedron, while it is more compressed in Cs,CoCI,. A change in the 
sign of D is calculated to occur when the Cl-Co-C1 angle passes through 109.47", which 
is consistent with the results mentioned above. The magnitude of D is less easily 
calculated with accuracy, since the structure of the tetrahedron must be idealized in 
order to do the calculation at all. But the calculation is useful because it uses one set of  
parameters to describe both systems. 

Furthermore, the same ion, albeit distorted direrently, is found to have 2Dlk 
= +9.4 K in [NEt4],CoCI, [94]; the crystal undergoes a phase transition as it cools, 
and the low-temperature structure is unknown. 

The change in the nature of the ground state alters the nature of the magnetic 
ordering that the different substances undergo [95]. 

The compounds oftetrahcdral cobalt that are known to undergo magnetic ordering 
have two characteristics in common. First, the magnetic exchange is weak, and thus the 
compounds are found to order at temperatures below 1 K. Secondly, the ZFS are all 
relatively large, being 10 to 15 K. That means that the state involved in the ordering is 
but one doublet ofthe 'A, ground state,and this doublet is relatively well-isolated from 
the higher one. Ifthe ZFS were much smaller than the transition temperature, then the 
cobalt would order as a spin Y =$ ion and would follow the Heisenberg magnetic 
model. The g-values would be nearly isotropic, with values 2.2 to 2.4. No such example 
has yet been found. 

Since only the lower doublet is involved in magnetic ordering, the metal ion acts as 
an effective spin Y = f ion, with the g-values depending on which component is the 
lower one. When the ZFS is negative, as in Cs,CoC15 for example, then the I +$) state 
needs to be examined. Since Am,= 3, the effective gll is 3 gll or about 7;  there are no 
matrix elements for the St operators that connect the two states, so g, is zero to first 
order. Since the exchange constant J is proportional to the momcnts of the ions, J is 
proportional to g2, and so the large anisotropy in the g-values is reflected in highly- 
anisotropic exchange. That is, these are the conditions for a system to behave a s  an 
Ising system, and that is precisely what has been found. 

The situation changes when the I +_ 4) state is the ground state. Thcn the erective gI l  
is approximately the same as the "real" gil ,  or about 2.4. The effective g, is twice the real 
g,, or about 5.4. So the exchange constants J I I  and J, are in the ratio ofthe square of the 
effective g-values, or CgII/g,)* &. This ratio leads to XY-model behavior; ofcourse, one 
must know the g-values from experiment to evaluate this ratio for any real systcm, and 
the smallcr the ratio, the more closely is the XY model followed [96]. There is known 
but one example ofthis situation, and that is found with the compound Cs,CoCl4. The 
analysis of the magnetic data for this conlpound is complicated by the fact that the 
material exhibits substantial short-range, and it is better discussed in the next chapter. 

Some nickel salts have ordering tenlpcratures that are high with respect to the ZFS. 
One example would be anhydrous nickel chloride, NiCl,, which has an ordering 
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Fig. 637. Crystal axes susceptibilities of NiBr,. 6 H,O, illustrating tlic small but measureable 
arlisotropy. The points are the experimental data for rneasurcments along three orthogonal axes, 
and the curves represent the fitted susceptibilities, as described i r i  Ref. [98] 

temperature of52 K. The ZFS may be assumed to be much smaller than that. Many 
other compounds have a ZFS which is colnparable in magnitude to the ordering 
temperature. Several examples would be NiCI, . 6 H,O (T, = 5.34 K, D/k= - 1.5 K ;  
Ref. [97]), NiBrz. 6 H,O (T, = 8.30 K, Dlk= - 1.5 K ;  Ref. [98]), and [Ni(en),] (NO3), 
(T, = 1.25 K, D/k= - 1 K ;  Ref. [41]). In each of these cases, the ZFS introduces some 
anisotropy into the system, which causes the paramagnetic susceptibilities to be 
anisotropic and influences both the long-range ordering temperature and the magnetic 
phase diagram in H-Tspace; a typical data set is illustrated in Fig. 6.37. But these ZFS 
cannot be said to control the kind of magnetic ordering these substances undergo. By 
and large, this is true whenever the ZFS of nickel is negative in sign. 

The ZFS has probably been determined for more compounds of nickel than for 
those of any other metal ion. Furthermore, many of the ideas concerning the effects of 
ZFS on magnetic ordering originally arose from studies on nickel compounds. A recent 
exposition on [Ni(H,O),]SnCI, has been provided [99]. 

An example ofa compound in which ZFS actually prevents magnetic ordering from 
occurring is oKered by Ni(N0,). 6 H,O [loo, 1011. The crystal lield has such an 
important rhombic component that all the degeneracy of the ground state is resolved; 
the parameters are D/k = 6.43 K and Elk = 1.63 K .  This places the three levels at, 
successively, 0,4.8, and 8.1 K ;  since the exchange interactions are much weaker than 
this splitting (-0.6 K), the substance will not spontaneously undergo a spin ordering 
even at  0 K. This is because the magnetic levels have already been depopulated at low 
temperatures. The exchange interactions are present but subcritical; they affect the 
susceptibility measurements, because of the presence of the measuring Geld, but not the 
heat capacity measurements. Spontaneous ordering in the [Ni(H,O),]MF, series of 
crystal has already been discussed above, as well as Geld-induced ordering in such 
compounds as [Ni(C5H5NO),1 (No3),. 
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A typical example of a system wit11 large ZFS which still undergoes spontaneous 
magnetic ordering is provided by nickel chloride tetrahydrate [102]. This rnonoclinic 
crystal orders antiferromagnetically at  2.99K, and exhibits an anisotropy in the 
susceptibilities in the paramagnet~c region that is larger than that found with the 
hexahydrates ofeither nickel chloride [97] or bromidc [98] ; the latter compounds have 
ZFS of about - 1.5 K. An unresolved Schottky anomaly was also discovered in the 
specific hcat data for NiCI, . 4  H 2 0 ;  these facts are consistent with the presence of  a 
ZFS larger than T,  and of negative sign. All the magnetic data could in fact be 
interpreted in terms ofa Dlk of - 11.5 K, t l~at  is, the I f  1 )  components are the ground 
state. (However, recent measurements [I031 on NICI,. 4 H 2 0  of the phase boundaries 
in a transverse field have suggested that Dlk is only - 2K.) 

Copper compounds usually provide good examples of Heisenberg magnets; 
interestingly, many copper compounds exhlbit ferromagnetic interactions. The 
compound CuCI, . 2  H,O is one of the most-studied antiferromagnets, and is a good 
example of the spin Y =f ,  3D antiferrornagnet [2]. In many ways, copper is better 
known as a source of dimers (Chap. 5) and of linear chain and planar magnets 
(Chap. 7). This is probably because of the Jahn-Teller distortions which copper 
compour~ds surer so frequently. 
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7. Lower Dimensional Magnetism 

7.1 Introduction 

Much of what has gone hcretofore could come under the classification of short-range 
order. Certainly the intracluster magnetic exchange in Chap. 5 falls within this headlng, 
and a significant part ofthediscussion ofchap.  6 also dealt will' this subject. By "short- 
range order," we shall mean the accumulation ofentropy in a magnetic system above 
the long-range ordering temperature. Though this occurs with all magneticsysterns, the 
physical meaning implied by the chapter title is that magnetic ions are assumed here to 
interact only with their nearest neighbors in a particular spatial sense. For operational 
purposes, the term will be restricted to magnetic interactions in one and two (lattice) 
dimensions. In  that regard, it is interesting to note that the discussio~l is thereby 
restricted to the paramagnetic region. Let it be clear right at the beginning that this 
magnetic behavior follows directly from tlie structure of the various compounds. 

The study of magnetic systems which display largc amounts of order in but one or 
two dimensions has been one ofthe most active areas recently in solid state physics and 
chemistry [l-201. The reason for this seems to be that, though Ising investigated the 
theory of ordering in a one-dimensional ferromagnet as long ago as 1925 [21], it was 
not until recently that it was realized that conlpounds existed that really displayed this 
short-ranged order. The first substance recognized as behaving as a linear chain or one- 
dimensional magnet is apparently Cu(NH,),SO,. H,O (CTS). Broad maxima at low 
temperatures were discovered in measurements of both the susceptibilities and the 
specific heat [22]. Griffith [23] provided the first quantitative fit of the data, using thc 
calculations for a linear chain ofBonner and Fisher [24]. Fortunately, the theoreticians 
had been busy already for some timc [4] in investigating the properties of one- 
dimensional systcms,so that the field has grown explosively once it was recognized that 
experimental realizations could be found. 

7.2 One-Dimensional or Linear Chain Systems 

There are very good theories available which describe the thermodynamic properties of 
one-dimensional (ID) magnetic systems, at least for Y = f ;  what may be more 
surprising is that there are extensive experimental data as well of metal ions linked into 
uniform chains. 

The first point ofinterest,discovered long ago by Ising [21],is that an infinitely long 
ID  system undergoes long-range order only at  the temperature of absolute zero. 
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Though Ising used a Hamiltonian that is essentially 

where J is the exchange or interaction constant, it has been shown subsequently that 
Heisenberg systems, with the Hamiltonian 

likewise do not order at finite temperatures. Both of these Hamiltonians are restricted 
in their practical application to nearest-neighbor interactions. This has repeatedly been 
shown to be satisfactory for lower-dimensional systems. Ln reality, ofcourse, interchain 
actions become more important as the temperature is lowered, and all known 1D 
systems ultimately interact and undergo long-range order. But, with 
Cu(NH,),SO,. H,O as a typical example, T,  = 0.37 K, while the characteristic broad 
maximum in the specific heat reaches its maximum value at about 3 K. The low 
ordering temperature makes available a wide temperature interval where the short- 
range order effects can be observed. 

The specific heat and susceptibilities of an Ising Y = J  chain have been calculated 
exactly in zero-field [25,26]. The calculation results in the following expression for the 
molar specific heat, 

Note that this function is the same as that in Eq. (3.14)and plotted in Fig. 3.2,ifgpBH is 
replaced by J. Thecurve is broad and featureless. Equation (7.3)is an even function ofJ, 
and so the measured specific heat of an Ising system does not allow one to distinguish 
ferromagnetic (J >O) from antiferromagnetic (J<O) behavior. The compound 
CoCI, .2py, where py is pyridine (C,H,N), offers a good example ofan Ising spin Y = + 
linear ehain.The structure [27] ofthis c o n ~ p o u ~ ~ d  is sketched in Fig.7.1, where it will be 
seen to consist of a chain of cobalt atoms bridged by two chlorine atoms. In trans- 
position are found the two pyridine molecules, forming a distorted octahedral 
configuration. This basic structure is quite common and will occupy a large part of 
our discussion of 1 D systems. The specific heat of the cornpound [ I ,  281 is illustrated 
in Fig. 7.2; the compound seems to undergo ferromagnetic interaction, and thc long- 

Fig.7.1.The-MC1,- chain in the oc-plane. The N atoms are from the pyridine 
rings. From Ref. [28] 
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Fig. 7 2 .  Magnetic specific heat versus temperature of CoC1,.2 C,H,N. The curve is tlre 
theoretical prediction for the Y = + Ising chain calculated with J/k=9.5 K.  From Ref. [28] 

Fig. 7 3 .  Comparison of the entropy versus temperature curves of two Co salts. The large 
enhancement ofthe 1D character by substituting the CsHsN molecules for the H,O molecules can 
be clearly seen from the large reduction in the amount ofentropy gamed below T,. From Ref. [ I ]  

range ordering at  3.15 K complicates the situation, but clearly the breadth of the peak 
suggests that a large amount of (Ising) short-range order is present. 

The one-dimensional effect is illustrated nicely upon comparing in Fig. 7.3, on a 
reduced temperature scale, the magnetic entropies obtained from the specific heats of 
CoC1,. 2py and CoC1,. 2 H 2 0 .  As with all ordering phenomena, the entropy 
ASM = R ln(2Y + 1)must be acquired, and lower di~nensional systems acquire much of 
this entropy above T,. The hydrate has a structure [29] similar to that of the pyridine 
adduct, but with water molecules in place of the pyridine molecules. Replacement of 
water by pyrihne would be expected to enhance the magnetic ID character, for the 
larger pyridine molecules should cause an increased interchain separation. Any 
hydrogen bonding interactions between chains would also be diminished. Not only 
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does T, drop from 17.2 K for the hydrate to 3.1 5 K for the pyridinate, but it will be seen 
that 60% ofthe entropy (R In2)is obtained by CoCI, .2H,O below T,, while only 15% 
of the entropy occurs below T, for CoCI, .2py. The exchange interaction within the 
chains is essentially the same in the two compounds, and so these eflects must be 
ascribed to a more ideal 1D (that is, less 3D) character in the pyridine adduct. 

This entropy argument is an important one, to which we shall return repeatedly. An 
ideal Ising chain which ordered only at 0 K would necessarily acquire all its entropy of 
orderingabove T,.This is what we mean by short-range order. Since all real systems do 
order at  some finite temperature, due to the weak but not zero interchain interactions, 
the fraction of the entropy acquired above T,, (S, -S , ) /R ,  is a relative measure of how 
ideal a system is. 

7.2.1 Ising Systems 

The zero-field susceptibilities have been derived by Fisher [30] for thc 9'= 4 Ising 
chain. They are 

2 2 

Ngl"n [tanh (J/lkT) + (J/2k7*) sech2(J/2k7')] %l= 7 

It should be noticed that xll is an odd function of J, but X ,  is an even function. This 
means that the sign ofthe exchange constant in an Isingsystem can only be determined 
from the parallel susceptibilily (within the limits of zero-field specific heat and 
susceptibility measurements). 

More importantly, the meaning of the symbols "parallel" and "perpendicular" 
should be emphasized. In the present context, they refer to the external (measuring) 
magnetic field direction with respect to the direction of spin-quantization or alignment 
within the chains, rather than to the chemical or structural arrangement of the chains. 
In most of the examples studied to date, the spins assume an arrangement 
perpendicular to the chain direction; this is thought to be due to dipole-dipole 
interaction. The specific heat, Eq. (7.3) and susceptibilities of Eqs. (7.4) and (7.5) are 
illustrated for a representative set of parameters in Fig. 7.4. A characteristic feature of 

- 00 

- 0.6 

Fig. 7.4. Calculations of the spccilic heat and 
susceptibilities of lsing linear chains accord- 
ing to Eqs. (7.3)-(7.5). In all cases, 
~ J / k ~ = 1 0 K ; Y = + , g l l = g , = 2 . a : ~ I l ( J > 0 ) ;  
b: zL; c: (J<O); d :  c, 
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2 3 MF. Fig. 7.5. Theoretical magnetic specific heats c, of the Y =+ 
Isingmodel for a 1,2,and 3D lattice.Thecha~ncurve has been 
obtained by Ising (1925), who first performed calculations on 
the model that bears his name. The 2D curve is also an exact 
result,derived by Onsager (1 944)for the quadratic 1attice.The 
3D curve has been calculated by Blote and Huiskamp (1969) 
and Bliite (1972) for the simplecubic lattice from the high and 
low-temperature series expansions of c, given by Baker et al. 
(1963)and Sykes et al. (1972). For comparison the molecular 
Geld prediction (MF) has been included. From Rel. [ I ]  

the curves is a broad maximum at  temperatures comparable to the strength of the 
exchange interaction; the lone exception is the susceptibility for a measuring field 
parallel to a ferromagnetic spin alignment. 

Figure 7.5, which is taken from the review ofde Jongh and Miedema [l], illustrates 
the effect oflattice dimensionality on the specific heat for the Y = + Ising model. As was 
noted earlier, the dimensionality usually exerts a greater influence on the thermody- 
namic functions than does the variation of lattice structure within a given dimens~on- 
ality. I t  will be seen that a decrease in dimensionality increases the importance ofshort- 
range order effects. The molecular field calculation, which is based on an infinite 
nunlber ofneighbors, takes no account at  all ofshort-range order. In the I D  case, all of 
the entropy must be acquired by short-range order, for T, in the ideal case is 0 K. In a 
simple quadratic (2D) lattice, 44% ofthe entropy is acquired below T,, while 8 1 % of the 
entropy is acquired below T, in the case of the 3D, simple cubic lattice. 

Several other Ising linear chains have been studied sillce the important review of de 
Jongh and Miedema [I]. One of these is CsCoCI, . 2  H,O, in which the intrachain 
coupling is antiferromagnetic. Related systems are RbCoC1, . 2 H,O, CsFeC1, . 2  H,O, 
and RbFeCI, . 2  H,O. An extensively-sludied system with fcrromagnetically aligned 
chains is [(CH,),NH]CoCI, . 2 H,O. All these systems have complex arrangements of 
spins in the ordered state, and several of them were described in Sect. 6.12. Further 
discussion will be delayed until Sect.7.9. 

7.2.2 Heisenberg Systems 

There are no exact or closed-form solutions for the Heisenberg mode1,even for an -9' = 3 
one-dmensional system. Nevertheless, machine calculations are available which 
characterize Heisenberg behavior to a high degree of accuracy, particularly in one- 
dimension [24,3 1). The calculated specific heat of the Heisenberg model in 1,2, and 3 
dimensions is illustrated in Fig.7.6. I t  will be noticed that not only does the 1D system 
not have a non-zero T,, but even the 2D Heisenberg system does not undergo long- 
range order at  a non-zero temperature. Comparison of  Figs. 7.5 and 7.6 shows that 
changing the type of interaction from the anisotropic Ising to the isotropic Heisenberg 
form has the effect of enhancing the short-range order contributions. Furthermore, 
one-dimensional short-range order effects are extended over a much larger region in 
temperature for the more or less isotropic systems than for the Ising systems. 
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Fig.7.6. Specific heats ofthe Y = f Heisenberg model in 1,2, and 3 dimensions. The 1 D curve is the 
result for the antiferromagnetic chain obtained by Bonner and Fisher (1964), from approximate 
solutions. The 2D curve applies to the ferromagrletic quadratic lattice and has been constructed by 
Bloembergen (1971) from the predictions of' spin-wave theory (T/O<O.l), rrom thc high- 
temperature series expansion (TI0 > l), and from the experimental data on approximants of this 
model (0.1 < T/B < 1). The 3D curve follows from series expansions for the bcc ferronlagnet given 
by Baker et al. (1967). Also included is the molecular field prediction. From Ref. [ I ]  

- kT - 
J 

Fig. 7.7. The (reduced) Bonner-Fisher susceptibility 

The susceptibility results for a spin Y = 4 Heisenberg linear chain are due to Bonner 
and Fisher [24]. Since the Hcisenberg model is an isotropic one, the susceptibility is 
calculated to be isotropic; the major exception to this rule is found with some copper 
compounds where a small g-value anisotropy may enter. A broad maximum in the 
susceptibility is predicted, as illustrated in Fig. 7.7. For an infinite linear chain, Bonner 
and Fisher calculate that the susceptibility maximum will have value 
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Fig. 7.8. Experimental susceptibilities of [Cu(NH,),](NO,), (CTN). From Ref. [32] 

Fig. 7.9. A sketch of the linear chains found in [N(CM,),]MnCI,. The 
octahedral environment about the nianganese atom is slightly distorted, 
corresponding to a lengthening along the chain 

at the temperature 

This theory has been applied to a very large,nunlber ofdata, as illustrated in Fig. 7.8 for 
[Cu(NH,),] (NO,), [32]. The chemical aspects have been reviewed [17]. 

The best example of an antiferromagnetic Heisenberg chain compound is 
[N(CH,),]MnCI,, TMMC, the structure [33] of which is illustrated in Fig. 7.9. The 
crystal consists ofchains o f 9  =3  manganese atoms bridged by three chloride ions; the 
closest distance between manganese ions in dilferent chains is 0.915 nm. The first report 
[34] of 1 D behavior in TMMC has been followed by a flood of papers, reviewed in [l] 
and [2], for the compound is practically an ideal Heisenberg system. The intrachain 
exchange constant J/k is about - 6.7 K, which is strong enough to cause a broad peak 
in the magnetic heat capacity at high temperatures. Unfortunately, this relatively large 
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intrachainexchangecauses tl~emagneticcontribution to overlap severely with the lattice 
contribution. Nevertheless, a broad peak with maximum at about 40K has been 
separated out [35] by empirical procedures, which depend in part on comparing the 
measured specific heat ofTMMC with its isomorphic, diamagnetic cadmium analog. 
Long-range order sets in at 0.83 K,  as determined both by heat capacity [35,36] and 
susceptibility [34, 373 measurements. One measure of the ideality of a Linear chain 
system is the ratio ofJ' to I, where J'/k represents interchainexchange. This ratio is only 

for TMMC. Another measure of the ideality is the critical entropy, a mere 1 % of 
the total for TMMC. One of the problems faced in analyzing the data is that the 
theoretical calculations have been hindered by the relatively high value of the spin. One 
procedure that has been used is based on Fisher's [38] calculation for a classical or 
infinite spin linear chain, scaled to a real spin of 4 [34]. This procedure, which was 
introduced in the first report on linear chain magnetism in CsMnC1,.2H20 [39], 
makes use of the equation 

where u = (T/T,)- coth(TJT) with T, = 2JY(Yf I)/k. Weng [40] has carried out some 
calculations that take more explicit cognizance of the spin value, but these remain 
unpublished. Perhaps the most useful calculations are the numerical ones of Blote [31, 
411 and de Neef [42], which not only are applicable to the Y =+ chain but also include 
zero-field splitting erects. 

Since the spin quantum number takes discrete values of +, 1,3,-----, spin is clearly 
a quantum phenomenon. As the spin gets larger in value, however, the discrete 
spectrum of states gets closer together and begins to approach a continuous or 
classical spin. It turns out that systems with large values of the spin,$ and above, may 
oRen be treated with a good deal of accuracy with this approximation. A spin of 
infinity corresponds to a true classical spin, and is found to be a useFul subterhge 
often used by theorists. 

As with all short-range ordered antiferromagnetic systems, the susceptibility of 
TMMC shows [34] a broad maximum, in this case at about 55 K. A system with only 
Heisenberg exchange should exhibit isotropic susceptibilities, but in weak Gelds 
TMMC begins to show anisotropic susceptibilities parallel and perpendicular to the 
chain (c) axis of the crystal below 60 K.  A small dipolar anisotropy was found to be the 
cause of the magnetic anisotropy [37] and to favor alignment of the spins per- 
pendicular to the chain axis. 

The compound TMMC is one of a large series of ABX, systems, such as CsCuCl,, 
CsCoC1, [43] and [(CH,),N]NiCl,, (TMNC), which display varying degrees ofshort- 
range order. Interestingly, TMNC, which is isostructural with TMMC, displays 
ferromagnetic intrachain interactions, whch  causes a noncancellation of long-range 
dipolar fields [44]. This result, along with the zero-Geld splitting of about 3 K, causes 
TMNC to be a less perfect example of a linear chain magnet than is TMMC. Many of 
the other physical properties of these anhydrous systems have been reviewed [45]. 

A system somewhat related to TMMC is DMMC, [(CH,),NH,]MnCI, [46]. The 
magneticchains are similarland J/k drops slightly, to - 5.8 K. Long range order occurs 
a t  3.60 K. The ratio J'/J is 1.2 x and the critical entropy is only 3% ofthe total. It 
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follows the Heisenberg magnetic model more ideally than CsMnCl, . 2 H,O (see below) 
but not quite as well as does TMMC. The dipolar interaction again causes the spin 
orientation to be perpendicular to the chemical chain direction. 

A major research effort has gone into the study of a varicty of hydrated metal 
halides, for they are easily prepared and yield many quasi-one-dimensional systems of 
varying degrees of ideality. The compound CsMnC1,. 2 H,O was mentioned above; it 
is far from being an  ideal system, the critical entropy being 13% of the total. 
Nevertheless, it has been studied extensively as an example of the Heisenberg spin 
Y =% linear chain antiferrornagnet. Its structure, like the cobalt analogue, has a p- 
chloro (single halide) bridge between cis-octahedra, as was illustrated in Fig. 6.28. Two 
substances which are isostructural with CsMnCI, . 2  H 2 0  are a-RbMnCl, . 2 H 2 0  and 
CsMnBr, . 2  H,O [47]. These salts behave similarly to the Cs/CI salt, as expected, with 
exchange constants of - 3 K and - 2.6 K,rcspectivcly. Ifthe lack ofideality is ascribed 
only to interchain interactions, then the order of ideality is 

a-RbMnC1, - 2 H 2 0  > CsMnCI, . 2  H 2 0  > CsMnBr, . 2  H 2 0  

Other related materials include (CH,NH,)MnCl, . 2 H 2 0  [48], 
[(CH,),NH,]MnCI,. 2 H,O [49], [(CH,),NH]MnCI,. 2 H,O [50], and 
[C,H,NH]MnCl,. H 2 0  [51], where one can see the chemist's hand at work here in 
the successive substitution on the organic cation. For better or worse, these substances 
do not all have the same crystal structure. The (CH,NHJt salt is isotypic to the Cs t  
salt but not isomorphous, the cesiunl salt being orthorhombic and the meth- 
ylammonium salt being monoclinic. The susceptibility of the methylammonium 
compound [48] is displayed in Fig.7.10; the susccptibility of the cesium compound 
[39] is quite similar. Note the broad maximum around 30K, the high-degree of 
isotropy above 15 K,  and the fact that long-range order occurs at 'I', = 4.12 K. This is 
caused by interchain interactions. The exchangc constants for the two salts are the 

- - -  Closs~col Helsenberp choln 
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( JILz-3.01 K for both I 
I ,  

ob 
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Fig. 7.10. The magnetic susceptibility of (CH,NI.I,)MnCI,. 2 kI,O along three orlhogo~lal axes. 
From Ref. [48] 
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. Fig. 7.11. Schematic representation of a hydrogen-bonded 
plane of chains in [(CH,),NH,]MnCI, . 2  H,O. 'The chains, 
which run in thc c-direction, are hydrogen bonded in tile b- 
direction. In the a-direction, the chains are separated by 
dimethylammonium cations. From Ref [ 5 2 ]  

same, - 3 K, within experinlental error. The hc t  that T,=4.89 K for CsMnC1,. 2 H 2 0  
therefore means that interchain interactions are stronger in the cesium salt. 

The compound [(CH,),NH,]MnCI,. 2 H 2 0  also contains a p-chloro bridge [ 5 2 ] .  
There is strong hydrogen-bonding, as evidenced by the crystal structure which is 
illustrated in Fig.7.11. The susceptibility is similar to that of the two salts described 
above, and may be fit in the same fasluon by J/k= -2.65 K. Some 19% of the magnetic 
entropy is acquired below T,= 6.36 K, and the ratio of interchain to intrachain (J1/J) 
interactions was estimated as 2 x lo-'. 

Thus the three compounds, with A = C s t  , CH,NHl,  and [(CH,),NH2It, all 
contain cis-[MnCl,(OH,),] octahedra linked into crooked chains, and the exchange 
constants remain allnost the same despite small differences iu local distortions. 

There is a series ofsalts of manganese which contain p-dihalide bridges. They are 
[(CH,),NH]MnCI,. 2 H,O, [(CH,),NH]MnBr, . 2 H,O [SO], (pyridinium)MnCl, 
H,O, (quinolinium)MnCI, . H,O [!ill, MnCl, . 2  H 2 0  [53], and MnC1,. 2py [54]. 

The change in structure from the AMnX, . 2  H,O substances changes the magnetic 
properties substantially, and each of these materials exhibits different properties. Both 
[(CH3),NHlf salts, the structure of which was illustrated in Fig.6.36, have trans- 
[MnX,(H,O),] coordination spheres. The chains are linked together, weakly, into 
planes by a hallde ion which is hydrogen-bonded to the water molecules in two 
adjoining planes.The [(CH3),NHIf ions lie between the planes and act to separate 
them both structurally and magnetically; these two co~npounds are perhaps better 
described as anisotropic two-dimensional materials rather than as linear chains. A 
broad maximum is observed in the specific heat of each, as expected, but the exchange 
constants drop to the relatively small values of - 0.3 to - 0.4 K.  They are also canted 
antiferromagnets, as was discussed in Sect. 6.12. 

The pyridinium and quinolinium salts have a similar structure for tlie chains, but 
are not as extensively hydrogen-bonded, They are not as good examples of the one- 
dimensional antiferrornagnet as some of the other materials described above. Thus, 
for the [C,HSNHl+ salt, it has been found that T,=2.38K, J / k =  -0.7 K, 
J'/J = 7  x lo-' and the critical entropy is as large as 39% of the total. Less is known of 
the quinolinium salt, but its exchange constant is about -0.36 K. 
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It is interesting to observe that the p-hallde chain systems have exchange constants 
about an  order of magnitude larger than the p-dihalide systems. 

The compounds MnCI,. 2 H 2 0  and MnX2py2 (X=CI, Br) are isomorphous with 
their respective cobalt analogs which were described at the beginning of thls chapter. 
The enhancement of linear chain character on replacing water by pyridine is evidenced 
here as well; indeed, interchain interactions are comparable in magnitude to intrachain 
interactions in MnCI,. 2 H,O [53] and so  the material appears to behave as a three- 
dimensional antiferromagnet! The chained compounds [54] MnX2L2 @=C1, Br; 
L=pyridine, pyrazole) all exhibit broad maxima in the specific heat but, as with 
CoCl,. 2py, the long-range ordering anomaly overlaps seriously with the short-range 
order feature. 

With all the effort that has gone into manganese linear chain systems, it is 
interesting to note how little is known about systems derived from the isoelectronic 
iron(II1) ion. Since the ion is more acidic, fewer compounds are known with bases such 
as pyriaine as a ligand, and the syntheses of iron(II1) compounds are generally less 
thoroughly explored. 

One such compound which is ofcurrent interest [55] is K2[FcF5(H20)]. Discrete 
[FeF,(H20)]2- octahedra are hydrogen-bonded in zig-zag chains, and this is the 
source of the chainlike superexchange path. Since this is not a strong superchange path 
in the first place, and since the fluoride ion provides generally a weaker superexchange 
path than chloride or bromide, it is no surprise that the exchange constant is quite 
weak, being only -0.40 K. Long-range order occurs at 0.80 K, and it is estimated that 
(J1/J1= 1.4 x lo-'. This compound is discussed fbrther in Chapter 10. 

7.23 XY Systems 

The XY model [56] is obtained from the Hamiltonian 

which is again anisotropic; the anisotropy is increased (planar Heisenberg model) by 
adding a term of the form D[Sf -Y(Y + 1)/3] to the above Hamiltonian, for then the 
spins are constrained to lie in the xy-plane. The reader should be careful to distinguish 
this spin anisotropy from dimensio~lality anisotropy. There are to date only two 
examples of one-dimensional compounds that follow this model, (N2H5),Co(S0,)2 
[57] and Cs2CoCI, [58-611. Considerable anisotropy in the g-values, with g,% gl l ,  is 
the prerequisite for the applicability of the XY model [ l l ,  57-62] and the hydrazinium 
compound, for example, meets this restriction, with g, =4.9, gll  =2.20. The compound 
clearly has a linear chain structure (Fig. 7.12) with metal atoms bridged by two sulfate 
groups. The magnetic specific heat of (N2H,)2Co(S0,)2 is illustrated in Fig. 7.1 3, along 
with a very good fit to the calculated behavior oCthc XY model linear chain for Y =+; 
the fitting parameter is J/k= -7.05 K. The deviations at lower temperatures are due to 
the onset ofa weak coupling between the chains which causes long-range spin-ordering 
at 1.60 K. 
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Fig. 7.12. Structure of triclinic ZnO\I,H,)2(S04)2 according to Prout and Powell. The chemical 
h e a r  chain axis (b-axis) is approximately 10 percent shorter than the a-axis. The compounds 
MO\I,H,),(SO,), with M=Ni ,  Co, Fe, and Mn are isomorphous with Zn(N,H,),(SO,),. From 
Ref. [57] 

Fig. 7.13. The magnetic specific heat, c,, of Co(N,II,),(SO,), as a function of temperature. The 
drawn line presents the results of the transverse coupled linear chain model ( J M  = O ;  J, = J )  as 
calculated by Katsura for Y=+;  IJ/kl= 7.05 K .  From Rel. [S7] 

The material Cs,CoCl, has been more thoroughly studied because it is available in 
single crystal form. Furthermore, the crystal structure consists of discrete tetrahedra 
(Fig. 7.14) rather than the more obvious linear superexchange path caused by bridging 
ligands. 

Specific heat measurements on this compound [S8] in Fig.7.15 have been 
interpreted with the following results: 

a) the zero-Geld splitting is large - of the order of 14 K; 
b) a broad maximum at about 0.9 K is ascribed to linear chain antiferrornagnetism, 

and can be fit by the Y=*, XY magnetic model Hamiltonian with J,Jk of about 
-1.4K; 

c) long range order occurs at 0.222 K. 
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Fig. 7.14. Crystal structure of Cs,CoC14 

T e m p e r a t u r e  ( K )  

Fig. 7.15. Spcc~fic heat data on Cs,CoC14. Curve a represents the litted specific hcat for the XY 
linear chain, w h ~ l c  curve b represents the Schottky collt~.ibut~or~ Curvec I S  t l~e  fitted lattice speclfic 
heat. From Ref IS81 
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Fig. 7.16. The three ortho- 
gonal susceptibilities of 
Cs,CoCI.. From Ref. [60] 

Susceptibility measurements down to 1.5 K were consistent with these results, and 
furthermore required that the I $)) component be the ground state. Susceptibility data 
[58] below 4 K  are presented in Fig.7.16. The crystal structure, with two equivalent 
moleculesper unit cell, of Cs,CoCI, is such [58-601 that x,, the susceptibility parallel to 
the z-axis of the linear chain cannot be realized physically. The c-axis susceptibility 
displayed is the susceptibility in the XY-plane, x,,, and exhibits a broad maximum, 
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Fig. 7.17. Fit to the c-axis $us- 
ceptibility of Cs,CoCI,. From 
RcL [60] 
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along with the long-range magnetic order at 0.22 K. These data show that the c-axis is 
the easy axis. Duxbury, Oitmaa, and Barber [GO] have recently calculated x,, for the 
Y = +, XY antiferromagnetic chain, and their results agree well with experiment. An 
exchange constant of - 1.6 K within the pure XY model fits the x ,  data well; the 
introduclioll of small Ising-like anisotropy, as anticipated [ 5 8 ]  from the analysis of the 
specific heat results, would be expected to provide an even better fit to the data, with an 
exchange constant closer to the previously reported one. The lit ofthe casy-axis data to 
the calculated behavior is illustrated in Fig. 7.17. 

The a-axis and b-axis data are consistent with this analysis, and also behave as the 
anticipated perpendicular susceptibilities on the ordered state. Since these suscepti- 
bilities are mixtures of the linear chain X I ,  and ,yI above T,, there is no way to fit these 
data. Thcse results have been confirmed by neutron scattering studies [61]. 

O'Connor [9 ]  presents a survey of a number of other experin~ental data on 
magnetic linear chains. 

7.2.4 Some Other Aspects 

An ever-present question concerns the procedure one should use to detcrmine whether 
a system is following the Heisenberg, Ising,or XY models (to list only the three limiting 
cases). The answer lies not only with the amount of anisotropy exhibited by the 
available data, but also with the fits of the data to the different quantities calculated 
within each model. Quantities calculated by Bonner and Fisher have been listed above; 
a broader selection of the theoretical values of empirical parameters for linear chain 
systems is presented in Table 7.1. 

Several other figures taken from de Jongh and Miedema [I] illustrate some of the 
trends anticipated with ID magnets. Figure 7.18 illustrates the heat capacities of a 
number ofchains with Y = +, while the pcrpet~dicular susceptibilities of the Ising chain 
and XY models are compared in Fig.7.19. Note that the specific heat for thc 
ferromagnetic Heiscnberg linear chain is rather flat and differs substantially from that 
for the antiferromagnetic chain. The dependence upon spin-value ofthe susceptibility 
and specific heat of the Ising chain is illustrated in Fig. 7.20, while this depcndencc for 

Fig. 7.18. Theoretical heat capacities of a 
number ofmagnetic chains w ~ t l ~  Y = 1. Curves 
a and b correspond to the Ising and lhc Xi 
model, respectively (ferro- and antiferrornag- 
nctic). Curves c and d are for thc antifcr- 
romagnetic and ferromagnetic Heiscnberg 
chains, rcspcctivcly. From Ref. [ I ]  





Table 7.1. Numerical results for the 1D Heisenberg, XY and Ising models. Listed are the spin value Y ;  the temperatures at which the maxima in the specific 
heat and the susceptibility occur,divided by the exchange constant IJl/k; the heights of the spec~fic heat and susceptibility maxima in reduced units; the ratio 5 
of T(xrnaX) and T(c,,,); the quantity (l/g)2~,,,T(,y,lJ. The plus and minus signs in brackets denote whether the interaction is ferro or antiferromagnetic, 
respectively. From Ref. [ I  1. 
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Fig. 7.20. Dependence on the spin value 
of the parallel susceptibility (a) and the 
specific heat @)of the Isingchain. (Alter 
Suzuki et al. 1967 and Obokata and 
Ogucfu, 1968.) From Ref. [ I ]  
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Fig. 7.21. Dependence on the spin value of the 
susceptibility (a) and the specific heat @)ofthe 
Heisenberg cham. (After Weng, 1969.) From 
Ref. [ I ]  

thc Heisenberg model is shown in Fig. 7.21. The cxperilnenter is seen to be faced with a 
large numbcr ofcurves ofsimilar behavior when he seeks to fit experimental data to onc 
of thc available models. Recall also (Chap. 5) that isolated dimers and clusters offer 
specific heat and susceptibility curves not unlike those illustrated. The different curves 
appear so similar that, for example, it has even been proposed that CTS, the first 
supposed linear chain magnet, actually behaves more like a two-dimensional magnet. 
Part of the problem lies with the fact that the physical properties calculated for 
Heisenberg one- and two-dimensional systems do not differ that much [63]. 
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Furthermore, there are not chains or planes of magnetic ions which are self-evident in 
the structure of CTS. 

Clearly, the measurement of one thermodynamic quantity is unlikely to character- 
ize a system satisfactorily. Powder measurements of susceptibility are uniformly 
unreliable as indicators of magnetic behavior. Crystallographic structures are usually 
necessary in order to aid In the choice of models to apply, though even here the 
inferences may not be unambiguous. Thus, MnC1,. 2 H 2 0  is a chemical or structural 
chain but does not exhibit chain magnetism [SO], while Cu(NH,),(NO,), [32] and 
Cs,CoCI, [58] each consists of isolated monomeric polyhedra but acts like a magnetic 
chain! The isostructural series CuSO, . 5  H,O, CuSeO, . 5  H 2 0 ,  and CuBeF,. 5 H 2 0 ,  
which has been studied extensively by Poulis and co-workers [64] provides an 
interesting example in which two independent magnetic systems are found to co-exist. 
The copper ions at the (0,0,O) positions of the triclinic unit cell have strong exchange 
interactions in one dimension, leading to short-range ordering in antiferromagnetic 
Linear chains at  about 1 K. The other copper ions at  (f ,+,0) have much smaller mutual 
interactions and behavc like an almost ideal paramagnet with Curie-Weiss 0 of about 
0.05 K. Another example of the sort of complications that can occur is provided by 
recent studies [65] on [(CH,),NH),Mn,CI,. The structure of this mater~al consists of 
linear chains of face-centered MnCI, octahedra, such as are found in TMMC, and 
discrete MnC1:- tctrahedra; the trimethylammonium cations serve to separate the 
two magnetic systems.The magneticsusceptibility could best beexplained by assuming 
that the MnCI:- ions are formed into linear chains with the intrachain exchange 
achieved through CI-CI contacts. Since [he TMMC-like portion of the substance also 
behaves as a magnetic linear chain, the nlaterial in fact consists of two independent 
linear chain species. Independent studies of the magnetization to high fields [66] 
confirm this picture. The exchange constant within the TMMC-like chains is about 
- 8 K, while the tetrahedra interact (through a Mn-.Cl---CI-Mn path,similar to that in 
Cs2CoCI4) with an exchange constant of about -0.2K. The analogous bromide 
behaves somewhat similarly [67], and exhibits considerable anisotropy between and 

This has been shown to be due to dipolar intrachain interactions. 
Copper(II), always a spin Y = t ion, is also well-known as a Heisenberg ion and 

forms many linear chain antiferromagnets [I71 and some one-dimensional fer- 
romagnets [18]. Cs,CuCI,, which is isonlorphous to Cs,CoCI,, is a Bonner-Fisher 
antiferromagnet. 

I t  was pointed out in Chap. 4 thitt copper usually suffers a Jahn-Teller distortion. 
There are several cases where this affects the magnetic interaction in a compound. This 
is because the distortions can become cooperative [68]. Thus, the compound 
[Cu(C,H,NO),] (ClO,),is strictly octahedral at room temperature, but its specific heat, 
in the vicinity of 1 K, is that of a linear chain antiferromagnet [69] .  Similarly, 
K2Pb[Cu(N02),] is face-centered cubic at room temperature, which i~nplies three- 
dimensional magnetism, but it undergoes several structural phase transitions as it is 
cooled and it too acts as an antiferromagnetic linear chain [70]. This has been 
explained [68,71] in terms of Jahn-Teller distortions which are propagated coopera- 
tively throughout the crystal lattice. 

Certain generalizations are useful: copper(l1) is likely to be a Heisenberg ion while 
manganese(I1) always is; cobalt(I1) is likely to be an Ising or  XY ion, depending on the 
geometry of the ion and the sign and magnitude of the zero-field splitting. These facts 
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were described in earlier chapters. At the least, qualitative comparisons of the shape of 
theoretical and experimental data are inadequate in order to characterize the magnetic 
behavior of a substance. A quantitative analysis of the data and quantitative fit to a 
model are imperative. 

The dynamic properties of one-dimensional systems have been reviewed [2,72]. 
The subjects discussed include spin waves, neutron scattering and resonance results, 
especially as applied to TMMC, CsNiF, and CuCI,. 2C,H,N. 

7.3 Long-Range Order 

As has been implied above repeatedly, all real systems with large amounts of short- 
range order eventually undergo long-range orderlng at some (low) tcmperamre. This is 
because ultimately, no matter how small the deviation from ideality may be, eventually 
it becomes important enough to cause a three dimensional phase transition. Naturally, 
any interaction between chains, no matter how weak, will still cause such a transition. 
Furthermore, any anisotropy will eventually cause long-range ordering. The latter can 
be due to a small zero-field splitting in mangancseQI), for example, which at  some 
temperature becomes comparable to k?: but even effects such as anisotropic thermal 
expansion are suficient to cause the transition to long-range order. 

Nevertheless, the nature ofthe ordered state whcn it is derived from aset of formerly 
independent antiferromagnetic linear chains differs from the usual 3D example. This is 
particularly so in the case of Y = f isotropic Heisenberg chains [64], as a result of the 
extensive spin-reduction AY that occurs in these systems. Spin-reduction is a 
consequence of the low-lying excitations of an antiferromagnetic system which are 
called spin waves [I]. Though we shall not explore these phenomena any Further, the 
fully antiparallel alignment of the magnetic moments is an eigenstate of the 
antiferromagnetic exchange Hamiltonian only in the Ising limit. An effect ofzero-point 
motions or spin waves is that at  T = 0 the rtlagnetic moment per site is no longer g p , Y ,  
but gp,(SP-ASP). The spin-reduction AY(T H) depends on the anisotropy in the 
exchange interaction and reduces to zero in h e  Ising limit. The spin-reduction depends 
inversely on the number of interaction neighbors z and on the spin value 9'. So, 
although AY is small for 3D systems, it increases for 2D systems, and is maximal for 
linear-chain (z = 2), Y = + Heisenberg antiferromagnets. 

Finally, it was pointed out in Chap. 6 that for antiferromagnets the ordering 
temperature, T,, lies below the temperatureat which the susceplibility has its maximum 
value. In fact, for 3D ordering, the maxlmum is expected to lie some 5% above T,. One 
of the most noticeable characteristics of lower-dimensional ordering is that the broad 
maximum in the susceptibility occurs at a temperature substantially higher than T,. 
This is well-illustrated by the c-axis data of Cs,CoCl,, shown in Fig.7.16. 

As with other ordered systems with small anisotropy, ordered Heisenberg linear 
chain systems also exhibit a spin-flop phase. There is an important difference, however, 
in the observed behavior, and that is that the critical temperature of Heisenberg linear 
chain systems tends to increase drastically when an external Geld is applied. An early 
example is provided by the results [73] on CsMnCI, . 2  H 2 0 ,  the phase diagram 
of which is illustrated in Fig. 7.22. Or,  consider the phase diagram of 
[(CH3),NH,JMnC1,.2H,0, a linear chain system [49] with T,(O)=6.4K and 
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Fig. 7.22. Magnetic phase diagram of 
CsMnC1, . 2  H,O. From Ref [73] 

Fig. 7.23. Phase diagram of 
[(CH3),NH,]MnC1, . 2  H,O. 
From Ref. [49] 

J/k= -3.7 K .  The phase boundaries above the bicritical point [at 6.0 K and 14.7 kOe 
(1.47 T)] bulge out to temperatures nearly 2 K above T,(O). This is illustrated in 
Fig. 7.23. This behavior is common in linear chain systems [74] and is due to the 
characteristic susceptibility behavior of the individual isolated chains. This is true even 
though the phenomenon being measured is the three-dimensional tra~lsition tempera- 
ture, that is, the long-range ordering temperature describing the interaction between 
the chains. Anisotropy, which is probably due to dipole-dipole interact~ons favoring 
spin orientation perpendicular to the chain axis, causes the phase boundaries to differ 
for each orientation of the sample with respect to the Geld. 

Oguchi [75] has presented a relationship between the ratio IJ1/KI, the transition 
temperature T,  and the value ofthe spin, where J1/k is the interchain coupling constant. 
This relationship has been derived for a tetragonal lattice structure with isotropic 
interaction, but it has been used frequently for other systems as a guide to the order of 
magnitude of[J1/JI. Most of the values of this quantity referred to earlier were obtained 
by Oguchi's method. 
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7.4 Alternating Linear Chains 

The model discussed thus far for linear chain systems is called a uniform one, for the 
intrachain exchange constant has been assumed not to vary with position. That is, the 
Hamiltonian is taken as 

with a =  1. An alternating chain is defined by letting a be less than one. For a 
Heisenberg alternating linear chain, -21 is then the exchange interaction between a 
spin and one o f  its nearest neighbors, and - 2aJ is the exchange constant between the 
same spin and the other nearest neighbor in the chain. When a = 0, the model reduces to 
the dimer model with pairwise interactions. The alternatir~g linear chain antifer- 
romagnct with spin Y = j  has becn studied in detail lately, both thcorctically and 
experimentally [lo, 17, 19,20, 76-84]. 

The important susceptibility results [77] for an alternating Heisenberg linear chain 
(.!Y=+) are illustrated in Fig.7.24. Broad maxima are observed for all valucs of the 
alternation parameter a. The susceptibility curves vanish exponentially as temperature 
T-+O for all a < 1 ; the uniform fBonner-Fisher chain, a = I) alone reaches a finite value 
at T =  0. The case with a = 0 is of course simply the isolated dimer (Bleancy-Bowers) 
equation. Likewise, broad maxima in the specific heat are also predicted [82]. 

The interesting question is, how can one prepare a true alternating system, with 
0 <a < 1 ? The answer is not clear, for several such systems appear to be uniform 
structurally a t  room temperature, but undergo a crystal phase transition as they are 
cooled. This yields alternating linear chains with [Cu(y-picoline),Cl,], for example [79, 
811, the susceptibility of which is illustrated in Fig. 7.25. The data exhibit a sharper 
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.- 1.2 K 

Fig. 7.26. High-field magnetization ofCuCt,(y-picoline), powder. 
From Ref. [82] 

maximum than is predicted by the uniformchain results (a= I), and may be fit by the 
alternating-chain model with J/k = - 13.4 K, g = 2.14, and a -0.6. The magnetization 
results (Fig. 7.26) agree; the calculated curve is a T=O approximation, and the lower 
the temperature, the more the data agree with experiment. Two critical fields are 
observed; tlie magnetization is zero below H,,, and increases to saturation at H,,. 
Similar behavior has been observed with [Cu(N-niethylimidazole),Br,] 1781. The 
organic molecule is oflower symmetry in the latter case, and the lower value ofa =0.4 is 
observed. 

The most thoroughly studied alternating linear chain antiferromagnet is 
C U ( N O ~ ) ~ .  2.5 H,O [76,82]. The reader will recall our earlier discussion (Sect. 5.2) of 
this molecule, in which the first studies of this system suggested that it was primarily a 
dimer, i t . ,  a chain with a=O. These data have been reinterpreted, and new data 
obtained. 

There is, to begin with, a systematic discrepancy ofabout 5% in the data illustrated 
in Fig. 5.5 and the calculated specific heat for a dimer [82]. This and other evidence 
suggested that there is a weak antiferromagnetic interdimer interaction in 
Cu(NO,), .2.5 H,O. Diederix and co-workers [76] studied the proton magnetic 
resonance spectra of the material and concluded that it contained alternating linear 
chains. Bonner et al. [82] in turn reinterpreted the earlier specific heat data. The zero- 
field specific heat maximum depends on a only, i.e., is independent of J (and g) whle the 
position in temperature of the maximum depends only on the exchange constant J.  The 
(corrected) c, data are illustrated in Fig.7.27, where the excellent fit of theory and 
experiment is obtained over the whole temperature range of -0.5-4.2 K. The position 
of the maximum fixes Ilk at  -2.58 K, in agreement with the value of -2.6K of 
Diederix. The discrepancy at the maximum of less than 1% could be removed by 
correcling for interchain interactions.'I'hc parameter u = 0.27 is fourid from aU the data 
analyses (recall that the dimer model described in Chap. 5 took a = 0). Likewise, tlie 
susceptibility, field-dependent specific heat and magnetization could be described by 
the same set of parameters. 

Another example of an  alternating linear chain is provided [84] by the adduct 
between the hexafluoroacetylacetonate of Cu and the nitroxide, 4-hydroxy-(2,2,6,6)- 
tetramethylpiperidinyl-N-oxy. The compound is called Cu(hfa), . TEMPOL. There 
is a strong (19 K) ferromagnetic interaction between the copper ion and the nitroxide, 
evident in the data taken above 4.2 K, and the susceptibility rises rapidly as the 
temperature is lowered below 1 K. Then a broad maximum, characteristic of an 
antiferromagnetic linear chain, is fourld at about 80mK. These data have been 
analysed in terms of a spin Y= 1 linear chain, with a weak (2J= -78mK) 
antiferromagnetic interaction between the 9 = 1 units. That is, the alternating 
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Fig. 7.27. Heat capacity at zero field of 
Cu(N0 ,), .2 .5  H,O vs. temperature. 
Data of Friedberg and Raquet, as revised 
in Rcf. [83] 

character is obtained by a repeating strong fcrromagnctic and weak antiferromagnetic 
interaction. Similar results were also obtained from magnetization data on (4- 
benzylpiperidinium)CuCI3 [a l l .  

7.5 Spin-Peierls Systems 

The spin-Peierls model refers to an alternating linear chain system ofanother sort. Here 
a system of uniform, quasi-one-dimensional Y =  4, linear Heisenberg antiferromagne- 
tic chains, coupled to the three-dimensional vibrations ofthe lattice, distorts to become 
a system of alternating linear Heisenberg antiferromagnetic chains,well-described by 
the Hamiltonian, Eq. (7.8), with temperature dependent alternation. In other words, 
this is a progressive spin-lattice dimerization [19,20,77,85-883, which occurs below a 
characteristic temperature, T,,. There is no long-range magnetic order in such a system, 
even at T =  0. 

Experimental examples of the spin-Peierls transition were first observed in the 
donor-acceptor colnplexes TTF-M[S2C2(CF,),],, where M = Cu or Au, with T,,= 12 
and 2.1 K, respectively. TTF is tetrathiahlvene and the ligand is a tetrathiolene. A 
number ofother systems havesince been found to exhibit a spin-Peierls transition [88], 
and experimental data include magnetic susceptibility, specific heat, EPR, NMR and 
neutron diffraction measurements. 

The occurrence of the spin-Peierls transition is most dramatically illustrated in the 
temperature dependence of the susceptibility (Fig. 7.28). Below T,, (identified by the 
knee in the data a t  12K), the ground state is a nonmagnetic singlet (with a widening 
separation from the magnetic excited state), so that the powder susceptibility decreases 
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UPPER SCdLE 

Fig. 728. Magnetic susceptibility of TTF 
CuS,C,(CF,), along two directions Solid lines are 

calculated Gom a spin-Peierls theory which contains 
AF chains with uniform exchange above 12 K and 

T ~ r +  CuS, C, tF, ,; : temperature-dependen1 alternating exchange below. 
Froin Ref. [85] 

exponentially to zero. This contrasts to the finite value found for the powder 
susceptibility at  T=O for uniform linear antiferrornagnets, and provides strong 
evidence for the dimerization. 

It is of interest to point out that because of the electron transfer between the cation 
and anion, lhat the Cu[S,C,(CF,),]; ion is spin-paired in thiscornpound,and the only 
spin carrier is the (TTF)' ion! 

The transition temperature T,, dccreases as an external field is applied [86,87]. An 
H-T phase diagram has becn elucidated in part for TTF-Au[S,C,(CF,),],. 

7.6 Two-Dimensional or Planar Systems 

The specific heats of one-dimensional and two-dimensional systems in the lsing and 
Heiscnberg limits have already been compared in Figs. 7.5 and 7.6, respectively. Several 
of the thermodynamic quantities which have becn calculated are listed in Table7.2. 

I 

Table 7.2. Estimated values for the temperatures at which the maxima occur in the antifer- 
romagnetic susceptibility of the quadratic Heisenberg lattices. The values attained by the 
susceptibility a t  these temperatures are also given. Note that the product ,ym,T(~,,,)/C is only 
very slowly varying with Y .  For comparison the result for tlie parallel susceptibility of the 
quadratic Ising lattice ( 9 = 4 )  has been included. After de Jongh [I]. 

-- ~~- - -  ~ 

Quadratic Heisenberg lattice lsing 

cull) 
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The important calculation for two-dimensional systems within the Ising limit is that 
of Onsager [89]  for a Y = 3 system. Letting J and J' be the exchange parameters in the 
two orthogonal directions in the plane, he showed that the quadratic lattice, with J = J', 
does have a phase transition and exhibits a A-type anomaly. In the other limit, as soon 
as any anisotropy is introduced to the one-dimensional system, in which it was pointed 
out above that no phase transition can occur, a phase transition is now found to occur. 
That is, with a rectangular lattice even with, say, J/J' = 100, a sharp spike indicative of 
ordering is found on the heat capacity curve. The specific heats of the linear, 
rectangular, and quadratic lattice as calculated by Onsager are illustrated in Fig. 7.29. 

'The compound Cs,CoBr, offers a good example ofa  quadratic lattice Ising system 
[I].  This is particularly interesting because the compound is isomorphic to Cs,CoCI,, 
the structure ofwhich was illustrated in Fig. 6.1 1, and which acts as a three-dimensional 
magnet. Apparently in the bromide there is an accidental cancellation of interactions 
in the third dimension. The specific heat near T,  (0.282 K) is plotted in Fig. 7.30, and 
compared with Onsager's exact solution for this lattice [90]. The planar square Ising 

15, 
Cm - 

Fig. 730. Magnetic specific heat of CoCs,Br, 
plotted versus the temperature relative to T,. The 
lull curve represents Onsager's exact solut~on 
(1944) of thc heat capacity of the quadratic, Y = f ,  
Ising lattice. From Ref. [90] 
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Fig. 7.29. Specific heat of the 2D 
quadratic Ising lattice (Onsager) with 

0 5  - differcnt exchange interactions J and 
J' along the two crystallographic 
axes; J'/J= 1, dot-dash curve; 
J'/J s0.01, dashed curve; J'=0, J +  0, 

L solid curve. From Ref. [ I ]  
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Fig. 7.31. Phase diagram of 
Cs,CoRr, on a reduced temper- 
ature scale, taking H, = 2100 Oe 
(0.210 T) at  T=O K. The drawn 
line is computed lor a planar 
square lsing anliferromagnet. 
From Rel. [90] 

antiferrornagnet has a particularly simple phase diagram, as is illustrated in Fig. 7.31 
for Cs,CoBr, [go], becausc the spin-flop phase does not appear in a system with the 
large anisotropy characterized by the Ising model. 

There are no exact solutions for the susceptibilities of the planar Ising lattice, 
although computer calculations coupled with experimental examples have provided a 
good approximation for the kind ofbellavior to be expected. We reproduce in Fig.7.32 
a drawing that compares the susceptibilities of a quadratic Ising lattice with both 
molecular field and paramagnetic susceptibilities. Notice that x, ,  reflecting the great 
anisotropy ofthe Ising model, does not diKer from the paramaglletic susceptibility over 
a large temperature interval. 

Calculations of the susceptibility of the rectangular antiferromagnetic Ising lattice 
have recently been published [91]. The procedure used is an approximate one, but 
estimated to be in error by less than a per cent from the true value, and leads to the 
curves illustrated in Fig. 7.33. The linear chain O,= 0) is seen to be a sharper curve than 
those for the planar systems. 
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9 Fig. 732. A comparison of thc perpendicular 
08-  (XL) and the parallel kn) susceptibility of the 1 06- 

quadratic king lattice (Fisher 1963; Sykes 
and Fisher 1962) w ~ t h  Y =+. Curve a is the < - - 
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susceptibility of a paramagnetic substance. 
Curve b is the molecular Geld prediction for 
the antiferromagnetic susceptibilily In the 
paramagnetic region and for the perpcndi- 
cular part below the transition temperalure. 
From Rcf [1] 
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a20 

0 15 
Fig. 733. Temperature dependence of the 
zero-field magnetic susceptibility of the rec- 
tangular antiferrornagnet with negative 
values of y ,  where y denotes the ratio of 

0.1 o the exchange-interaction constants, i.e., 
y = J,/(J,I. The case y = O  corresponds to the 
exact solution for the antiferromagnetic 
linear chain, and the result for the case of the 
square antiferrornagnet or y = - I .O (it., 

aa 5 
IJ,I=IJ,l) is practically indistinguishable on 
the curve from the most reliable result by the 
series-expansion method. The spot on each 
curve indicates the critical point. From Ref. .i [9 * ]  

O 0 1.0 2.0 1.0 4.0 5.0 6.0 a 
IJ,I 

Fig. 734. Projection of the structure of COX, 
2 P(C,H5), onto the ac-plane. The asynlmetric unit is 

indicated by filled circles. Molecules with the metal 
atom at y =a  arc related to molecules with y =i by 
inversion centers. From Ref. [92]  

These calculations have recently been applied to the pseudo-tetrahedral molecules, 
COX,. 2 P(C,H,),, X= Cl, Br [92]. A projection of the structure in Fig. 7.34 SIIOWS the 
pronounced two-dimensional character of the lattice. 

The temperature dependences of the susceptibilities parallel to the c-axes of both 
compounds are presented in Fig. 7.35. Broad maxima are found at  about 0.37 K for the 
chloride and 0.52K for the bromide. At lower temperatures, the susceptibilities 
decrease toward zero,which may be interpreted in terms oflong-range antiferromagne- 
tic ordering, the c-axis being the easy or preferred axis of spin alignment in both 
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Fig. 735. Susceptibilities parallel to the 
c-axis of CoC1,.2P(C,H5), and of 
CoBr, . 2  P(C,H,),. The data points are cx- 
perimental, and the fitted curves are de- 
scribed in the text. From Rcf. [92] 

736. Measured specific heats of CoCI, . 2  P(C,H,),(t) and CoBr, . 2  P(C,H ,),(. ). The 
es are explained in the text. The intcraclion constants, J ,  uscd in obtaining the relative 
~erature scales are defined by IJI = IJJ. From Ref. 1921 

~pounds. The ordering temperature as derived from the ~naxinlurn slope ofthe x vs. 
urve is 0.21 K for the chloride, while the bromide orders a t  0.25 K. 
The specific heats of both compounds are presented i n ' ~ i g 7 . 3 6  (on a reduced 
perature scale). No  lattice (phonon) contribution was observed below 1 K. The 
ering temperatures are 0.22 and 0.26 K for thechloride and bromide, respectively,in 
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good agreement with those found from the susceptib~lity measurements. Furthermore, 

the entropy found by taking the integrals 3 (c/T)dT for both salts equals R In2 within 
0 

the experimental errors ofabout 2%. This indicates that the Co2+  ion is in an effective 
spin Y' = ) state in the temperature range (T < 1 K) covered in the experiments. The 
solid curves in Figs. 7.35 and 7.36 are best fils to this rectangular Ising model of the 
susceptibility and specific heat data and agree quite well. For the chloride, the best-fit 
parameters to the theory ofTanaka and UryG for the susceptibility are J Jk =0.046 K, 
Jy/k = O . 1  50 K,  J JJ, = 0.31, and & = 7.33. For the bromide, these parameters are 
J Jk=0.026K, Jy/k=0.265, J JJ,=0.10, and g,=7.22. 

The analysis 01 the specific heat is presented in Fig.7.36 togelher with the data. 
Solid curves represent the calculated specific heats for rectangular Ising systems having 
dinerent J,/J, values; calculations were done according to the theory of Onsagcr. 
Curves for the linear chain and quadratic planar lattice are also illustrated. 

These systems actually lie closer to being one-dimensional antiferromagnets rather 
than two-dimensional ones, and the bromide compound is more one-dimensional than 
is the chloride. This must be due to the larger s i x  of bromide and the shorter Br-Br 
distance. 

These systems provide quite interesting examples of the rectangular Ising model. 
Although the magnitude of the zero-field splitting cannot be determined from the 
present data, its negative sign is established without doubt. 'This leaves tile I&$)  
doublet as the ground state, and tlle specific lieat data indicate that the I $ Q) state is 
already sulliciently depopulated at temperatures bclow 1 K so as not to affect 
significantly the thermodynamic behavior. 

Turning now to isotropic systems, the first point ofinterest is that it can be proved 
[l] that a two-dimensional Heisenberg system does not undergo long range order. 
Thus, as was illustrated above in Fig.7.6, the specific heat of a planar Heisenbcrg 
system again consists only of a broad maximum. The shape of the curve differs fiom 
that for a one-dimensional system, but nevertheless there is no ktype anomaly. Of 
course, just as with the experimental examples of one-dimensional systems, non-ideal 
behavior is observed as the temperature~of a two-dimensional magnet is steadily 
decreased. Anisotropy can arise from a variety of sources, and interlayer exchange, 
though weak, can also eventually become important enough at  some low temperature 
to cause ordering. In many cases, however, the I-anomaly appears as only a small spike, 
superiniposed on the two-dimensional heat capacity, and the system still acts largely as 
a two-dimensional lattice even to temperatures well below T,. Unfortunately, most of 
the planar magnets investigated to date exhibit their speciGc heat maxima at high 
temperatures, and the separation of the lattice contribution has been difficult. 

There has been a large amount of success in finding systems that are structurally, 
and therefore magnetically, two-dimensional. One system investigated extensively at 
Amsterdam [1,93] has the stoichiometry (C,H,,+,NH,),CuCl,, with n having the 
values 1,2,3, ..., all the way to 10. The crystals consist of ferromagnelic layers of 
copper ions, separated by two layers of non-magnetic alkyl ammonium groups. The 
representative structure is illustrated in Fig. 7.37. By varying n, the distance between 
copper ions in neighboring layers may be increased from 0.997nm in the methyl 
compound to 2.58 nm when n =  10, while the conliguration within the copper layers is 
not appreciably changed. The Cu-Cu distance within the layers is about 0.525 nm. 
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Fig. 7.37. Crystal structure of 
(C,H,NH,),CuCI,. Part of the propylam- 
monium groups and H atoms have been 
oniittcd for clarity. From ReT. [ I ]  

Thus, the interlayer separation can be varied almost at will, while the intralayer 
separations remain more or less the satne. The manganese analogues are isostructural 
[I] ,  studies of which allow this to be one of the best understood two-dimensional 
structures. 

The high-temperature susceptibilities of the copper compounds yield positive 
Curie-Weiss constants, suggesting a ferromagnetic interaction in the plane. A series 
expansion calculation has provided the susceptibility behavior down to T -  1.5 Jlk, 
and this calculation is compared in Fig.7.38 with the powder susceptibility of 
(C,H,NH,),CuC1,. Here C/zT is plotted vs. 017: where C is the Curie constan1,so that 
the Curie-Weiss law appears as a straight line, C/xT= 1 - O/T (Curve 3). The curve 1, 
which requires only one parameter to scale the experimental points, is the calculation 
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Fig. 738. Ttle suscept~bility of the brromagnetic layer compound (C,H,NH,),CuCI, in the h~gh-  
temperature region (T B T,; BIT, .-3.6). The full curve I drawn for BIT< 1.4 has been calculated 
Gom the high-temperature series expansion for the quadratic Heisenberg ferromagnct with Y = 4. 
The exchange constant Jjk was obtained by fitting the data to this prediction. The dotted curve 2 
represents the series expansion result for the bcc Heisenberg ferron~agnet. The straight line 3 is the 
MF prediction C/zT= 1-O/T for the quadratic ferromagnel. (Aner de Jongh ct al. 1972). 
A : H = 10 kOe (I I'); o : H = 4 kOe (0.4 T); x : H =O (ac susceptibility measurements). From 
Ref [ I  J 

for a planar Y =$ Heisenberg system; the parameter mentioned is the exchange 
constant, positive in sign, J/k= 18.6K. The dotted line, curve 2, represents the series 
expansion result for the (3D) b.c.c. Hcisenberg ferromagnet for comparison. Figure 7.30 
presents susceptibility data for 1 1 compounds ofthe series (CnH,,+ ,NH,),CuX,. Since 
the results for the various compounds coincide, although they differ in strength and 
type of interplane interaction (J') and anisotropy, the curve through the data may be 
considered to represent the susceptibility of the ideal quadratic Heisenberg fer- 
romagnet, at least in the region 0.5 < J/kT < 1 . l ,  where J/k = 812. Though the intraplane 
exchange is ferromagnetic for all the salts, J' is antiferromagnetic except for the cases of 

- 
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Fig. 739. Susceptibility data of eleven different members of the series (C,H,,+ ,NH,),CuX, in 
the region 0.5 < l /kT < 1 . 1  (Jlk = 912). Since the results for the various compounds coincide, 
although they dilTer in strength and type of the interlayer interaction as well as in anisotropy, the 
line through the data may be considered to represent the of the ideal quadratic Heisenberg 
ferromagnet. As such this result may be seen as an extension of tlic series expansion prediction, 
which is trustworthy up to J/kT<0.6 only. From Ref. [l J 
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n = I and 10. The susceptibility in the ordered state offerromagnetic (CH,NH,),CuCI, 
has recently been studied [94]. For the eLhyl derivative IJ'/JI is about 8.5 x which 
illustrates how weak the interplanar interaction is, with respect to the intrapIanar one; 
furthermore, T, = 10.20 K. 

The planar systems [(CH2),(NH3)2]CuC14, n =  2 , 3 , 5  have been studied recently 
[95]. For n = 2, [NH,(CH2),NH3]CuCI., fcrromagnetically-coupled layers are found, 
but since by chance the interlayer coupling is also strong, the material behaves as a 
three-dimensional ordered substance. Several model calculations have been reported 
on the superexchange interaction in these layered solids [96]. The results were found to 
depend on the angle between two neighboring copper ions in adjacent layers a and b, 
Cu,-C1,--CI,-Cu,. 

Another series of two-dimensional systems that has been widely studied [ I ]  is based 
on the K,NiF, structure. As illustrated in Fig. 7.40, octahedral coordination of the 
nickel ion is obtained in the cubic perovskite, KNiF,. The tetragonal K2NiF4 structure 
can be looked upon as being derived Gom the KNiF, lattice by the addition ofan extra 
layer o f K F  between the NiF, sheets. By this simple fact a 3D antiferromagnetic lattice 
(KNiF,) is transfonned into a magnetic layer structure (K,NiF,). It is of importance 
that the interaction within the layer is antiferromagnetic, since this causes a 
cancellation of the interaction between neighboring layers in the ordered state. Similar 
compounds have been examined with the nickel ion replaced by manganese, cobalt or 
iron, the potassium by rubidium or cesium, and in some cases fluoride by chloride.The 
correlation between crystallographic structure and magnetic exchange which tlie 
chemist would like to observe is in fact rather remarkably displayed by compounds 
such as these. 

The antiferromagnetic susceptibility of planar magnets exhibits a behavior similar 
to that of isotropic AF chains, because the two systems have in common the absence of 
long range order and of anisotropy. Then, a broad maximum due to short range order 

NI 
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KNi Fj 

Fig. 7.40. Con~parison of three related crystal structures, two of which are 2D in magnetic 
respect. In the middle the cubic perovskite structure of KNiF,, on the lelt the tetragonal K,NiF, 
unit cell. On the right the structure of Ba,ZnF, (Von Schnering 1967). These crystal structures 
oKer the possibility of comparing the 2D  and 3D properties of compounds which are quite 
similar in other respects. From Ref. [ I ]  
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eUects is expected at higher temperatures, whereas at T =  0 the susceptibility should 
attain a finite value. There is no closed-form theory available. 

The susceptibilities ofsix samples that approximate the quadratic antiferromagne- 
tic Heisenberg layer, with different spin values are illustrated in Fig. 7.41 ;note the large 
deviation from the molecular field (MF)result for the susceptibility in the paramagnetic 
region and below the transition temperature, where X, has been plotted. Note also that 
the curves deviate more from the M F  result, the lower the value of the spln, and 
therefore the more important are quantum eflects. In Fig.7.42, the susceptibilities of 
K,MnF4 are illustrated over a wide temperature range [97]. At the transition 
temperature, T,= 42.3 K,  the parallel and perpendicular susceptibilities will be seen to 
diverge; the exchange constant, which is obtained by fitting the data to a series 
expansion prediction, is J /k=  -4.20 K. The anisotropy in the plane was estimated as 
about 3.9 x while the interplanar exchange is small, IJ1/JI- lo-'. 

The potential variety ofmagnetic phenomena is illustrated by recent measurements 
on the compoutids Rb,Mn,F,, K,Mn,F,, and Rb,Mn,CI, [98,99]. The structure is 
one ofessentially double layers, or thin films: sheets ofAMnX, unit cells, ofone unit cell 
thickness, are formed, separated from cach other by non-magnetic AX layers. That is, 
two quadratic layers are placed upon each other at a distance equal to the lattice 
spacing within each layer, and are in turn well-separated from the adjoining layers. The 
consequence of this is that a broad maximum is found in the susceptibility while, 
furthermore, neutron dilfiaction shows the behavior expected of the two-dimensional 
Heisenberg antiferromagnet. Each manganese ion is at~tiparallel to each of its 
neighbors. Interestingly, both theory and experiment show that in a thin magnetic film 
the high-temperature properties are not appreciably dflerent from bulk (i.e.. 3D) 
behavior. Only as the temperature is lowered does the erect of the finite film thickness 
become apparent. Indeed, theory (high-temperature series) shows that the suscepti- 
bility for a Heisenberg film consisting of four layers is already very close to the bulk 
susceptibility In the temperature region studied. 

The important role that hydrogen-bonding plays in determining lattice dimension- 
ality should not be ignored, and illustrates the importance o fa  careful examination of 
the crystal structure. Though crystallographic chains are present in the compounds 
[(CH,),NH]MX, . 2 H,O referred to earlier, hydrogen-bonding between the chains 
causes a measurable planar magnetic character for these molecules, which are 
described more fully below. Two other compounds investigated recently which obtain 
planar character largely through hydrogen-bonding that links metal polyhedra 
together are the copper complex ofr,-isoleucine [I001 and Rb,NiCI4 . 2  H,O [ lo l l .  In 
the case of CU(L-isoleucine), . 2  H,O, the material consists of discrete Eve-coordinate 
molecules of this stoichiometry, but they are hydrogen-bonded together in two 
crystalline directions, while well-isolated in the third. The material acts as a two- 
dimensional Heisenberg ferromagnet. Appreciable short range order was not antic- 
ipated in the investigation of Rb,NiCI,.2H20, for earlier investigations of the 
manganese isomorphs had not revealed sign~ficant lower-dimensional behavior. Yet, in 
fact, this material, which consists of the discrete [NiC1,(H20),] octahedra which 
usually lead to normal 3D ordering, exhibits important low-dimensional character. A 
careful examination of the crystal structure shows that the octahedra are linked by 
hydrogen-bonds into sheets, which in turn lead to the observed magnetic behavior. It is 
not yet clear why the manganese compounds behave in a ddferent fashion. 
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Fig. 7.41. The susceptibility o r  six examples of the quadratic Heisenberg antiferromagnet. The 
experimental data in the high-temperature region (T > T, : k T r r Y ( 9  + 1)IJI) have been fitted to 
the theoretical (solid) curves by varying the exchange constants Jlk. These curves have been 
calculated from the high-temperature'series expansions for the suscept~bility (H.T.S.). Note the 
large deviation from the molecular field result (MF) for the susceptibility in the paramagnetic 
region and below the transition temperature (X,) Below T, the measured perpendicular 
susceptibilities of two Y=$ and two Y = 1 compounds have been included. Thc differences 
between X, for compounds with the same Y reflect the difference in anisotropy. From Ref. [ I ]  

Fig.7.42.Themeasured parallel and perpendicular susceptibility olK,MnF,, whlch is an example 
of the quadratic Y = j  Heisenberg antiferromagnet. The value of Jlk has been determined by 
Gtting the high-temperature susceptibility to theseries expansion prediction (H.T.S.). The value of 
the anisotropy parameter H,JHB and the transition temperature T, have been indicated. From 
Ref. [97] 
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tempemture (to 

Fig. 7.43. Recent susceptibility measurements on K,MnF, From Ref. [I031 

Planar copper compounds tend to order ferromagnetically, but there are several 
two-dimensional antiferromagnets of copper. The first, [Cu(C,H,NO),](BF,),, 
consists of discrete octahedra at  room temperature but distorts cooperatively as it is 
cooled. Specific heat studies [69] were consistent with two-dimensional behavior. The 
specific heat of (benzylammonium)2[Cu(oxalate)2] likewise [I023 exhibits a broad 
maximum characteristic of planar interactions. The exchange constant is only 
- 0.145 K,  and long-range order occurs at  0.1 16 K. 

The magnetic phase diagrams of relatively few two-dimensional Heisenberg 
antiferromagnets have been determined, one recent example being K2MnF4 [103]. The 
differential susceptibility was remeasured at zero-applied field, the data being 
illustrated in Fig.7.43. The broad maximum characteristic of lower-dimensional 
ordering is apparent, along with the fairly isotropic behavior above 50 K. The ordering 
temperature was determined as 43.9 K, and the exchange constant, obtained from 
fitting the high temperature data,is 4.20 K.Thelow-temperature data were analyzed by 
what is called spin-wave theory, valid only for T G  l:, and resulted in a temperature 
independent, uniaxial anisotropy parameter u = HA/HE= 3.9 x lo-'. (Recall that HA is 
the anisotropy field and HE is the exchange field.) Measurements ofthe susceptibility as 
the applied field was varied allowed the phase boundary (Fig. 7.44) to be elucidated. No  
evidence for the spin-flop-paramagnetic boundary was apparent in the susceptibility 
data, though both first order and second order boundaries were found. A more 
complete phase diagram was determined by neutron scattering [103]. 

The material CuF, . 2  H,O is a planar antiferrornagnet which undergoes long- 
range order at 10.9 K. The anisotropy and exchange fields have been estimated as 
HA = I .3 kOe (0.13 T) and HE =370 kOe (37 T), and thc spin-flop boundary has been 
determined [ I  043. 

The only apparent examples known to date ofplanar or 2D magnets that follow the 
XY model are CoCI, . 6  H,O and CoBr, .6 HzO [62,105, 1061. Again theory predicts 
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Fig. 7.44. Phase diagram of K,MnF,. From 
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Fig. 7.45. Structure ofmonoclin~c CoCI,. 6 H,O projected on [IOO]. There are two formula units 
per unit cell. After Ref. [lo81 

that long-range order will set in for this system only at T=O, but non-ideality in the 
form ofin-plane at~isotropy (J,, J,, and JJ and interplanar interactions (J') causes three- 
dimensional ordering to occur. 

The structure of both these crystals consists of discrete trans-[Co(H20),X2] 
octahedra linked by hydrogen-bonds in a face-centered arrangement as illustrated in 
Fig.7.45; the two-dimensional character arises in the ab (X Y )  plane, for the molecules 
are closer togcther in this direction and provide more favorable superexchange paths 
than along the c-axis. The g-values are approximately g, = 5.1 and gll  = 2.5 for the 
chloride,so there is a strong preference for themoments to he within a plane that nearly 
coincides with the Co(H,O), plane. This is a precondition, of course, for the 
applicability of the XY model. Furthermore, the large degree of short-range order 
required for the two dimensional model to be applicable may be inferred from the fact 
that some 40 Lo 50% of the magnetic entropy is gained above T,. 

Thus, the specific heat of CoC1,. 6 H,O (Fig. 7.46) at high temperatures follows the 
theoretical curve for the XY model, but a A-type peak is superimposed on the broad 
maximum. The parameters are 1621 T,= 2.29 K and J Jk = - 2.05 K, with only about a 
4% anisotropy in the plane, while it is found that J JJ,=0.35, which illustrates the 
substantial intraplane anisotropy. Furthermore IJf/JI, where J' is the interplane 
exchange, is about lo-,. 
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Fig.7.46. Specific heat data on CoCI, .6H,O compared to the prediction of the quadratic, Y = $, 
XY model. From Ref. [62] 

The magnetic structures of CoCI, .6 D,O and CoBr, . 6  D,O have been inves- 
tigated by neutron diffraction [107]. Part of the interest in the system derived from the 
fact that earlier nuclear resonance results had suggested the unusual result that both 
the magnetic and crystallographic structures of these molecules diflered from their 
protonic analogs. In fact the neutron work showed that the deuterates undergo a 
crystallographic transition as they are cooled, going Gom monoclinic to a twinned 
triclinic geometry. Although the magnetic structure of the deuterohydrates differs 
slightly from that of the hydrates by a rotation ofthe moments away from the ac-plane 
over an angle of 45", both compounds remain as examples of the 2D XY model. 

This compound has had a tortuous, recent history in magnetic studies. The problem 
with it is that it'is an interesting conipound from a structural point ofview. This has led 
several investigators to postulate the presence of measurable magnetic interactions 
which other investigations have never been able lo verify. 

Thus, a portion of the tetragonal structure [I091 is illustrated in Fig.7.47. The 
structure consists ofpolymeric chains ofalternating copper and calcium ions,which are 
bridged by bidentate acetate groups. These chains, aligned along the c-axis, are bound 
together by solvent cages of 12 water molecules. Early magnetic susceptibility 
measurements extended over the temperature region above 80 K, and the results of one 
study [I 101 were interpreted on the basis of Fisher's linear chain lsing model. This 
model with a value ofJ/k= - 1.4 K for the exchange parameter, was reported 10 fit the 
data very well. It was also noted that the data yielded an isotropic value of - 10 K for 
the Weiss constant. 



Fig. 7.47. Portion of a polymeric chain of 
CaCu(OAc), . 6  H,O. ARer Ref. [I091 

It will be observed that in the high temperature limit, Eqs. (7.4) and (7.5) reduce to 
the Curie law for an Y =+ system. Since both orthe parameters listed above indicate a 
significant amount ofexchange, and sincecopper is not generally an Isiug ion, the single 
crystal susceptibilities were measured [ I  111 in the temperature region below 20 K. The 
purpose was to study the magnetic properties in a temperature region where the 
exchange interaction makes a more significant contribution to the measured quantity. 

In Fig. 7.48 is shown the behavior calculated from Fisher's equation in the low 
temperature region with the exchange parameter J/k = - 1.4 K. Only the parallel 
susceptibility is illustrated, but the following conclusion also applies to the per- 
pendicular direction. Two sets of data measurements [ I  111 through the temperature 
region 1-20 K are illustrated, and it will be seen that experiment does not agree in any 
fashion with the calculated behavior. That is, Curie-Weiss behavior with a 0 of only 
-0.03 K is observed [11 1-1 131 and thus only a weak exchange interaction is in fact 
present. 

Speclfic heat studies below 1 K provided no evidence for signilicant magnetic 
interactions [I 131, but single crystal susceptibilities at very low temperatures finally 
clarified the situation 11141. The susceptibilities parallel and perpendicular to the 
principal axis exhibit broad maxima at  about 40 mK. The data were successfully fit, not 
to the linear chain model, but to a nearly-Hcisenberg two-dimensional antifer- 
romagnet! Only the slightest anisotropy was observed, with Jcll/k = -21.4 mK and 

11 ,L-J Fig. 7.48. Experimental parallel susceptibility of 
CaCu(OAc), .6 H,O compared to the theoretical 
prediction for a linear chain with JIk = - 1.4 K. 

OoT, 5 10 15 K 20 
From Ref. [ I  I I ]  
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J,,/k= - 22.5 mK. Long-range order has not been observed above 27 mK. The very 
weak exchange interactions are really quite consistent with the geometrical isolation of 
the copper ions from one another. 

A Gnal note concerns the specific heat of CaCu(OAc), . 6  H,O in the helium region 
[ I  13, 1151 which exhibits a broad, Schottky-like maximum that evidently, from the 
discussion above, must be non-magnetic in origin. Reasoning by analogy to the 
reported [I 161 behavior of some hexammine nickel salts, which provide specific heat 
maxima which are due to hindered rotation ofthc NH, groups about the M-NH, axis, 
this maximum was analyzed in terms of hindered rotation of the methyl groups of the 
acetate ligand. Substitution of deuterium on the methyl group gave consistent results, 
and illustrates nicely the fact that all phenomena observed with magnctic compounds 
at low temperature need not be magnetic in origin. 

7.8 Metarnagnetism 

Antiferromagnets with a large anisotropy do not show a spin-flop phase but, in the 
presence of competing interactions, they may undergo a lirst-order transition to a 
phase in which there exists a net magnetic moment. Such compounds are usually 
referred to as metamagnets [ I  171 and are among the more complicated ones in 
analyzing the Geld-dependent ac susceptibility (Chap. I I). Let us emphasize this topic 
by discussing the relatively simple example, [(CH,),NH-JCoCI, . 2  H,O [I 181. This 
metarnagnet El191 consists offerromagnetically coupled chains ofcobalt ions along the 
b-axis (J,/k- 15.4 K) which are coupled by a ferromagnetic interaction J ,/k-0.17 K in 
the c-direction. Then these ferromagnetically coupled planes order antiferromagneti- 
cally below 7;=4.18K due to a weak interaction between the bc-planes 
(JJk- -0.007K). If an external magnetic field is applied parallel to the easy axis of 
antiferromagnetic alignment, then at a certain Geld value the antiferromagnetic 
arrangement is broken up. The system exhibits a first-order phase transition toward a 
ferromagnetic state and the transition field (extrapolated to T= OK) is in fact a direct 
measure for J,. For [(CH,),NH]CoCl,. 2 H,O examining x(H)for HIlc leads [I201 to 
a phase diagram as shown in Fig. 7.49. Thc figure shows three distinct regions, which 
meet at a temperature of 4.13 K.  This diagram resembles strongly Lhe spin-flop 
examples given earlier, but the phase lines have a completely dillerent meaning. The 
difference in meaning is as follows. 

With ferromagnets (recall, from Chap. 6), the net internal magnetic moment IS large 
and acts to repel the external field. This is described by means of a sample-shape- 
dependent demagnetizing field which tends to counteract the external Geld,causing the 
internal Geld to differ from the external field. 

In the weakly anisotropic systems that exhibit spin-flop, demagnetizing effects are 
often small enough to be ignored, and one can equatc the applied field H, with the more 
relevant internal Geld H i  (=Ha-AM, A being the demagnetizing factor). This is 
generally not possible with metamagnctic systems, however, as AM at the first-order 
transition is no longer negligible. For such a system it is not possible for all spins to 
change orientation at the value of H, where Hi reaches its critical value, because as 
soon as a number of spins are reoriented, H, is reduced and no Further tr:lnsitions are 
possible. As a result there will be a region of Ha, of magnitude %AM, where the phase 
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Fig. 7.49. Phase diagram of the metarnagnet, [(CH,)NH JCoCI, . 2  H,O. The ordinate indicates 
the applied field. From Ref. 11201 

transition takes place and where Hi remains constant at  its critical value. Thus, the 
isothermal susceptibility, x,, over the "seemingly spin-flop" phase in Fig. 7.49 remains 
constant at the value ] / A ,  and this phase is in fact a mixed (paramagnetic and 
antiferromagnetic) phase in which the transition takes place gradually with increasing 
H,. This discontinuity in the magnetization disappears at the tricritical temperature 7;, 
and the mixed phase of Fig.7.40 joins the second-order antiferromagnetic- 
paramagnetic boundary at this temperature (4.13 K). 

Ifplotted vs. the internal Geld, the phase diagram appears as a single smooth curve 
(Fig. 7.50), consisting of a line of first-order points at temperatures below ?;, going over 
to a line of second-order points above T .  Tricritical points have been o l  enormous 
interest recently to both theorists and experimentalists. The latter group should be 
aware that in the above it is assumed that the ac susceptibility equals x,, the isothermal 
susceptibility, whlch is olten not true. In the above-mentioned expenments large 

Fig. 750. Magnetic phase diagram of 
[(CH,),NH]CoCI,. 2 H,O. The ordi- 
nate is the internal field, in orientation 
parallel to the c-axis or the crystal. The 
tricritical point is ~ndicated. From Rel: 
C 1201 
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Fig. 751. The crystal and magnetic structures of FeCI, 

relaxation effects occurred in the mixed-phase region and the experimental determin- 
ation of 1, becomes very d~fficult (cf. Chap. 11). 

Metarnagnets, then, are found as systems with large magnetic anisotropy, such as in 
Ising systems and in systems with strong ferromagnetic interactions. Note that 
metamagnetism is defined only in terms of the behavior of a substance in the presence of 
an applied magnetic field, and that the phase diagram differs substantially from that 
found with weakly anisotropic systems. 

Tlle compound FeCI, is perhaps the best-known cxample of a metarnagnet. The 
crystal and magnetic structures of FeCI, are illustrated in Fig.7.51, where the 
compound will be seen to consist of layers of iron atoms, separated by chloride ions. 
The coupling between the ions within each layer is ferromagnetic, which is the source of 
the large anisotropy energy that causes the system to behave as a metarnagnet, and the 
layers are weakly coupled antirerromagnetically. Because of the large anisotropy, the 
transition from the AF to paramagnetic phase occurs in the fashion described above 
with, for T<c T,, a discontinuous rise of the magnetization at  the transition ficld 10 a 
value near to saturation. The isothermal magnetizations illustrated in Fig.7.52 are 
qualitatively different in behavior Gom those in Fig.G.15. The phase diagram that 
results is also given in Fig.7.52, where it w~l l  also be noted that the boundary above 
about 20.4 K is dashed rather than solid. This is because the tricritical point of FeCh 
occurs at about 20.4 K. 

A tricritical point is found to occur in the phase diagram with metamagnets as well 
as in certain other systems, such as 3 H e - 4 ~ e .  The metarnagnet must have important 
ferromagnetic interactions, even though the overall magnetic structure will be 
antikrromagnetic. I n  the H-T plane, then, although a continuous curve is observed as 



Fig. 752. a) Magnetization isotl~erms of the metamagnet FeCI, as measured by Jacobs and 
Lawrence (1967). Thc transition temperalure is 23.5 K .  b)The metarnagnetic phase dragram of 
FeCI, showing the first-order transition line (solid curve) and the second-order line (dashed 
curve). The tricritical point is estimated lo be at 20.4 K From Iief [ I ]  

in Fig.7.53b, it consists o f a  set of first-order points at  low temperature which, at the 
tricritical point, goes over inlo a set ofsecond-order points. Tricritical points have been 
observed in FeCI, by means of magnetic circular dichroism 1121, 1223 and in 
CsCoC1, . 2  D 2 0  by neutron measurements [123]. The phase diagram or 
CsCoCI, . 2  D 2 0  is illustrated in Fig. 7.53. 
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One last point worth mentioning about metamagnets is that it has been found that 
a few metarnagnets undergo transitions at  quite low tields. In particular, the compound 
[(CH,),NH]CoCI, . 2  H 2 0  undergoes a transition at 64 0 e  (0.0064 T) while the 
transition Geld increases to 120 Oe (0.012 T) when bromide replaces chloride in this 
compound. More impressively, Mn(OAc), . 4 H 2 0  undergoes a transition at a mere 
6 0 e  (0.0006T) [124]! The reason why the transition fields are so low in these 
compounds is not clear yet, but they all have a crystal latticc in which substantial 
hydrogen bonding occurs, and they all exhibit canting (cf. below). The dipolar 
interaction may also be important. Certainly these results suggest that caution be 
applied by doing experiments in zero-field before they are carried out in the presence of 
a large external field. 

7.9 Canting and Weak Ferromagnetism 

This subject was introduced in Chap. 6. Many lower-dimensional systems exhibit 
canting, and a number oflinear chain systems have already been discussed. The system 
RbCoC1,.2H20 behaves [I251 much like CsCoC1,.2H20, in that it is a canted 
antiferromagnetic chain, with a canting angle of about 17" in both compounds, yet the 
two are not isomorphous. The chain in CsCoC1,. 2 H,O consists of singly-bridged 
cis-[CoCI,(H,O),] octahedra, while singly-bridged trans-[CoCl,(H,O),] octahcdra 
are found in the rubidium salt. Hydrogen bonding is extensive in both. There is a 
striking difference between the two compourlds in their field dependent behavior which 
may arise from h e  structural differences. In RbCoCI, .2H,O a melamagnetic phase 
transition is found at 37 Oe (0.0037 T), but the transition occurs at  2.85 kOe (0.285 T) 
in the cesium salt. The metan~agnetic transitions involve the same reversal of 
moments in alternate planes of the structures. 

The compounds RbFeC1,. 2 H 2 0  and CsFeCI, . 2  H,O are isomorphous to 
CsMnCI, - 2 F120 and CsCoCl, . 2 H 2 0 .  They are again linear chain canted antifer- 
romagnets, but the exchange is strong, causing the one-dinlensional properties to occur 
at higher temperatures. Thus, J lk  = 39 K, and T, = 1 1.96 K for the Rb salt. They are 
especially good examples of the Ising model for the crystal field resolves most of the 
degeneracy and leaves a pseudo-doublet as the ground state with g,, =9.6 [126, 1271. 

What is most interesting about these isolnorphous salts is their magnetic structure 
below T,  and their Geld-dependent behavior for there is a difference betwen the two 
salts 11261. As illustrated in Fig. 7.54, the interactions are antiferromagnetic along the 
a-axis, which is the chain axis; the moments actually are canted and lie in the ac-plane 
at an angle 4, whchis some 15". The coupling along the c-direction is ferromagnetic in 
RbFeC1,. 2 H,O but antiferromagnetic in CsFeCI, . 2  H,O. Both salts undergo two 
metamagnetic transitions in fields applied along the c-ax~s, first to a ferrimagnetic 
phase and then to a ferromagnetically-ordered phase. The phase diagram is illustrated 
in Fig. 7.55, and the likely spin arrays in Fig. 7.56. In the fcrrimagnetic phase there are 
three different arrays with the same energy. 

Canted spin structures seem to occur more commonly with linear chain systems 
than with two or three dimensional materials, but lhis may only be a result of the 
intense recent study of one-dimensional systems. A two-dimensional system that has 
recently been shown to exhibit canting is (n-C,H,NH,),MnCI, [128]. octahedral 
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RbFeCI3.ZH20 t ~ F t C I 3 . 2 H 2 0  
a b 

Fig. 754. Array of the magnetic moments in the ordered state for RbFeC1,.2H,O (a) and 
CsFeC1,. 2 H,O (b). All moments are located in the ac-plane at an angle 4 ,  from the a-axis. From 
Ref. [126] 

Fig. 755. Schematic phase diagram of 
RbFeC1,. 2H,O. From Ref. [I261 
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MnCl, units are linked together into a planar structure by Mn-C1-Mn bonds, as 
illustralcd in Fig.7.57; an  important feature of the structure is that the octahedra are 
canted alternatingly towards the c- and -c-directions, making an anglc of 8" with the 
b-axis. The susceptibility (Fig.7.58) exhibits a broad maximum a t  about 80 K, which is 
as expected for a two-dimensional antiferrornagnet. A sharp peak in the zero-field 
susceptibility not only defines accurately the three-dimensional ordering temperature, 
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O Mn 
Fig. 757. Three dimensional view of the crystal 

c, structure of (n-C,H,NII,),MnCl,. Only half a unit 
cell has been drawn. The canted MnCI, octahedra 

c form a two-dimensional network in the PC-plane. For 
clarity only three of the propylamnionium groups are 
drawn. From Ref. [I281 

emu \mole 

K 300 

Fig. 758. The susceptibility vs. T for a powdered sample of (n-C,H,NH,),MnCI,. 0: ac 
susceptibility measurements; 0 :  susceptibilities obtained with a Faraday balance. Drawn line: 
susceptibility calculated for the 2D quadratic Heisenberg antiferromagnet with Y =$ and 
Jlk = -4.45 K. From Ref. [I281 

T,=39.2K, but also indicates that the material is a weak ferromagnet. The high- 
temperature data can be lit to Navarro's calculation for the Y =$ Heisenberg quadratic 
layer antiferromagnet, with J/k = -4.45 K (at 80 K). The ratio a, = HA/HE= 3 x 
illustrates the very small (relative) anisotropy of the compound, which was ascribed to 
zero-field splitting competing with (i.e., opposed to) the dipolar anisotropy. 

The analogous bromide, which is probably isostcuctural, exhibits a similar broad 
maximum in the susceptibility and is described by essentially the same value of the 
exchange constant, J/k= -4.50K. This is found despite the fact that the Mn-Mn 
intraplanar separation is 0.556 nm for the bromide, while it is 0.523 nm for the chloride. 
Thus, although the larger bromide ion separates the metals more than does the 
chloride, there is also a larger extension of the bromides' valence electron shell. Or, in 
other words, the bromide is larger but also more polarizable. The bromide is not a 
canted antiferromagnet, which is an odd result. 
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Fig. 7.59. The crystal structure of orthorhombic Mn(trz),(NCS),, where I n ,  is 1,2,4-Criazole. Thc 
top half ofthe unily cell has been omitted and for clariLy only two triazole molecules (without 
hydrogen atoms) and two thiocyana~e groups are shown. From Ref. (1321 

The weak ferromagnetism in the chloride appears to be due to antisymmetric 
exchange, which is allowed because of the canted crystal structure. A more thorough 
study [129] on single crystals was able to explore the effects of domains on the ac 
susceptibility of the chloride. 

An interesting series of layered complexes of 1,2,4-triazole with divalent metal 
tlliocyanates has recently been investigated by Engellriet [130-1373. A portion of the 
structure of these molecules is illustrated in Fig.7.59; though Lhe molecules are not 
isostructural the general features are all similar. The essential feature is that triazole- 
bridged layers are formed with tilted MN, octahedra. Each metal ion is coordinated by 
two N2 and two N4 nitrogen atoms originating from triazole rings and by two nitrogen 
atoms from the thiocyanate groups. The strongest exchange between metal ions takes 
place in the ac layer via the bridging triazole molecules; each metal ion is connected 
equivalently to four nearest magnetic neighbors. The superexchange path between the 
layers consists of an S atom in one layer hydrogen-bonded to a triazole hgand in the 
ncxt layer, and is therefore quite weak. 

The single-crystal susceptibilities of antiferromagnetic Mn(trz),(NCS), are illus- 
trated in Fig. 7.60, where it will be seen that there is the anticipated broad maximum, 
characteristic of a layered compound, at  about 4.3K.  The data may be fit by the 
Heisenberg model with an  exchange constant ofabout -0.25 K, and long-range order 
occurs at  3.29 K. Though the presence of canting is allowed because of the tilted 
octahedra which occur in the structure of this system, no canting is observed in the 
zero-Geld data. 

The situation is different, however, with the iron(I1)salt and the cobalt(II)salt, both 
of which are planar magnets with hidden canting. Broad featureless maxima 
characteristic of two-dimensional antiferrornagnets are observed in the easy axis 
susceptibility of both compounds, but a sharp peak is observed in the zero-Geld data in 
one direction perpendicular to the preKerred axis. This feature of the properties of the 
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Fig. 7.60. Magnetic susceptibility of 

0.2. Mn(trz),(NCS), measured along the 
three orthorhombic axes at a field 
strength of 5.57 kOe (0.557 T). The full 

cobalt compound is illustrated in Fig. 7.61 ; as T, is approached from above, there is an 
enornlous increase in the susceptibility, due to the development of the ordered, canted 
structure. At the temperature T, (5.74 K)and below, a four-sublattice structure, perhaps 
as illustrated in Fig. 6.28b is locked in, the canted moments being arrayed in a fashion 
such that there is no net moment, and the susceptibility drops to zero. 

Another subslance which behaves in similar fashion is Co(urea),CI,. 2 H,O [138]. 
A view of the structure, Fig. 7.62, illustrates the planarity of the lattice. The zero-Geld 
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Fig. 7.61. Magnetization and ac susceptibility ofCo(tn),(NCS),, as a furiction of temperature, 
measured along the o-axis. From Ref. [134] 

line represents the fit to Lhe series expan- 
sion for Y = 4 with J/k = -0.25 K. From 
Ref. [ I  321 
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Fig. 7.62. Stereo view of [CoCI,(kI,O),], network in the bc-plane of Co(urea),CI,. 2 H,O. The 
urea Irgands, which lie above and below the plane, are omitted for clarity. The filled circles arc the 
chlorine atoms. From Ref. [I381 

TEMPERATUHE (K)  

Fig. 7.63. The three orthogonal susceptrbilitics o r  nlonoclinic Co(urea),Cl,. 2 H,O. From 
Ref. [I381 

susceptibilities, Fig.7.63, resemble those ofCo(trz),(NCS),; 1, in this Ising system has 
the broad maximum anticipated for a measurement parallel to the preferred axis ofspin 
alignment. Both X, and x,. (where c* is perpendicular to (1 and b, a colnmon choice of 
axes for a monoclinic system) level off below 'c, consistent with their being the 
perpendicular or hard axes, but note the sharp spike in X, near T,. The magnitude  of^, 
is too large for that of a simple antiferrornagnet and too small to suggest ferromagne- 
tism. No absorption (f) was noted in X ,  over the whole measured temperature range. 
Such data are characteristic of a system with hidden canting. 
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7.10 Some Ferromagnetic Linear Chains 

The dominant interaction in linear chain systems, by definition, is the one-dimensional 
nearest neighbor one. This may be antiferromagnetic or ferromagnetic in nature; when 
the chains interact to form the three-dimensional ordered state, they may do so in 
several ways. Ferromagnetic chains may interact antiferromagnetically or fer- 
romagnetically, for example. Several hypothetical spin configurations of the two- 
sublattice ordered state are illustrated in Fig.7.64; helical and other unusual 
configurations are also possible. 

The linear chain interaction remains, by and large, the most interesting one in a 
system of ordered linear chains. Antiferromagnetically ordered chains are the most 
common, but there have been a number of investigations recently of fenomagnetically 
aligned one-dimensional systems. We refer the reader to the article of Willett et al. for 
an extensive review [18]. Examples of such compounds discussed there include 
(C,H,,NH,)CuCI, (the cation is cyclohexylammonium and the compound is fie- 
quently referred to as CHAC), CuCI, . DMSO [the Ligand is (CH,),SO], CsNiF, and 
[(CH,),NH]CoCI, . 2 H,O. The last compound is one ofa series, and is a melamagnet 
as discussed above. Thls extensive series 11393 of compounds will now be discusseti. 
For themost part, the compounds show a large degree of linear chain behavior, but a 
number of other features are of interest. In particular, they exhibit remarkably well a 
correlation of magnetic properties with structure. 

The crystal structure of[(CH,),NH]MnCI,. 2 H,O is illustrated in Fig. 6.36; this is 
the basic structure of all the molecules in this series, even for those which belong to a 
different space group. The Co/CI [ I  181 and Mn/CI compounds are orthorhombic, 
while the Cu/C1 [140] and Mn/Br analogs are monoclinic, with angles P not far from 
90". Chains ofedge-sharing octahedra are obtained by means ofp-di-halo bridges; the 
coordination sphere is trans-[MCI,(H,O),], and it will be noticed that the 0-M-0 
axis on adjoining octahedra tilt in opposite directions.This has important implications 
for the magnetic properties, as it allows canting. Furthermore, the chains are linked 
together, weakly, into planes by another chloride ion, CI,, which is hydrogen-bonded 
to the water molecules in two adjoining chains. The trimethylammonium ions lie 
between the planes and act to separate them both structurally and magnetically. 

It is convenient to begin this discussion of the magnetic properties of this series of 
compounds by turning first to the monoclinic copper salt, [(CH,),NH]CuCI, . 2 H,O. 
All the significant magnetic interactions are weak and occur below 1 K [140]. Both 
susceptibility [I411 and specific heat [142,143] studies show that long-range order sets 
in at only about 0.16 K. The principle interactions are ferromagnetic, and in fact the 
crystal is the first example of a Heisenberg linear chain in which ferromagnetic 
interactions were found to predominate. The magnetlc specific heat is illustrated in 
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1 1 Fig. 7.64. Some hypothetical spin coniigurat~ons by which ordered 
- 2 -  nearest-neighbor chains can interact. In each case, the chain axes 

d) -.. - -  are vertical. a) Ferromagncticchains forming an autiferromagnetic 
- - . - - a  

-.. A &  
3D system. b) Ferromagnetic chains interacting fcrromagnctically. 

- -.. - - -.. - C) Antiferromagnctic chains interacting ferromagnetically. - - - - d)Antilerromagnetic chains interacting antiferromagnetically 
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Fig. 7.65. The magnetic specific heat of [(CH,),NH]CuCI, 2 H , 0  compared with different 
theoretical model predictions. Curves a, b,and c are thcorelical fits 10  the data.'The broken curve is 
a guide to the eye. From Ref [I431 

Fig.7.65, where curve a is the prediction for a Heisenberg ferromagnetic chain with 
J/k=0.80K; note in particular the flatness of the curve over a large temperature 
interval, and compare with the theoretical curves in Fig.7.18. Curve b, which does not 
fit the data adequately, corresponds to the quadratic ferromagnet, while curve c, the 
best fit, is the prediction for a ferromagnetic chain with slight (Ising) anisotropy, 
J l l /k=0.85K,  J,/k=0.9 J l l / k  These data have been used [I431 for a discussion of 
lattice-dimensionality crossover. This phenomenon is concerned with the shape of the 
specific heat curve for a system which behaves as a linear chain a t  higher temperatures 
but whose dimensionality increases (from ID to 2D or 3D) as the temperature is 
lowered. Broad rnaxima in the specific heat are expected in Heiscnberg systems which 
arc either I D  or 2D, but the transition to long-range, 3D order gives rise to a I- 
anomaly. Deviations in the data for [(CH,),NI-IICuCl,. 2 H 2 0  from ideal I D  
behavior have becn attributed to this phenomenon. The result of this analysis is that the 
three orthogonal exchange constants for this compound are of relalive magnitudes 
1 : 0.05 : 0.01 5. Recent EPR experimer~ls [144] are consistent with this interpretation. 

It is interesting to compare the magnetic behavior observed for this compound with 
that of CuCI, . 2  H 2 0  and CuCl, . 2  C,H,N. A variety of low-temperature techniques 
have bcen used to study the magnetic properties of CuCI,. 2 H,O. These have revealed 
a typical antiferrornagnet displaying a transition to an ordered state at 4.3 K. 
The crystal structure consists of chains similar to those found in 
[(CH,),NH]CuCI, . 2 H,O. These chains arc connected by the hydrogen bonds 
formed between the water molecules of one chain and the chlorine atoms of the 
neighboring chains. It has been established by NMR [I463 and neutron-diffraction 
[I471 studies that the antiferromagnetic transition in CuCI, . 2  H,O results in sheets of 
ferromagnetically ordered spins in the ab-planes with antiparallel alignment in 
adjacent ab-planes. The susceptibility measured in the a-direction goes through a 
broad maximum at  about 4.5-5.5 K [148]. Although there is no clear experimental 
proof of magnetic chain behavior along the c-axis other than the presence of short- 
range order, several calculations have estimated the exchange in this direction. 
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Measurements [I491 ofthe heat capacity suggest substantial short-range order above 
the Neel temperature since only about 60°h ofthe magnetic entropy has been acquired 
at the transition temperature. 

In the case of CuCI,. 2 C,H,N [ I  SO], square coplanar units aggregate into nearly 
isolated antiferromagnetic chains by weaker Cu-CI bonds which complete the 
distorted octahedron about each copper. The two nonequivalent Cu-CI bond 
distances difTer more in this structure than those in either [(CH,),NH]CuCI,. 2 H,O 
or CuC1,. 2 H 2 0 .  This compound exhibits [151-1531 a broad maximum at 17.5 K in 
the susceptibility which is characteristic of a magnetic linear chain. Long-range order 
sets in at 1 .I3 K. The specific-heat measurements yield a value of J/k= - 13.4 K. 

An interesting feature of these three compounds is the relative magnitude of the 
exchange within the chemical chains. The values for the exchange parameters are as 
follows: J/k< 1 K for [(CH,),NH]CuCI,. 2 H,O, J l k z  -7  K for CuCI,.2 H 2 0 ,  and 
J / k z  - 13 K for CuC12.2C,H,N, where the values have all been derived from a 
Heisenberg model. It appcars that the compound with the most asymmetry in the 
(CuC1,-), unit, i.e., CuC1,.2C5H5N, has the largcst exchange while the least 
asymmetric unit, in [(CII,),NH]CuCI,. 2H,O,  displays clearly the least amount of 
exchange along the chemical chain. It is likely that the exchange interactions in 
CuC12.2H,0 causing the transition itself will in some way influence the exchange 
along the chain. However, it is also perhaps likely that the nearest-neighbor interaction 
as reflected in the asymmetry will make the largest contribution in determining this 
exchange. 

Now, [(CH,),NI-I]CuCl, . 2  H 2 0  has a lower transition temperature than 
CuCl, . 2  H,O. If the transition in CuCl, . 2  H 2 0  is assumed to be largely determined 
by the exchange within the ab-plane then thc lower transition temperature of the 
trimethylammonium compound can be hypothesized to be the result ofthe intervening 
anionic chloride ions between the chains, which reduce the predominant mode of such 
exchange. This exchange possibility has been all but eliminated in CuC1, . 2  C,II,N 
because of thd insulating (diluting)effects ofthe pyridine molecules. Spence [I 54,1551, 
using NMR, compared the exchange interactions in MnCI,. 2 M 2 0  and 
KMnCI, . 2  I-120 and pointed out the extremely delicate balance there is betwcen the 
geometry and exchange erects. The bond distances within the coordinating octahedron 
in MnC1,. 2 H , 0  are (Mn-C1,)=0.2592nm, (Mn-C1;)= 0.2515 nm, and (Mn-0) 
=0.2150 nm, while in KMnCI, . 2  H 2 0  they are (Mn-CI,)=0.2594 nm, (Mn-CI;) 
=0.2570nm, and (h4n-0)=0.218nm. From the NMR studies, the spins in 
MnCI,. 2 H,O were found to order antiferrolnagnetically in chains, while the spins in 
KMnCI, . 2  I-120 are ordered ferromagnetically within dimeric units even though both 
compounds have the same basic octahedral edge-sharing coord~nation. In any event, 
very small changes in the coordination geometry are associated ui th  profound changes 
in the exchange to the point where even the sign of the exchange has been reversed. 

It is then reasonable to suggest that small changes in the coordination geometry for 
this series of copper compounds cause the e k c t s  observed in the magnitudc of  the 
exchange along the chemical chain. 

The specific heat of [(CH,),NH]CoCI,. 2 H 2 0  is illustrated in Fig. 7.66, where it 
will be observed that T, isabout 4.18 K,and that thei-shaped peak is quitesharp [I 181. 
The solid curve is the lattice heat capacity, which was estimated by means of a 
corresponding states calculation using the measured heat capacity of the copper 
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Fig. 7.66. Specific heat of [(CH,),NH]CoCI, . 2 H , O .  The solid curve is the estimated lattice 
contribution. From Ret [ I  181 

analog, which is paramagnetic throughout this temperature region. The most 
significant fact about the measured specific heat is that a mere 8% of'the theoretical 
maximum entropy for a mol of Y = 3 Co2 + ions, R ln2, has been acquired at the 
transition temperature. This may be appreciated by looking at  Fig. 7.67, a plot of the 
experimental magnetic entropy as a function of temperature. It is clear that substantial 
short-range order persists from T, to well above 15 K in this compound. This short- 
range order is an  inhcation ofthe lowered dimensionality of the magnetic spin system, 
and is consistent with the chain struclure. Indeed, the magnetic heat capacity was 
successhlly fitted to Onsager's complete solution for the rectangular lsing lattice, as 
illustrated in Fig.7.68, with the very anisotropic parameters IJ/kl=7.7K and 
IJ'/kl=0.09 K. Although the sign of the exchange constants is not provided by this 
analysis, the parameters are consistent with T, as calculated independently from 
another equation of Onsager, 

v h e  parameter J/k reported above dircrs by approximately a factor of two from 
analyses by other authors because of a change in the definition of the Ising 
Hamiltonian.) 

These data have been analyzed slightly differently [143,156], again from the point 
of view of lattice dimensionality crossover. The major difference belween 
[(CH,),NH]CuCl, . 2 H 2 0  and [(CH,),NH]CoCl,. 2 H 2 0  is that while the former 
has about 10% spin anisotropy, the latter compound has about 75% spin anisotropy 
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Fig. 7.67. Magnetic entropy of [(CH,),NII JCoCI, . 2  H,O as a function of temperature. The 
dashed line indicates the ordering temperature. From Ref. [I 181 
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Fig. 7.68. Magnetic heat capacity (solid line) of [(CH,),NH]CoCI, . 2H,O.  The dashed line 
represents the fit to Onsager's equation. From Re[ [ I  IS] 
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Fig. 7.69. Results of the best-fit analyses (solid lines) of the three principal axis magnetic 
susceptibilities of [(CH,),NH]CoCI,. 2 H,O. From Ref. [ I  181 

and is therefore an Ising system. Since a two-dimensional Ising system can exhibit a 
singularity in the specific heat (in contrast to a Heisenberg system), the analysis in terms 
of crossover [156] showed that the system is an example of the (d= 1)+(d=2) 
crossover. The system is a two-dimensional array ofweakly coupled Ising chains, with 
the coupling in the third dimension as a small perturbation. 
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The Geld-dependence of the specific heat of [(CH,),NH]CoCI, . 2 H,O has also 
been examined [I571 and interpreted in terms of the Ising model. 

The zero-field susceptibilities [ I  181 provide not only the sign of the exchange 
constant but also a lot of other information about the spin-structure of this crystal. As 
illustrated in Fig. 7.69, the susceptibilities are quite anisotropic, and X, in particular can 
be fitted over the entire temperature region, both above and below T,, quite well by 
Fisher's Ising chain equation, with a positive exchange constant. 

The a-axis susceptibility retains a constant value below T,, suggesting a weak 
ferrornagneticmoment, and in fact X ,  could only be fitted by requiring the presence ofa  
canted moment. The symmetry of the crystal allows this, for it will be recalled that a 
center ofinversionsymmetry is absent in this lattice because ofthe way the octahedra in 
a chain are successively tilted Grst one way and then the other. In contrast to the 
original analysis of the data [I 181, it has been pointed out [I203 that the canting does 
not arise from an antisymmetricexchange term. Rather, it arises from the anisotropic g- 
values in combination with the tilted octahedra. 

The susceptibilities oC [(CH,),NH]CoCI, . 2 H,O have recently been reirleasured 
arid analyzed [120]. The transition temperature is reported as 4.179(5) K, and the angle 
ofcanling is 22" towards the a-axis, in the ac-plane. The g-values arc g, = 7.5, g, = 3.82, 
and g, = 3.13,whilc the intrachain exchangeconstant is J Jk= 13.8(5)K.The interchain 
interactions are given as z,J Jk = 0.28(5) K and z,JJk = - 0.0320(5) K. There is thus a 
large degree. orcorrelation between the crystal structure and the magnetic interactions. 
The ratio of the exchange constants is 1 : 1.1 x l o - ' :  1 . 2 ~  the two strongest 
interactions are ferromagnetic while the weakest (J,) is antiferromagnetic. The 
arrangement of the spin-structure, showing the canting, is illustrated in Fig. 7.70. 

The effect of deuterium substitution to Torn) [(CH,),ND]CoCI, . 2  D,O on the 
magnetic properties has also been examined [ I  583. Since J, couples the cobalt ions by a 

exchange path, deuterium substitution should have little effect on 1,. Thc exchange 
path i~lvolving J, proceeds via hydrogen bonding between chains. The weakest 
interaction J, is thought to be mainly of dipolar origin, and provides the three- 
dimensional magneticcoupling between the layers. When the crystal is deuterated, one 
therefore expects that only J, will change. 

Measuring both protonic and deuterated samples at the same time, the transition 
temperatures were found as p=4.124(1)K and T,"=4.182(1)K, the ratio of the 
ordering temperatures being wT,H =0.986. The directly-measured change in all the 
exchange constants is small, and J,D/JF=0.94 was estimated from the transition 
temperatures. The change of only 6% upon deuteration is due in part of the dipolar 
contribution to the exchange constants. 

The metamagnetic properties of [(CH,),NH]CoCl,. ? H,O have been discussed 
in Sect. 6.12. The tricritical point is found at 4.125 K and an (internal) magnetic field of 
2 9 0 e  (0.0029T). Interestingly, T, for the analogous bromide compound is the lower 
value of 3.86 K, and the external transition field increases to 120 Oe (0.012T). 
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The analogous spin Y = 1 compound [(CH,),NM]NiCl,. 2 H 2 0  is isostructural 
with the cobalt compound [I593 and, likewise, a ferromagnetic moment dominates the 
susceptibility. The transition temperature is 3.67 K.The susceptibilities are remarkably 
like those of the cobalt compound: the b-axis is the hard axis, the c-axis is the easy, 
ferromagnetic axis, and canting is observed parallel to the a-axis. The data analysis is 
complicated because of the inclusion of zero-Geld splitting terms, but the parameter 
D/k appears to be about - 3.7 K, and Elk is nonzero. As expected, the material is a 
metamagnet, with tricritical temperature of 3.48 K. 

The manganese analogs are similar in both structure and magnetic properties, 
except that the chains are antiferromagnelically ordered. Broad maxima are observed 
in the specific heat, which again are evidence ofa high degree ofshort-range order. The 
susceptibilities indicate that canting also occurs in these molecules. It has been found 
[160-1621 that g is isotropic, but that the zero-Geld splitting parameter D takes the 
rather large value of - 0.368 cm- ' (- 0.53 K) for [(CH3),NH]MnBr3 . 2 H 2 0 ;  it is 
about three times smaller for the chloride. It has been argued [I601 that the anisotropy 
in the susceptibilities requires in addition to the usual bilinear term, an important 
biquadratic term, a(Si . Sj)2, with a = 0.3. The phase diagrams of both the chloride and 
the bromide have bcen reported [162]. 

The iron analog, [(CH,),NH]FeCl, . 2 H,O, appears to be similar [163]. The 
substance is isomorphic to the others and also contains canted chains. The transition 
temperature is 3.2K, and thc substance is a metamagnel. 

Paramagnetic resonance of [(CH,),NH]CoCI, . 2 H,O doped separately with 
either Mn2+ or Cu2+  has been studied [164]. 

7.11 Solitons 

While spin wave and most other elementary excitations are not discussed in this book, 
recent interest in the excitations called solitons prompts this section. This is in part 
because solitons are to be found primarily in one-dimensional magncts, and partly 
because they may in time come to be used to explain a number of phenomena 
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concerning linear chain magnets. Solitons are non-linear solitary excitations [165, 
1661, subtle phenomena more easy for us to describc than to define. A soliton 
corresponds to a one-dimensional domain wall which separates, e.g., the spin-up and 
spin-down regions ofa ferromagnetic chain, or the two degenerate configurations ofan 
antiferromagnetic chain related by an interchange of the two (ferromagnetic) 
sublattices. Solitons were first sought in neutron dinaction studies of the ferromagne- 
tic chain compound, CsNiF, [166]. 

The idea of a soliton is illustrated in Fig. 7.71. At the top, a ferromagnetically- 
oriented chain is illustrated, and a n-soliton corresponds to a moving domain wall 
between the two opposed configurations; it is important to realize that a soliton is a 
dynamic excitation, and is not related to a static configuration. A 2n-soliton, as 
illustrated, corresponds to a 2n rotation of the spins. In an ideal one-dimensional 
magnet, such walls will be excited thermally because ofentropy considerations. These 
wall move~nents may only occur in the region above the 3-dimensional ordering 
temperature, since the interchain interactions will tend to slow down the wall 
movements and eventually freeze thern below T,, where the static 3D ordered magnetic 
structure is established. 

In general, n-solitons are easier to detect than 2n-solitons. This is because, after the 
passage of a 2n-soliton, the spins have returned to their original orientation, while the 
n-soliton overturns the spins. 

Evidence for the existence of solitons has been presented for several linear chain 
systems, and includes neutron scattering studies [166] on CsNiF, as well as on TMMC 
11671. NMR measurements [I671 as well as specific heat measurements in applied 
fields [168] on TMMC have also been interpreted in terms ofthe presence ofsolilons. A 
soliton contribution to the Mijssbauer linewidth in the Ising compounds 
RbFeCI, . 2  H 2 0 ,  CsFeCl,. 2 H 2 0 ,  and (N,H,),Fe(SO,), has also been reported 
[169]. Relaxation behavior in the ac susceptibility of the nickel analog of 'TMMC, 
[(CH,),N]NiCI,, has yielded evidence for the existence of solitons [170], and 
experiments on the ferromagnetically-oriented chain in (C,H,,NH,)CuBr, (CHAB) 
have also been interpreted on this basis [171]. Nuclear relaxation in the Ising systems 
CsFeC1, . 2  H,O and RbFeCI, . 2  H,O has been interpreted in terms of difisive 
solitons [172]. An extensive investigation of CHAC, CHAB, and 
[(CH,),NH]NiCI,. 2 H 2 0  appears in the thesis of Hoogerbeets [173]. 

Fig. 7.71. Solitons in magnetic chains. From 
top to bottom are shown: a n -  and 2n-soliton in 
the ferromagnetic chain and the antiferrornag- 
netic n-soliton for H < HsF and H > H s ~ .  

+ -- 4,- ---. respectively 
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8. The Heavy Transition Metals 

8.1 Introduction 

We group together under the above title both the 4d and 5d transition metal ions. The 
reasons for this are several: the similarities among these elements, at  least for our 
purposes, are much greater than their differences. They also behave distinctly 
direrently Gom the 3d or  iron series ions. Finally, because of expense, synthetic 
problems and a general lack ofan interesting variety ofmaterials to study, there simply 
has been much less recent research on the magnetochemistry of these elements 
compared to that on the iron series compounds. Yet, as we shall discuss below, the work 
at  Oxford on the IrXi- ions, for example, has had a profound influence on the subject. 

These elements have a rich chemistry, much difirent Gom that of the iron series 
ions, but much ofit is of little interest to us in this book. The number ofmagnetic ML, 
compounds is relatively small, and there are fcw aquo ions. Thc available oxidation 
states differ appreciably from those of the 3d series; for example, the divalent oxidation 
state of cobalt, cobalt(lI), is of great interest and importance to us, but as one goes 
below cobalt in the periodic chart, we find that only a few Rh(I1) compounds are 
known, and Ir(I1) is unknown. In contrast to the important place of copper(I1) in so 
many discussions in this book, there is scarcely any magnetic information available on 
discrete coordination compounds of either silver(I1) or gold(l1). 

Because of the lanthanide contraction, the size of the 4d and 5d atoms (or ions) is 
aln~ost  the same. Thus, the chemistries of Zr(IV) and Hf(IV) are virtually identical. 
These are non-magnetic atoms, but this illustrates the properties of the other atoms as 
well. 

Higher oxidation states are generally more readily available w ~ t h  the heavier 
elements. There are no 3d analogs ofsuch molecules as RuO,, WCI,, and PtF,. The 
heavy metals have a particularly rich carbonyl and organometallic chemistry, but since 
most of the compounds are not magnetic, they are of no interest to us here. Metal-metal 
bonding is also frequently found with the heavier elements, but likewise there is little for 
us there. 

The divalent and trivalent aquo ions are of little importance and the aqueous 
chemistry is complicated. 

The distinguishing feature for us of the 4d and 5d metals is the importance of spin- 
orbit coupling. This complicates the magnetic properties of these ions and, in concert 
with the stronger ligand field found with the heavier metals, causes essentially all the 
magnetic compounds to be spin-paired (or low spin). Thus, virtually all octahedral 
nickel salts are paramaguetic, while virtually all octahedral salts of its congener, 
platinum, are diamagnetic. 



We may compare the spin-orbit coupling constant, 1, for several ions. Considering 
only the d4 configuration, the values of l for, respectively, Cr(II), Mn(III), and Os(1V) 
are about 90,170, and 3600 cm - ' . Since spin-orbit coupling tends to cause energy level 
degeneracies to be resolved, greater energy savings are to be had by the pairing ofspins. 
Furthermore, the more unportant the spin-orbit coupling becomes, the more that 
Russell-Saunders coupling breaks down. One moves into the regime called intermedi- 
ate coupling. 

By and large, thep,,, ofthe iron series ions is temperature independent,except when 
collective phenomena occur at  low temperatures. But, this is not true for the heavier 
metals. 

There seem to be no examples as yet of the fitting ofdata on these heavier metals to 
any of the magnetic models discussed earlier. No examples of linear chain or planar 
magnets appear to have been reported either; the expense of a synthetic program to 
find such materials has probably been too great. 

This species is one of the better known examples of the 4d metals, yet it would be an 
exaggeration to say that it is "well-known". Molybdenum(III), but not tungsten(III), 
forms complexes of the type [MX6I3-. The red salts KiMoCI,, (NH,),MoCI,, and 
(NH4),[MoCI,(H,0)] are known, but have limited stability in air.The acetylacetonatc 
ofMo(II1)is air-sensitive, hindering its investigation; the analogous Cr(acac), has long- 
term air stability. 

Since the spin-orbit coupling constant A for the free ion is 273cm-', one would 
expect through Eq. (4.6) that magnetic moments would be slightly reduced from the 
spin-only value of 3.88 p,, and this seems to be true. Room temperature values of 
3.7-3.8 1, are common for such compounds as has been mentioned above. 

Spin-orbit coupling seems to have a much more dramatic effect on the zero-field 
splitting of the 4A,, ground state of Mo(II1). As with Cr(III), this splitting is called 2D, 
but the small amount ofdata available suggests that this ZFS is more than an order of 
magnitude larger with Mo(II1). Susceptibility measurements [I] on Mo(acac), sug- 
gested that D is either +7  or -6.3 cm- '; the ambiquity arises because single crystal 
measurements are not available. The I +%) EPR transition has been observed [2] and 
found to increase in intensity as the temperature is decreased. This result establishes the 
ZFS as negative in sign. The doping of CsMgCI, and CsMgBr, with molybdenum 
leads to Mo(II1) pairs, joined by a vacancy for charge compensation. The exchange 
constant and the zero-field splitting, as measured by EPR [3], are both larger than for 
the corresponding chromium(II1) pairs. 

One of the few coordination compounds of molybdenum(I11) which has been 
shown to undergo magnetic ordering appears to be K3MoCI,. Static susceptibility 
measurements [4] suggested that there are two transition temperatures, 6.49 and 
4.53 K, and that the substance is a weak ferromagnet. One set ofspecific heat data [S] 
indicated magnetic transitions a t  4.65 and 6.55 K, but another data set, while indicating 
a banomaly at 6.8 K, differs appreciably [6]. Unfortunately, all measurements have 
been carried out on polycrystalline materials that were obtained commercially; several 
of the samples were estimated to be only 95% pure. Since a small amount of 
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ferromagnetic impurity could overwhelm the true susceptibility of the materials, most 
of these results must be viewed as uncertain. The measurements should be repeated on 
pure materials. 

The crystal structures of (NH,),[MoCI,(H,O)] and (NH,),[MoBr,(H,O)] have 
recently been reported [7] and the susceptibility measured [a]. The substances are 
isomorphic with the iron analogs, which are discussed at  length in Chap. 10. The 
susceptibility measurements show that the bromide orders at about 12-13 K, but the 
substance appears to have suffered a crystallographic phase transition on cooling. 
Single crystal measurements are not available as yet. 

8.3 Ruthenium (111) 

This 4d5 ion is ofinterest because the only configuration yet observed is thestrong-field 
or spin-paired one, ti,, with spin Y =3. This is because of the combined effect ofstrong 
ligand fields and spin orbit coupling, which is of the order of 1000cm-' for this 
oxidatioll state and thus is very important. By contrast, iron(IIl), which lies just above 
ruthenium in the periodicchart, with five 3d electrons, exhibits both spin-free and spin- 
paired configurations. 

The theory of the paramagnetic properties of I:, is due originally to Stevens [9] and 
to Blcaney and O'Brien (101:The results are expressed in terms of the axial crystal Geld 
parameter A and spin orbit coupling constant (. The axial field separates the orbital 
states into a singlet and a doublet, split by A .  The two perturbations acting together 
yield three Kramers doublets ofwhich the lowest has g-values (for A either positive or 
negative), 

where tan2a = 2'I2G - A / n -  ' and 0 < 2a < n. When A is zero, g,, = g, = 2(1 f 2k)/3. The 
orbital reduction factor k of Stevens is introduced to account for the overlap of the d 
functions onto the ligands. One can see from the relationships for the g-values that they 
can be quite anisotropic and differ widely in value, depending on the local crystalline 
Geld. This is well-illustrated by the range of values listed in Table 8.1; there is a 
reciprocal relationship between the g-values reminiscent of the situation with 
octahedral cobalt(I1). The g-values are plotted in Fig. 8.1, the variable parameter being 
A / ( .  These g-values are affected by covalency [9], resulting in slightly smaller values 
than those predicted by an ionic model alone. The molecular orbital theory of 
covalency in metal complexes has been reviewed by Owen and Thornley [I I]. 

The EPRspectra ofa number ofconcentrated ruthenium([II)compounds have also 
been reported [12-15].The compounds have ligands such as phosphines and arsines, as 
well as a variety of organic chelating ligands. A number of the compounds are of 
relatively low symmetry, and the work has bcen carried out with the purpose of 
parameterizing the molecular orbital coefficients. The g-values vary widely, and the 
parameters such as A have been evaluated. While the parameters derived may have 
limited significance, an important point of all this work is the continued validation of 
the theoretical work behind such relationships as given in Eq. (8.1). 



Table 8.1. Magnetic parameters of Ru(I1I). 

Compound or Host g ll a1 Method ReT 

d 2 0  3 

YGa garnet' 
LuGa garnet 
YAI garnet 
LuAl garnet 
Al(acac), 
Ru(acac), 

Ru(dtc), 
CRu(cnXI3' 
CRu(Cz0,h13- 
Ru(sacsac), 
[Ru(mn t),] - 
Ru(dtp), 

EP R 
EP R 
EP R 
EP R 
EPR 
EP R 
SUSC. 
EP R 
EP R 
EP R 
EPR 
EP R 
EP R 
EP R 

* The garnets have thc general formula A,B,O,,. 
a Gcschwind S and Remeika J.P., J. Appl. Phys. 33, 370s (1962) 
b M~ller I.A. and OtTcnbacher E.L., Phys. Rev. 166,269 (1968) 
c OITenbachcr E.L., Millcr I A., and Kemmerer G., J. Chem. Phys. 51, 3082 (1969) 
d Jarret H.S., J. Chem. Phys. 27, 1298 (1957) 
e Gregson A.K. and Mitra S., Chem. Phys. Lett. 3, 392 (1969) 
f DeSimone R.E., J. Am. Chem. Soc. 95,6238 (1973) 
g Stanko J.A., Peresie H J., Bernheim R.A., Wang R., and Wang P.S.. Inorg. Chem. 12,634 (1973) 

Fig. 8.1 Theoretical g-values for the con- 
figuration 4d5 (and 5d5) in strong crys- 
talline fields of octahedral symmetry 
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Because of the large anisotropies expected, susceptibility measurements on 
powders, especially at high temperatures [16], cannot be expected to be vary 
informative. This was proved by the single-crystal measurements on paramagnetic 
Ru(acac), [17]. in which it was shown that fits to the single crystal data were much 
more sensitive to the fitting parameters than was the fit to the average or powder data. 
Furthermore, measurements at high temperatures (above 80 K) will bc affected by the 
thermally-populated excited states, which can then result in very large Weiss constants 
[18]. These of course are then not necessarily related to magnetic exchange 
interactions. 

A careful study of [Ru(H,O),I3 + in alum crystals has recently appeared [19]. The 
susceptibility of polycrystalline CsRu(SO,), . 12 H,O, apparently a p-alum, between 
2.6 and 200 K yielded a temperature-independent moment of 1.92 p, with an  average 
(g) =2.22. EPR spectra of doped CsGa(SO,), . 12H,O yielded typical values of 
lglll = 1.494 and lg,l= 2.517, along with hyperfine constants. These results require a 
strong crystal field distortion. 

When CsMgCI, is doped with RuOII), no  EPRis  observed down to 77 K [20]. This 
may be due to very strong exchange between pairs, which appears unlikely, o r  else to 
fast relaxation. When Li t ,  Na or Cu(I) are added for charge compensation, then gl l  is 
found to be about 2.6-2.9, and g, is 1.2-1.5. With (diamagnetic) In(I1I) or  Ir(III), a 
vacancy is formed, and the g-values become g,, -2.35 and g, - 1.62. Interestingly, when 
Gd(II1) is added, weakly-coupled Gd-Ru pairs (with a vacancy between them) are 
formed. 

Several Mossbauer experiments have been reported 1213 on ruthenium(II1) 
compounds, but this is a difficult experiment to perform. Several attempts to observe 
magnetic interactions between pairs of Ru(I1I) atoms bridged by pyrazines and related 
molecules were unsuccessful 1223. 

T ( K )  
Fig.8.2. The susceptibility of [Ru(NH,),CI]CI,, compared with that of paramagnetic 
[Ru(NH,),]CI,. From ReT. [25] 



The first discrete coordination compound of ruthenium(II1) in which magnetic 
ordering was reported was [ R U ( N H ~ ) ~ C I ] C I ~  [Dl. The (g) value for the powder, as 
measured by susceptibilities in the 1.24.2 K interval, is 2.1 I ,  and 0 = - 1.36 K. EPR 
measurements at 77 K of the compound doped into [CO(NH~)~CI]CI, have yielded 
[24] the results that g, =0.987, g,= 1.513, and g,=2.983, or an average value of2.013. 
Antiferromagnetic ordering was observed at  0.525 K. For comparison, the compound 
[Ru(NH3),]C13 has (g) =2.04 and a 0 ofonly -0.036 K.  Single crystal susceptibilities 
of [Ru(NH,),CI]CI, have also been measured 1251; see Fig. 8.2. Several other 
compounds recently studied [26] are: 

These ordering temperatures may be compared with those for the analogous 
iron(II1) compounds, which appear to be isomorphous and have spin Y =$: 

The latter compounds are discussed in Chap. 10. 

The compound K,ReCI, stands out uniquely for thc amount of work done on the 
compounds of this 5d3 metal ion. That is because it has become the prototype for the 
study of certain structural phase transitions, and a rigid ion model description of this 
crystal has been proposed [27]. The spectra of K,ReCI, were reviewed some lime ago 
1281. - - 

Tetravalent rhenium has a 4A, ground state in a cubic crystalline field, but spin 
orbit coupling is so large (( is some 3000 cm- I), that it is more properly labeled as a T, 
spin orbit state. Calculations of the magnetic properties of this state [29] are 
complicated, and the simple spin-Hamiltonian formalism applied earlier to 3d3 
chromium(II1) is not directly applicable. There appear to be no reports on the zero field 
splitting of this state, but in any case most ofthe detailed studies ofthis metal ion have 
concerned the cubic compound KZReCl6. 

Thus the EPRspectra ofKzPtC1, doped with Refly) have been reported to consist 
of a cubic site with g= 1.815. The most recent EPR studies, on Re/(NH,),PtCI, [30], 
havelikewise found octahedral sites with g =  1.817 and other,axial sites with g =  1.815. 
Any trigonal distortion is therefore quite small. Only the I+$) transition has been 
observed, and the ZFS is indeterminate. The reduction in the g-value from 2 is due both 
to covalency and strong spin orbit coupling. 
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Fig. 83 .  Magnctic structure of K,ReCI, 

Studies on these systems have been hindered because of the reasons cited earlier. 
There are no single crystal susceptiblity studies of K,ReCI6 and K,ReBr,, which are 
cubic a t  room temperature, and indeed the only susceptibility studies at  low 
temperatures [31] werecarried out by the Faraday method in an applied field of20 kOe 
(2 T); the calibration procedure used was also not straightforward. In any case, the data 
show that K,ReC16 and K,ReBr6 order antiferromagnetically at,respectively, 11.9 and 
15.2 K. These results are confirmed by specific heat measurements [32-341. Neutron 
diffraction studies [35] show that the order is of the kind called Type 1,  in which the 
magnetic moments are ferromagnetically aligned in the (001) planes and the magnetic 
moments in adjacent planes are oriented antiparallel to each other. This is illustrated in 
Fig. 8.3. The magnetic susceptibility of polycrystalline (CH,NH,),ReCI, and of 
[(CH,),NH,]ReCl, has been measured [36] over a wide temperature interval. The 
substances order antiferromagnetically at temperatures, respectively, of about 3.8 K 
and 9.8 K. The crystal structure of neither substance is known, but the decrease in 
ordering temperatures as the alkali ions are replaced by the ammonium ions will be 
noted. I t  was also found that [N(CH,),],ReCl, did not order down to 1.5 K.  Aside 
from some susceptibility studies at  high temperatures [37], that is all there is to say 
about this magnctic ion! 

There has scarcely been any magnetic work on this 5d5 ion, despite the availability of 
quite a few suitable compounds. Perhaps this has occurred because it is isoelectronic 
with iridium(1V) which, as we shall see in the next section, has been studied so 
extensively. Aside from some susceptibility data on a few compounds at high 
temperatures [16b], most of the published data concern EPR spectra [12,13,38]. We 
defer the discussion of the theory of the electronic structure of the 5d5 configuration 
until the next section. 

The only single crystal study of an osmium(II1) compound appears to be the EPR 
study by Hill [38] on monoclinic OSCI,[P(C,H,),(C~H,)]~ doped into the isomor- 
phous rhodium(TII)compound. Large g-anisotropy was observed at 77 K, the g-values 
being 3.32,1.44, and 0.32. The effective value of the spin-orbit coupling constant in the 
molecule was estimated as about 2650 cm-' and the orbital reduction factor as 0.80. 
The inclusion of configuration interaction (mixing metal ion excited states into the 
ground state wave function)was shown to lead to g-value shifts ofas much as 0.2 units. 

The compound [OS(NH~)~CI]CI, has recently been studied [39]. 



Iridium is the heaviest element that we shall deal with in this book, and it has only one 
oxidation state that interests us. That is the tetravalent state, which has five d electrons. 
Because of the strength of the crystalline field and of the very large spin-orbit coupling 
constant, only spin-paired compounds are known, and they all have spin Y =$. The 
most thoroughly studied complexes of Ir(IV) are the hexahalides, IrXi-. These are a 
classic series of molecules because they gave rise to the first studies of ligand hyperfine 
structure in the EPRspectra and therefore to the most direct evidence for covalency in 
transition metal complexes [40]. 

The theory of 5dS is essentially the same as [hat of ruthenium(III), a 4d5 ion. The 
only difference is that the spin-orbit coupling constant (some 2000cm-') is larger 
(T'able 1.2). All the compounds are strong-field. The cubic Geld ground state is thus a 
'T,. The available EPR results are listed in Table 8.2. 

The g-values are as plotted in Fig. 8.1, the variable parameter being A / [ .  These 
g-values are a e c t e d  by covalency [2], resulting in slightly smaller values than those 
predicted by an ionic model alone. Most of the iridium salts which have been studied 
are cubic and the lowest doublet appears to be well-isolated from the higher ones. There 
are relatively few susceptibility studies, the major one 1411 being devoted to 
measurements on powders. 

Both K,IrC16 and (NH,),IrCI, behave as antiferroma-gnets at low temperatures, 
the potassium salt exhibiting a I-anomaly at 3.05 K and the ammonium salt at  2.15 K 
[42]. These ordering temperatures agree with those measured by means of suscepti- 
bilities 1411 but singlecrystal measurements are lacking. A Geld of 1 kOe (0.1 T)did not 
affect the susceptibility, but one would expect that much larger fields would have to be 
applied in order to observe any effect. The rubidium salt, which is also an 
antiferromagnet, orders at 1.85 K, while the cesium salt orders at 0.5 K [43-451. 

The interesting thing about a face-centered cubic latti'ce, which is the one to which 
both K,IrC16 and (NH,),IrCI, belong, is that it can be shown that nearcst-neighbor 
(nn) interactions alone cannot produce a magnetic phase transition. That is, there is 
"frustration" in that all nn spins cannot be antiparallel in the fcc lattice. There must be 
next-nearest neighbor (nnn)interactions as well. The beauty ofthese two systems is that 
they have allowed all these interactions to be measured, primarily by EPR. 

Substituting the value 9'=$ in the molecular field relation Eq. (6.16), one has 
9 = 3J/k, when thenumber ofnn is 12.Using theexperimental values for 0,onefinds 2Jlk 

Table 8.2. Paramagnetic resonance data on [IrX6]-2 compounds' 

Host Latlice 

Cs2GeF6 (cubic) Ig,l= 1gY1 = 1gZ1= 1.853 
K,PtF6 (trigonal) Ig,( = lgrl = 2.042, JgJ= 1 .SO9 
(NH,),P tCI, (cubic) k81= krl= kZ1= 1.786 
K,PlCI, (cubic) lgl= 1.79 
Na2PtCI, .6 H,O (triclinic) [g,1=2.168, Ig,(=2.078, IgJ= 1.050 
Na,PtBr, .6 H,O (~riclinic) lgrl = 2.25, lgyl = 2.21, lgJ= 0.75 
K,PtBr, (cubic) Jg.1 = lgll = 1.87, IgJ = 1.60 

' Compiled by Lustig C.D., Owen J., and Thornley J.H.M., in Kef. [49]. 
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= -6.7 K for (NH,),IrCI, and - 10.7 K for K21rCI,, with our usual definition of the 
exchange term. Likewise, 2Jlk = - 4.7 K for Rb,IrCI,. These parameters are close to 
the values found by the EPR studies, which were carried out on the crystals K2PtC16 
and (NH,),PtCl, doped with iridum. This shows nicely that the nn exchange constant 
does not change with concentration in these systems. The exchange constants were 
evaluated by the following procedure. 

When an isomorphic host crystal such as K,PtCI, is doped with iridium, there will 
be a large number of isolated ions as well as a small concentration of pairs. Because of 
the crystal structure of the system, the structure of the pairs will be as illustrated: 

With an antiferromagnetic exchange interaction between the metal ions, then the 
electronic structure of the pair is just like that described for other Y =$ dimers in 
Chap. 5. That is, there is a singlet ground state with a triplet - 2Jlk higher in energy. 
Since the EPR transitions occur within the (excited) triplet state, a measurement of the 
temperature dependence of the relative intensity of the pair spectrum allows an 
evaluation of the exchange constant [46]. 'This was found to be -7.5 K for iridium in 
(NH,),PtCI, and - 11.5 K for doped K2P tCI,, which is in excellent agreement with the 
results mentioned above. 

The nnn interactions were also evaluated by EPR [47]. In this case, the spectra of 
triads were analyzed; this was an  impressive achievment, for there are six different 
triads to consider; linear, right-angled, equilateral, and so on. The spectra of each of 
these triples was observed and assigned, and led to an  evaluation of 2J(nnn)/k 
= -0.55 K in K,PtC16 and - 0.39 K in (NH,),PtCI,. The exchange constant for the 
nearest-neighbor ions was. found not be changed when a triad was formed. All of these 
results show that,at least for these systems, thecxchangeconstant does not change with 
concentration. 

One of the remarkable results that have come out ofthis work is the observation of 
a high degree ofcovalency in the IrXg- ions. There are two independent measurements 
of this covalency, the value of the g-value and the observation of ligand hyperfine 
structure [48]. These results require that the magnetic electron spend about 5 %  of its 
time on each of the six ligand atoms, or only about 70% of its time on  the metal ion. 

In earlier sections of this book, we have emphasized the fact that deviations of the 
g-value from 2 are due to spin-orbit coupling. The g-values in Eq. (8.1) above however 
include the Stevens covalency factor, k, which has a value less than one. A more 
thorough theoretical study [49] showed that the g-value contains contributions from 
the tfe excited state, and x-bonding covalency. This allows an explanation for the 
variation of g-value of the IrXz- ions with halide, this being 1.853 (F), 1.786 (CI), and 
1.76 (Br). 

The iridium nucleus has spin 4 =j  and should therefore exhibit four EPRlines. The 
EPR spectra also exhibited ligand hyperfine structure (hfs). The chloride ion has 
nuclear spin 3, and interaction of the nucleus with the electron spin (the (hyperfine 
structure, hfs) causes each line to split into four. For IrCIg- there are six equivalent 
chloride ions and so the binomial expression must be used [4R] in order to count the 
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. Y  

Fig. 8.4. Magnetic structure of K,IrCI, 

number of anticipated EPR hyperfine lines. All the calculated fine and hyperfine 
structure was in fact resolved experimentally. 

The occurrence of magnetic ordering in these substances at low temperatures has 
been demonstrated by specific heat [42], susceptibility [41] and neutron diffraction 
[35,50] measurements. The I-anomaly found at 3.01 K in the most recent specific heat 
measurements [34] on K,IrC16 is accompanied by a shoulder at 2.83 K which is due to 
a displacive phase transition [27]. There are as yet no single-crystal nor field-dependent 
studies of these materials in the ordered state. Mossbauer studies [51] have been 
reported on K,IrF6, which orders at  0.460 K, Rb,IrC16 (at 1.85 K), and Cs2LrC16. The 
neutron work has shown that K,IrC16 [and probably also (NH,),IrC16] has the 
Type 3A magnetic structure, as illustrated in Fig. 8.4. There are four parallel and eight 
anti-parallel magnetic neighbors for each iridium ion. .The magnetic structure of 
Rb,IrCI, and Cs,IrCI, may be different [43-451, because of a supcrexchange path 
through the alkali ion which increases in importance with the increase in size of the 
alkali metal. The theory of the exchange interaction in the IrCIg- systems has been 
explored by Judd [52] and others [53]. Using data for the three salts A21rC16, A = NH,, 
K and Rb, a proportionality of T, with the - 32 power of the room temperature Ir-Ir 
separation has been observed [43]. 

Other studies on these systems include hrther analyses of hyperfine interactions 
[54] and of spin-lattice relaxation [55]. Some measureinents on substances such as 
triclinic Na21rC16. 6H,O have been reported in the papers referred to, but the 
structure of this compound is unknown and the material seems to be incompletely 
characterized. 
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9. The Rare Earths or Lanthanides 

9.1 Introduction 

The paramagnetic properties of the rare earth ions have been investigated so 
extensjvely that a book could be written on the subject, never mind a chapter. This is 
due in large part to the many studies of the EPR spectra of the lanthanides when doped 
into diamagnetic hosts, and the attendant theoretical development in terms of crystal 
field theory. Many of the current ideas in magnetism have followed from such studies, 
especially with regard to relaxation phenomena. 

Relatively few coordination compounds of the lanthanides have been studied in 
detail. Superexchange is relatively unimportant, and dipole-dipole interactions 
therefore tend to dominate the magnetic ordering phenomena; this is enhanced by both 
the relatively largespin and g-values ofmany ofthe lanthanides.~he compounds which 
order do so largely at temperatures of 4 K and below as a result. These effects are 
enhanced by the high coordination number of most rare earth compounds, which 
works to reduce the strength ofany superexchange paths. Also, as a result, there appear 
to be no lower-dimensional rare earth compounds, at least in the sensc described in 
Chap. 7. 

It is difficult to generalize about each ion, since the crystal Geld splitting ofany ion, 
though small, can change from one system to another. ' 

Thc chemistry of the lanthanides has been reviewed [I-31. The distinguishing 
features for our purposes are: 

a) The metal ions are found primarily in the trivalent state. 
b) High coordination numbers (eight appears to be the commonest) and a variety 

of geometries are found. Six-coordination and lower are rare. Several typical 
coordination polyhedra are illustraled in Fig. 9.1. 

c) Oxygen and nitrogen are the favored donor atoms, but a number ofhalides have 
also been studied. 

d) Spin-orbit coupling is important, the more so energetically than crystal field 
splittings, and increases with atomic number. This is summarized in Table 9.1. The 
letter 9 is once again used as the total angular momentum quantum number. 

e) The magnctic properties are determined by the 4f electrons, which are well- 
shielded by the occupied outer shells of 5s and 5p electrons. The 4f electrons are little- 
involved with chemical bonding, which is why superexchange is relatively unimpor- 
tant. This is well-illustrated in Fig. 9.2, which shows the radial extension of the wave 
hnctions [6]. The interactions which dominate the cooperative phenomena with rare 
earth compounds are dipolar in nature. This is because of the important orbital 
contributions to the magnetic moment. Thus, since dipole-dipole interactions are long- 
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Fig. 9.1. Coordination polyhedra 
of several simple lanthanide corn- 

420 plexes; from Ref. [ I ]  

Table 9.1. Summary of experimental spin-orbit interaction parameters C for the tr~posit~vc 
lanthanide ions together with the electronic configuration and spectroscopic terms of the ground 
state and first excited state and their separation. 

Tripositive Ionic Ground- Excited Energy Spin-orbit, 
lanthanide con- state state separation experimental 
ion figuration term term (cm - I )  (cm - ') 

From Refs. [4] and 153 
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Fig. 92. The distribution of the rad~al part of the f 
wave function. From Refs. [S] and [6] 

range, behavior most closcly resembling mean or molecular Geld theories is found here. 
(Calculat~ons for such models as the Heisenberg and Ising Hamiltonians are based 
primarily on short-range, nearest neighbor interactions.) 

f) The metal ion radius decreases regularly as atomic number increases from La3+ 
(0.106 n ~ n )  to Lu3 + (0.085 nm). Though there are great similarities among all the 
lanthanide compounds of a given formula, ligand-ligand repulsion increases as the 
metal ion gets smaller. This is why thc compounds of the heavier ions are sometimes 
different from those ofthe Lighter ones.The rhombohedra] LaMN lattice, where LaMN 
is La,Mg3(N0,),,~24H,0, is not fornxd for metals heavier than Sm or  Eu, for 
example. 

g) Most of the low lying energy levels are mixed by both spin-orbit coupling and 
the crystalline Geld, and so the ground state can rarely be characterized by a single value 
of 9,. The g values are generally quite anisotropic and deviate substantially from 2. 
EPR usually can be observed only at  temperatures of 20 K or lower. Furthermore, 
several of the ions are non-Kramers ions, Eu3 ' ('F,) being an example. With a f = O  
ground state, no EPR can be observed. 

h) The ionic radius of Y 3 + ,  which is not a lanthanide but which has chemical 
properties similar to lanthanum, is intermediate between the radii of Ho3' and Er3 '. 
Its coordination behavior is normally identical with these ions, and yttrium salts often 
hrnish a colorless, diamagnetic host for the heavier rare earth ions. 

The closely-related subject of the optical spectra of rare earth ions in crystals has 
been reviewed by Dieke [7]. Though we shall mention a number of EPR results, we 
shall not review the paramagnetic relaxation results ofthe Leiden group (e.g., [8,9]) nor 
ofthe Berkeley group [lo-1 33. Many ofthese results have been reviewed by Orton [I41 
and Abragam and Bleaney [I5]. Surprisingly, most of the compounds studied at low 
temperatures contain primarily water as a ligand. The bulk ofthe chapter is devoted to 
these substances. Unlike many other tripositive ions, however, these cations do not 
form alums. 
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9.2 Cerium 

We begin with the 4f1 ion cerium(II1) because it should be the most straightforward. 
The ground state, with j=$, is the 2F5,, state, and the ,F,,, state is some 2200cm-' 
higher in energy. Since the latter state is unpopulated at  low temperatures, it does not 
contribute directly to the magnetic properties of cerium. However, it does alter the 
properties to a certain extent because of quantum mechanical mixing of its wave 
function with that of the lower state. The theory of the magnetic properties of 
cerium(III), developed largely by Elliott and Stevens, arose because of the EPR 
experiments a t  Oxford and is closely tied historically with the development ofcrystal 
field theory.The results have been described in many texts [4,5,16], especially those of 
Orton [I41 and Abragam and Bleaney [IS]. 

The orbital angular momentum ofthe lanthanide ions is generally not quenched by 
the crystal field. The Lande factor g, is of the form 

The j =$state ofcerium is composed from the 5!= 3, Y =$ microstate, so g, =$. With 
the introduction of this parameter one may deal directly with the Im,) states by using 
the Zeeman operator gJp,If. J .  

The 9 =$ state has six-fold degeneracy consisting of the f== +f,  f $, and $_$ 
components.Thedegeneracy of these states is not resolved by spin-orbit coupling but by 
the crystalline field supplied by the ligands. One of the major problems in the study of 
the magnetic properties ofceriun~(III) has concerned the determination of the relative 
order of these levels and their separation. The overall separation in the co~npounds 
which have been studied is less than 300 K. 

T o  first order, the g-values of the three doublets are found, by using the operator 
introduced above: 

Lanthanum ethyl sulfate, La@tOSO,), . 9  H,O (LaES) is a common host crystal used 
for studies ofthe rare earths because it grows easily and is uniaxial. The crystal belongs 
to the space group P6,/m, and the point symmetry of the lanthanide ion is C,,. The 
metal ions in this lattice have nine water molecules as ligands; six form a triangular 
prism with three above and three below the symmetry plane containing the other three 
water molecules and the lanthanide ion [17]. The shortest metal-metal distance in this 
lattice is about 0.7 nm, along the symmetry axis. Since the most direct superexchange 
path would go through two water molecules, and therefore be quite weak, magnetic 
dipole-dipole interactions are expected to be the most important interaction in these 
salts. The ground state for LaES doped with Ce3 + exhibits an EPR spectrum with gll 
= 0.955 and g, =2.185, which implies that the f a  = f + state is the ground state. The 
next higher state is only about 5 K higher and exhibits gll =3.72 and g, =0.2, so this 
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must be the I +:) state. Comparison of these results with the theoretical values stated 
above shows that a more complete theory is required. This can be formulated [18] by 
writing the wave-functions of the IY*) = 1-1-4) state as 

where the notation used on the right side is Im, m,) and 0 is simply an empirical 
parameter. The g-values are then found as 

The experimental values are still not fit exactly by these results, the best value for tJ 
being near 50". This yields g,, = 1.17 and g, = 2.24. 

The calculation of the properties ofthe (8, = + f) state is more complicated because 
it mixes with the Iyz= TJ) (excited) state. The state may be written as 

with p2 + q2 + r2 = 1. The g-values are 

and 

and p, q, r may be determined by comparison with experiment. The parameters depend 
on the radial crystal field parameters. The sensitivity of the ion to the local crystalline 
Geld may be illustrated by the fact that the I +3) state becomes the ground state in pure 
CeES, with I kt) being at 6.7 K. The position of the I +;) stale has not been located 
exactly but it is some 200 K above the ground state in both dilute and concentrated 
salts. 

Specific heat measurements [19-211 of CeES show that the lattice contribution is 
not T 3  even at 1 K. This was one of the first salts cooled below 1 K by adiabatic 
demagnetization; it becomes antiferromagnetic at approximately 0.025 K. Thc quan- 
tity cT2/R takes the value 6.7 x K2.  A long-standing problem has concerned the 
nature ofthe nondipolar interactions which are especially important in this salt [22]. 
The best available estimate of the ground state of CeS may be written as 

with the low-lying excited state as 
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Fig. 93. Relative position of the cerium ions in 
the ethyl sulfate lattice. a ,  =0.71 l nm, a, 
= 0.855 nm, and a, = 1.400nm. The arrows indi- 
cate the assumed direction of the magnetic spins. 

I At (e~nperatures below the Ntel pornt, the splns 
on alternate planes are assumed to point in the 

I 
same direction. From Ref. [20] 

and sinZa=0.036 to 0.039. Thus the states are mixed a small amount, and a change in 
the nixing can result Gom small changes in the local crystalline field. 

Incidentally, cerium is the only rare earth of which all its naturally occuring 
isotopes have no nuclear spin. This means there cannot be any electron spin-nuclear 
spin hyperfine interaction inthe EPR spectra, nor can such an interactioncontribute to 
the low-temperature specific heal. 

A likely structure for the antiferromagnetic state is illustrated in Fig. 9.3. 
Another salt which has been investigated extensively [23-261 is cerous magnesium 

nitrate, CezMg3(N03),, .24 H,O, and generally referred to as either CMN or CeMN. 
It has a rhombohedra1 lattice, with all the cerium ions equivalent [27]. The 
coordination of the cerium ion by six nitrate groups was illustrated in Fig. 9.1. The 
I%,= +$) state is thc largely unmixed ground state, with gI1 =0.25 and g, = 1.84. The 
parameters do not change upon dilution with the diamagnetic La analog. The salt 
obeys the Curie law [24] down to a t  least 0.006 K! One calc~~lates that the specific heat, 
cTz/R, from dlpole-dipole interaction alone is 6.6 x K2, and early measurements 
gave the result cT2/R=7.5 x 10-6Kz.  Thus, dipole-dipolc interaction accounts for 
nearly the whole specific heat term. More recent results [26a] may be expressed as c/R 
x 103=0.012 T m Z  +0.026 T- ' .6 ,  where the latter term is used only as an empirical 
(fitting) parameter, while othcr investigators [26b] have reported cTZ/R = (5.99 + 0.02) 
x i.e., a value less than the calculated dipolar contribution. The specific heat is 
therefore some 2300 times smaller than that of such another good Curie law salt as 
potassium chrome alum. The next higher level is known, rather precisely, to lie at  
36.00 K. 

The magnetic interactions between cerium ions in CMN therefore are smaller than 
in any other known salt. With its large magnetic anisotropy, it is ideal for conducting 
experiments below 1 K, as both a cooling salt and as a magnetic thermometer. The 
parallel susceptibility, X I I ,  has the added feature of a broad maximum at around 25 K, 
which is due to the small gll of the ground state. This is a susceptibility analog of a 
Schottky anomaly, for the salt 1s practically nonmagnetic in the parallel direction at  
very low temperatures. Finally, this is the salt in which the Orbach process of spin- 
lattice relaxation was first tested.The relevant state, which is primarily the I kz) state, is 
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of the form 

with g,=O. The only real practical problem with using CMN is that, as with many 
hydrated salts, it tends to lose the water of hydration. 

Magnetic ordering in CMN has bee11 found to occur at 1.9 mK [28] from specific 
heat measurements. The ordering has variously been described as ferromagnetic or 
antiferromagnetic [28-311. Calculations of the ground state energies confirm the 
dipole-dipole nature of the interaction [32]. 

A similar salt that has been little-studied is hydrated cerium zinc nitrate, CZN, in 
which the slightly larger zinc ion replaces the magnesium ion. The two salts, C M N  and 
CZN, are isomorphous. The susceptibilities of CZN have been measured in the "He 
region [33], and the g-values change: g,, =0.38 and g, = 1.94. The order of the energy 
levels appears not to change from that in CMN, but the first excited state in CZN is 
estimated to be only at 30K, about 83% of the separation in CMN. 

Several attempts [34-361 have been made to find salts more suitable than CMN for 
magnetic cooling but, while there are several promising candidates, none so far has 
been found to be as usehl as CMN. For example, Na,[Ce(C,H,O,),] .2NaCIO, 
6 H,O, where the ligand is diglycollate, is more dilute magnetically than CMN, but 
large single crystals of the compound have not yet ,been prepared. 

Another substance of interest is anhydrous CeCI, 1371. This salt also attains a 
relatively simple, trigonal structure, as illustrated in Fig. 9.4. In  this case the ground 
state is the almost-pure I j s  = ++_a), which is well-isolated (by 59 K) from the next higher 
state; when diluted by LaCI,, the EPR parameters are g,, =4.037, g,=0.20. The 
cerium therefore is in an effective Y =$ state at  low temperatures. Since Af= of the 
ground state doublet is 5, one expects highly anisotropic interactions. The specific heal 
exhibits a rounded peak near 0.1 15 K,  and the substance, which appears to exhibit a 
large m o u n t  of short range order, seems to be an antiferromagnet. 

= RARE EARTH 

Fig. 9.4. Structure of the rare- ' earth trichlorides for rare 
earths between lanthanum and 
gadolinium. For LaCI,, 
a =0.7483 nm, c = 0.4375 nm; 

4 for CeCI,, a =0.7450 nm, 
c=0.4315 nm. From Re[ [37] 
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9.3 Praseodymium 

This trivalent ion, with a 4f2 electron configuration, is an even-electron or non- 
Kramers ion. This means that a crystal field alone can resolve degeneracies to give a 
non-magnetic ground state. Thus, the 3H, ground state of the free ion is split by the 
crystalline field into three doublets and three singlets. In the ethylsulfate, Pr(EtOS0 ,), 
9 HzO [19,38] the lowest state is a doublet, but the specific heat shows that i t  is split 

into two singlets separated by a small energy, A .  The analysis ofeven-electron systems 
was described by Baker and Bleaney [39]. The spin-Hamiltonian (neglecting nuclear 
terms) may bc written as 

where A = ( A :  + A:)112 represents the effect of random local departures in the crystal 
from the normal symmetry. 

The ground state non-Kramers doublet may be written as 

for which gll = g,(4 cos20 - 8 sin2 0) and g, = t .  EPR has been observed between these 
levels in Pr/YES, with gll = 1.52; g, is necessarily zero in this situation. The results 
require 13-25" but admixture of / = 5 states is probably also likely. 

The final result of the analysis of the ground state leads to the wave function 

and 

and 8= 24". The parameter A =O.l1 cm-' (0.16 K). 
This analysis is representative of the magnetochemistry of the lanthanides: there are 

a large number of levels and they can mix to a varying extent. Small variations in the 
local crystalline fields causechanges in the mixing, along with a conconlitant change in 
the observables. Specific heat measurements below 1 K on pure PrES show that A is 
larger, 0.53 K, while measurements at higher temperatures revealed a Schottky 
anomaly corresponding to a singlet at 16.7 K. There are no other levcls below 200K. 
The single crystal ~usceptibilitics ofPrES have been measured over a wide temperature 
interval [40]. 

For Pr3 + in LaMN,gll by EPR also is 1.55,and g, = O .  Susceptibility measurements 
at 1.1-4.2 K show that gll is 1.56 in PrMN [41] but that g, diflers from zero, being 0.1 8 
k0.03. Similarly, measurements on PrZN [36] show that gll = 1.60 and g,=0.16. 
There is as yet no suggestion why these values disagree with both theory and the EPR 
results. The quantity A has been measured as 0.18cm-'  in pure PrMN [42]. 
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9.4 Neodymium 

This 4f3 ion has a 10-fold degenerate 41,,, ground state, with the nexl higher state 
(411 some 300 K higher. As with the other examples discussed so far, the crystalline 
field resolves this state into five doublets, only one of which is populated at 
temperatures of 20K or below. Thus, as with most of the rare earth ions (the major 
exceptions being Sm3 + and Eu3 + ,as  we shall see)Nd3 + has an effective doublet ground 
state; fast spin-lattice relaxation prevents EPR spectra from being observed at 
temperatures greater than 20 K. 

Since we are neglecting most of the nuclear interactions, the spin-Hamiltonian for 
Nd3+  is relatively simple, being 

When diluted by LaES, the parameters are 

while, in LaMN, the parameters are 

Notice the dramatic difference between the two sets of values. The theoretical 
develop~nent for Nd3+ is by Elliott and Stevens [43]. In Nd/LaES, the ground state 
appears, to first order, to be the doublet 

and 0 = 24". A second-order calculation leads to good agreement with experiment, and 
to the following calculated energy levels: 

State Energy, g 11 g~ 
cm-' 

The susceptibility follows the Curie law up to 100 K, which is consistent with only one 
doublet being populated until this temperature is reached. The susceptibilities to 300 K 
as calculated from the above energy levels agree very well with the measurements ofvan 
den Handel and Hupse [44]. 

The specific heat [45] is featureless down to 0.24 K, as expected (i.e., there is no 
Schottky term). The Curie-Weiss law is obeyed down to O.I5K, and the low 
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temperature specific heat, cT2 /R=  1.14 x K2, can be entirely ascribed to dipole- 
dipole interaction and nuclear hyperfine interaction. 

The Nd/LaMN system requires that the first-order wavefunction be of the form 

f cos 0 cos#I$, + 4 )  + sin 0 cos #I:, T 2) + sin#l$, + +) , 

but that this be corrected by four extra admixed states from 9 =y, with 

.A=+~,+$,T$, and T+. 

Susceptibility measurements in the 4He temperature region [36, 411 yield the 
following results: 

g 11 g1 
NdZN 0.42 2.75 
NdMN 0.39 2.70 

One ofthe fcw neodymium salts which has been found to order [46] is Nd(OH),, at  
265 mK. 

9.5 Samarium 

The reason that this 4f5 ion, with a 6H,,, ground state, is interesting may be seen in 
Fig. 9.5. With a (I) = I$) ground state, the 1%) state is at  an energy comparable with kT 

2000 - lOkT 

3 1 -  F ]  S R T  The Fig. scale 95. Multiplet showing thermal spacings energy of Sm3 is for ' and a tempera- Eu3 . 

0 - T O ~ T  ture or 300 K 
J J 



at room temperature, and is therefore thermally populated.The population of this state 
will change with temperature, and therefore this statistical occupation must be taken 
account of in any susceptibility calculation. Thus, the susceptibility will not follow a 
sinlple Curie-Weiss law. Furthermore, the 12) state (or its components) are at  a low 
enough energy to mix strongly with the components of the 13) ground state, and 
thereby modify substantially the g-values, for example. 

Figure 9.5 also illustrates a similar situation for europium(TI1). This will be 
discussed further below. 

The g-values ofSm/LaES, by EPR, are gll = 0.596 and g1 =0.604. The ground state 
deduced is 

with e=0.07 rad. Susceptibility measurements [36, 411 on the pure salts provide the 
following results: 

g ll g1 
SmMN 0.736 0.406 
SmZN 0.714 0.412 

9.6 Europium 

There is relatively little that can be said about the magnetochemistry of this trivalent 
4f6 ion. Being a non-Kramers ion, it can and does have a singlet (non-magnetic) ground 
state. There is no electron paramagnetic resonance for this ion, for example. As 
mentioned above and illustrated in Fig. 9.5, the diUerent f states are close together, 
and their occupation will change substantially with temperature. The Curie-Weiss law 
will not be obeyed, and the temperature-dependent susceptibili'ly should go to zero at 
low temperatures. There should, however, be an important temperature-independent 
susceptibility, because of the close proximity of the low lying excited states. 

The divalent ion, EuZ+,  is more important and interesting. This is because it has a 
half-filled 4fshel1, electron configuration 4f7, and this has a well-isolated 'S,,, ground 
state. EPR is readily observed and, since the orbital angular momentum is nearly 
completely quenched, g-values of 1.99 are commonly observed. Europium is also a 
useful nucleus for Mossbauer studies, and the magnetic ordering in a number of 
compounds has been reported [47]. The results include the following transition 
temperatures: EuSO,, 0.43 K ;  EuF,, 1 .OK; EuCO,, 1.05 K; EuCI,, 1.1 K, and 
EuC,O,. H,O, 2.85 K. 

Perhaps the most interesting and important europium compounds are the 
chalcogenides, EuX, where X is oxygen, sulfur, selenium and even tellurium. They are 
important because they are magnetic semiconductors; the high ordering temperatures 
also show that these are some of the few rare earth cornpounds in which superexchange 
interaction is clearly important [4S]. The transition temperatures in zero applied Geld 
are: EuO, 69.2 K ;  EuS, 16.2 K;  EuSe, 4.6 K ;  and EuTe, 9.6 K.  The magnetic structures 
of the compounds are complicated: EuO and EuS are both Erromagnets, EuSe has a 



248 9. The Rare Earths or Lanthanides 

complicated phase diagram [49], while EuTe is an antiferromagnet. Because of the 
complex magneticstructure, based on a magnetic unit cell that is 8 times larger than the 
chemical unit cell, EuTe is not an easy-axis antiferromagnet. In the four compounds, 
the factor determining the macroscopic magnetic properties appears to be the relative 
sign and magnitude of the nearest neighbor and next-nearest neighbor exchange 
constants. 

There has been considerable interest lately in the properties of EuS as it is diluted by 
diamagnetic SrS [50]. 

9.7 Gadolinium 

With a half-filled 4f shell, trivalent gadolinium has an 'S,,, ground state; the orbital 
contribution is almost entirely quenched and isotropic g-values of 1.99 are universal. 
Due to the long spin-lattice relaxation times, EPR spectra may be observed at  room 
temperature, and there is a host of reports on the paramagnetic properties of 
gadolinium [Sl]. Its magnetochemistry is therefore straightforward and perhaps the 
best known of all the rare earth ions. The ground state is usually resolved (by a Kelvin 
or less) by zero-field splitting effects. 

There are many studies ofthe EPRspectra ofGd(I1I)in the ethylsulfate host lattice, 
but there seem to be no modern reports on  the magnetic properties of pure 
Gd(EtOSO,), . 9  H 2 0 .  The gadolinium compound analogous to CMN, GdMN, does 
not appear Lo exist. Salts such as Gd,(SO,), .8 H,O have long been investigated for 
adiabatic demagnetization purposes because of the high spin of the ion. 

Several salts have been shown to order magnetically. Susceptibility studies [52] 
show that both Gd2(S0,), . 8  H,O and GdCI, . G H,O are antiferromagnets, with 
transition temperatures, respectively, of 0.182 and 0.185 K.  The ordering is dipolar in 
both cases, even though the chloride contains [Gd(OH,),CI,] + units. Zero-field 
splittings of the ground state make a large Schottky contribution to the specific heat, 
although the overall splittings are only about 1 K. Interestingly, the I+ h )  level is the 
lowest for the sulfate while the order of the levels is reversed for the chloride, the I +$) 
state being the lowest. These different behaviors may be observed from an examination 
of the specific heat data, which are illustrated in Figs. 9.6 and 9.7. The exchange 
constant in GdCI, . 6  H,O is 10 times smaller than it is in ferromagnetic GdCI,, where 
Ilk is -0.08 K for nearest neighbor exchange. 

One ofthe most thoroughly studicd [53] salts is gadolinium hydroxide, Gd(OH),. 
This material is an antiferromagnet with predominantly (but not exclusively) nearest- 
neighbor interactions. Since the nearest neighbors are aligned along the c-axis, the 
compound is accidentally a linear chain system. While isomorphic GdCI, is a 
[errornagnet (T, = 2.20 K) with the spins aligned parallel to the c-axis, the spins have a 
perpendicular arrangement in Gd(OH),. The critical temperature is 0.94 K. All the 
R(OH), salts exist with the same structure as LaCI,, with two magnetically-equivalent 
ions per unit cell. The local point symmetry is C,,. The lattice parameters are 14% less 
than for the corresponding RCI,, and so cooperative magnetic ellccts are expected at  
reasonable temperatures. 

The magnetic ions lie on identical chains parallel to the c-axis with the two nearest 
neighbors in the same chain separated by + 0.36 nm. The g-value is isotropic, at 1.992. 
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Fig. 9.6. Heat capacity c /R of Gd,(SO,), . 8 H,O as a function of temperature on a logarithmic 
scale. Asingularity occurs at T, = 0.182+0.001 K. The dashed line represents the Schottky specific 
heat for m, = f lowest and the dot-dashed line gives the sum of Schottky and dipolar heat 
capacities. From Ref. [52] 

Small crystal field splittings (of order 0.02K) have been observed by EPR, but d o  not 
affect data taken in the relevant temperalure range for this salt. 

The specific heat (Fig. 9.8)exhibits an anomaly at  T,, but also exhibits a broad peak 
to higher temperatures. Since this cannot arise from the small Schottky contribution, it 
must arise, unexpectedly, from short range order. Indeed the critical entropy S, is found 
as only 45% of the total. Analysis of a wealth of data yielded J,/k, the exchange 
constant along the c-axis, as 0.18 K.This is the largest interaction, but the dipole-dipole 
interaction turns out to be only a bit smaller for nn pairs and remains appreciable for 
many ofthe more distant neighbors. It provides the only source ofanisotropy. Since the 
strongest interaction lies along the c-axis, the system then behaves as a magnetic linear 
chain, with spins lying antiparallel and perpendicular to the c-axis. What is not clear is 
how the chains are arranged.They could be as illustrated in Fig. 9.9 with 2 parallel and 
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Fig. 9.7. Heat capacity c /R of GdCI, .6 H,O as a function of temperature T on a logarithmic 
scale. A singularity is found at T,=0.185~0.001 K. The dashed line indicates the estimated 
Schottky specific heat. The dash-dotted line corresponds to the sum ofSchottky spec~fic heat and 
dipolar specific heat. From Ref. [52] 

4 antiparallel next nearest neighbors, in a spiral state (helix) or some other such 
arrangement. The long-range dipole-dipole interaction helps to determine the 
structure of the ordered state. 

Thus, Gd(OH), behaves to a certain extent as a linear chain antiferromagnet, not 
because of a chemical linking as described so frequently in Chap. 7, but because of the 
structure and relative strength of the interactions. 

Two substances, parts of a larger series, that have been extensively studied are 
gadolinium orthoferrite [54], GdFeO,, and gadolinium orthoaluminate [553, 
GdA103. The first compound is complicated because of the two magnetic systems, the 
iron ions (which order antiferromagnetically a t  650 K) and the gadolinium ions, which 
order a t  1.5K, under the influence of the magnetic iron lattice. The isomorphous 
aluminate is simpler'because of the absencc of any other magnetic ions. 



Fig. 9.8. Total specific heat of Gd(OH), from calorimetric measurements, curve a, which 1s very 
close to the magnetic spec~fic heal ill that the lattice specific heat contributes a maximum ofaboul 
3% at 5 K.The peak corresponds to T, = 0.94 Lt: 0.02 K and is interpreted as the onset ofa complex 
long-range antiferromagnetic order. Curve b is the high-temperature asynlptote c JR =c,/T2 
+c,/T3 as calculated from the final values of the interactions. From Ref. [53] 

-------- _-Co- 
// \\ 
I \ 

/' \\ 
/ \ 

I \ 
/' \\ 

\ \ /' \\ 
/ \ / 
/ 

/ 
/ 

\ 

\ 

\ / \\ / 
\ / 
\ / ' II 

'\ ,/ \\ \ I I' Fig. 9.9. One possible arrangement of the spins 
Cg\ I -------- in Gd(O1-I),. From Ref. [53]  



252 9. The Rare Earths or Lanthanides 

In contrast to so many rare earth compounds, the principal interaction between the 
ions in GdFeO, and GdAIO, is exchange interaction between nearest neighbors. This 
happens because, although the substances are orthorhombic, the gadolinium ions form 
a pseudocubic unit cell which is only slightly distorted. This is important, since for a 
cubic lattice the magnetic dipole interaction Geld on a particular ion due to all the ions 
in a spherical sample will vanish both for the ferromagnetic case and for the simple 
antiferromagnetic case (all nearest neighbors antiparallel). In the antiferromagnetic 
state of GdAlO,, in which the Gd ions are displaced from the ideal cubic positions, the 
dipole interaction field amounts to only 300Oe (0.03T). It must play little part in 
deternlining the direction of antiferromagnetic alignment. 

The ordering temperature of GdAIO, is 3.87K. Each magnetic ion on one 
sublattice appears to be surrounded by six nearest neighbors belonging to the opposite 
sublattice. This 1s the ordering pattern to be expected when the predominant 
mechanism of interaction is isotropic (Heisenberg) exchange between nearest neigh- 
bors. The evaluahon of the exchange Geld from the saturation nlagnetization yields an 
exchange constant Jlk = -0.067 K. 

In this salt the crystalline field splitting, in terms of the spin-Hamiltonian 
parameters D and E, is the source of the anisotropy field. 

9.8 Terbium 

Terbium, 4fe, has a 7F, ground state, g, =$and is a non-Krarners ion. Aset ofdoublets, 
I f  ye) and a singlet 19, = 0) arise from the 9 = 6 state. The value of g for any doublet is 
31jJ, with a maximum value of 18 for 1jz',1=6. For Tb3+ in YES [56] gll = 17.72 is 
observed, suggesting that the Iy,= f 6) state is indeed the major contributor to the 
ground state. These levels are split by a small amount, A =0.387 cm- ' (0.56 K). Pure 
TbES orders ferromagnetically [57, 581 at  240mK. largely by dipole-dipole interac- 
tion. The parameter A is now about 0.63 K. 

The nuclear hyperfine splitting is strong relative to the crystal field splitting. 
The monoclinic compound Tb,(SO,), . 8  H,O also orders ferromagnetically, at  

150 mK [59]. Systems of non-Kramers ions with two singlets separated by an amount 
A can exhibit long-range order of induced electronic moments only if the interionic 
magnetic coupling exceeds a critical fraction of A .  In this case, A was estimated as 1.4 K. 
The nuclear spins may play an important role in inducing magnetic ordering in 
situations such as this. 

The compound Tb(OH), has also been studied extensively [60]. In contrast to 
isotropicGd(OH),,it is strongly anisotropic, with glI -- 17.9 and g,-0. It thus behaves 
like a three-dimensional Isingsystem,and is a ferromagnet. The transition temperature 
is 3.82 K, and the spins are constrained to lie parallel to the c-axis. 

Though the interaction is Ising-like, the large g,, causes dipolar interactions to be 
strong, and we do not imply that the usual Ising superexchange Hamiltonian is in effect 
here. Indeed, there is a competition between the dipolar and nondipolar (largely 
exchange) terms. In particular, the strong nearest-neighbor magnetic dipole interaction 
is partly canceled by the corresponding nondipolar energy, while the relatively weak 
next-nearest neighbor dipolar term is dominated by a somewhat stronger nondipolar 
term which is ferromagnetic in sign. Further neighbors interact largely by the dipole 
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term. Thus, while Tb(OH), is an almost ideal Ising system from the point of view of the 
(SZiS,,) form of the interactions, it is quite different from the usual Ising models in the 
range dependence of its individual pair interactions. 

9.9 Dysprosium 

This 4P ion has a 6H15/2 ground state, with g, =+ [Eq. (9.1)], and is ofinterest because 
of the large magnetic moment of the ground state. No  EPR has been observed in the 
ethylsulfate, indicating that g, = 0. This is consistent with susceptibility measurements 
[61, 621 on the pure material, which yield gll = 10.8 and g,=O. 

The 6H15/2 state is split into 8 doublets by the crystalline field of point symmetry 
C,,, which allows states differing by a change of6  in 2, to mix. The ground doublet in 
DYES is acombination ofthe1 +y),  I ++),and I T ; )  states, and the position ofthe next 
higher doublet is only at some 23 K. 

All the magnetic properties of DYES are determined by dipole-dipole interactions 
[32,61,62]. Alarge deviation from Curie law behavior even at temperatures in the ,He 
region is due to dipole-dipole coupling. The experimental specific heat follows the 
relationship cT2 /R  = 130.5 x K2, and 93% ofthisxalue is attributed to the dipole- 
dipole term, the remainder to nuclear hyperfine terms. The ordering temperature is 
0.13 K, and ferromagnctic domains which are long and thin are established parallel to 
the c-axis. Because ofthe large anisotropy in g, DYES can be treated as an Isingsystem, 
and since the nearest neighbors (0.7 nm) are along the c-axis and have the slrongest 
interaction with a given reference ion, the system can actually be treated as a linear 
chain magnet. The interactions with next ncarest neighbors along the chain are 
comparable in strength with any other nnn interaction not'on the same axis. The low 
critical entropy is consistent with this interpretation. 

The monoclinic compound DyCI, . 6  H 2 0  is another that orders exclusively by 
dipole-dipole interaction [32,63]. This effective spin Y = f  system has gll = 16.52 and 
an average g, of 1.76, and this is consistent w ~ t h  the ground state being predominantly 
I+y). With a T,=0.289K, the compound is again Ising-like. Only about half the 
critical entropy is acquired below T,, which indicates, as with many other dipole-dipole 
systems, that there is a large amount ofshort-range order.Thespecific heat is illustrated 
in Fig. 9.10. 

Ising-like behavior is frequently exhibitcd by compou~ids of dysprosium, other 
examples being Dy(OH), [64], DyPO, [65], and Dy,Al,O,, [GG], the latter 
compound being a garnet and usually referred to as DAG. The zero-field ordering 
temperatures are, respectively, 3.48, 3.39, and 2.53 K, all relatively high for rare earth 
compounds. Dipolar coupling is the predominant phenomenon, and the large moment 
of Dy3+ is responsible for the strcngth ofthe interaction. Both DyPO, and DAG are 
metalnagnets [65-671. DAG is interesting (in part) because the strong and highly 
anisotropic crystal field constrains the moment ofeach Dy3 + ion to point along one of 
the three cubic crystal axes, and when the material orders, it does so as a six-sublaltice 
antiferromagnet. In the presence ofan applied magnetic field along the [I 1 I] axis these 
sublattices become equivalent in threes, (+ x, + y, + z) and (- x, - y, - z), and one may 
treat the system as a simple two-sublattice antiferromagnet. 
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Fig. 9.10. Specific-heat data of DyCI,. 6H,O 
versus temperature at zero applied field. Note 
the very high maximum value: c/R,,,%40. 
Dashed curve is obtained aRer subtraction of the 
hyperfine specific heat. From Rci. [63] 

9.10 Holmium 

Holmi~m(III) ,4f '~,  is another non-Kramers ion, with a '1, ground state. EPRof Ho3 + 

in yttrium ethyl sulbte (YES) (yttrium is closer in radius to Ho3+  than is La3 +) shows 
that the lowest levels are a doublet, the admixed I f * =  5 7), 1 + 1)  and IT  5) states, and 
a singlet, 1Yz= +6,0), with transitions between all three levels. The singlet was 
estimated as being 5.5 cm-I (7.9 K) in energy above the doublet. The system then is a 
pseudo-triplet, remarkably like a nickel(I1) ion with a zero-field splitting. Using an  
effective spin of Y = 1, g,, = 7.705 is found. 

The principal magnetic susceptibilities ofpure HOES have been measured [68] over 
the temperature range 1.5-300 K and the specific heat near 1 K [69] .  The ZFS was 
taken. from independent spectroscopic analyses, as 6.01 cm- '  (8.66K), and the 
resolution ofthe ground state non-Kramers doublet is assumed to be about 0.14 K. The 
magnetic properties can all be tit by means ofthe crystal Geld calculation ofthe single- 
ion electronic states and by dipolar interactions between the ions. The specific heat in 



9.1 1 Erbium 255 

the temperature range I to 2 K is approximately cT2/R-0.3 K2, a value much larger 
than given above for related salts. Indeed, c/R is not even exactly 1/T2 in its 
dependence. This is not due to the Schottky contribution from the singlet state 
mentioned above, but rather to the nuclear hyperfine terms which are of the same order 
ofmagnitude as kT at this temperature. The dipole-dipole term, the only other one of 
importance, contributes only about 16% of c/R. 

Holmium hydroxide, Ho(OH),, has also been investigated [64]. This salt orders at  
2.54 K, and like so many other salts discussed above, the ordered state is ferronlagnetic 
and determined by dipolar interactions. The ground doublet, which appears to be split 
by about 1.6cm-' (1 K) at  4.2K, may be written as 

with the singlet 

lying at 11.1 cm- ' (16 K). With gll = 15.5 and g, = 0, Ising-like behavior is found again. 

9.11 Erbium 

This Kranlers ion has eleven f electrons and a '1, 5,2 ground state; the first excited state 
=?is some 8000 cm- ' higher and therefore oflittle importance for magnetochemis- 

try. In LaES, the g-values are gll = 1.47 and g, =S.85; the susceptiblity values [68] for 
pure Er ES are gII  = 1.58 and g, = 8.5 1. Heat capacity data [70] over the rangc 12-300 K 
exhibit a broad maximum at  about 40 K and decrease in value at higher temperatures, 
but do not reach a l /TZ region even at 250 K. In other words, the data rcsemble one 
large Schottky curve,consistent with a set ofdoublets at 0,44,75,110,173,216,25S, and 
304 K, all ofwhich arise from the 41, 5,2 state. At low ternpcratures [69], the specific heat 
rises again, due to dipolar interactions and nuclear splittings. The quantity cT2/K = 7.3 
x K2 is reported, with the dipolar contribution being about 88% of the total. 
Since the lowest excited state is higher than that of holmium in the ethylsulfate, the 
analysis of the susceptibility data of ErES is more straightforward, and can be lit by 
combined crystal field and dipolar terms. The transition temperature of ErES is below 
40 mK [32]. 

The monoclinic compound ErC1,.6H20, which is isostructural with 
GdCI, . 6  HzO,  orders [32,63,71] by dipolar interaction at 0.356 K ;  the specific heat is 
illustrated in Fig. 9.1 1. The lowest excited doublet appears to be at 24.5 K, and the 
magnetic parameters are g l l  = 13.74 and g, = 0.75. The compound, like its dysprosium 
analog, has predominantly a (ky) ground state and is therefore also Ising-like. 

The varieties ofmagnetic behavior exhibited by the rare earths may be observed by 
comparing the g-values quoted above with those reported [72] for Er/LaMN,gll = 4.21 
and g, =7.99, and with those reported [73] for Er(C,04)(C,04H). 3 HzO. gll = 12.97 
and g, = 2.98. Recall that the g-value reflects the nature of the ground state wave 
function and how it is mixed with the low-lying excited states. 
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Fig. 9.11. Specific-heat data of ErCI, .6 H,O versus 
temperature at zero applied field. Dasticd curve is 
obtained afler subtraction of the hyperfine specific 
heat. From Ref. [63] 

9.12 Thulium 

This 4f12 ion is a non-Kramers ion. No resonance has been observed in either the 
ethylsulfate o r  the chloride, Tm/LiCI,, and the crystal held parameters predict that the 
ground state should be a singlet. The specific heat and susceptibility ofTmES have been 
measured [743 over a wide temperature range and are consistent with a singlet ground 
state and a doublet at 32 K. 

EPR spectra ofTm3 + in two monoclinic salts have been reported [75]. The ground 
state in both cases consists of a doublet with small zero-field splitting. For 
Tm/YCI,.6H20, g , ,=  14 and A ,  the ZFS, is 1.12cm-' (1.61K); for 
Tm/Y,(SO,), . 8 H 2 0 ,  g,, = 13.4 and A=0.61 cm-'  (0.88K). Purc Tm2(S0 , ) ,~8H20  
exhlbits a sharp peak in the heat capacity at  0.30 K, ascribed to magnetic ordering [76]. 
Since a ZFS is present, ordered magnetic moments can only appear in zero external 
field ifthe ratio ofexchange interaction to crystal field splitting exceeds a critical value. 
A broad peak at 0.5 K above the 1-feature is assigned as a Schottky co~itribution to the 
specific heat, with A being closer to 1 K. On the other hand, experiments in which the 
Tm,(SO,), .8 H20 is diluted by  he isomorphous yttrium salt suggest [77,78] that A 
may be only 0.75 K. 

An unusual discovery, reminiscent more of transition metal chemistry than of that 
of the rare earth ions, has recently been reported [79]. A variety of experiments on 
thulium nicotinate dihydrate, [Tm(C,H,NCO,), . (H20),],, show it to be a dimer with 
magnetic interaction between the two ions. The Tm3 + ions occur in relat~vely isolated 
pairs, the two Tm3 + sites in each dimer being separated by 0.4346 nm. The ground state 
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of each ion remains a degenerate doublet, so Y1 =Y2=$ and the interaction is 
described by the Hamiltonian H = - 2JS,,S2,, with -2J = 0.86cm-' (1.24 K). The 
values gll  = 13.3(9) and g,s0.4 were found, and note the Ising-like character of the 
exchange term. The ions in pairs interact as described earlier (Chap. 5), with the 
Y= + 1 state the ground state. The only difference from the work on copper nitrate is 
in the sign and the anisotropy of the interaction. 

9.13 Ytterbium 

This is the heaviest magnetic rare earth, the trivalent ion having thirteen 4felectrons or 
one hole in the fshell. As with ceriurn(lI1) there are two multiplets 'F,,, and 'FS12, but 
the 'F,,, state becomes the lowest for ytterbium. The 'F,,, is at some 10 300cm-' and 
has Little effect on the magnetic properties. The ion has been studied as pure YbES [80] 
and diluted by YES [81]. 

The ground doublet is 9. = $ 3  from the 9 =$state, with the next higher doublet at  
44 cm- '. Becausc ofthe C,, crystal field symmetry, the only states that can admix are 
those for which 2, differs by 6. Thus, the I ++) and I +j) states will be pure, except as 
they mix with the corresponding Iy=$, f z )  states. Nornlal EPR spectra are not 
observed for Yb/YES because there are no allowed transitions within the *$state for 
either parallel or perpendicular orientation of an external field. Electric dipolar 
transitions have been observed, however [Sl]. The parameter g,, = 3.40 for pure YbES 
and 3.328 for Yb/YES, and g, = 0 (theory)and -0.01 (expt.). With g, =!, one calculates 
g l  = 3gJ = 3.43, in remarkable agreement with experiment. The specific heat result is 
cTZ/R=4.34 x 10-4KZ,  which agrees completely with that calculated for dipole- 
dipole interaction and nuclear hyperfine terms alonc. It is clear that there is no 
exchange interaction in any of the ethylsulfatcs. 

9.14 Some Other Systems 

The results discussed thus far in this chapter concern some of the most thoroughly 
cxam~ned systems, though one can only marvel how little is known about so many of 
them. In t h s  section a variety ofother materials, many of them ofonly recent interest, 
will be discussed. 

The anhydrous chlorides, RCI,, have C,, point symmetry at  the rare earth ion, and 
the EPR results in the two salts (the chloride and the ethylsulfate) are remarkably 
similar. The major paper is that of Hutchison and Wong [82] which is discussed in 
detail by Abragam and Bleaney [ I  5J.The authors measured the EPRspectra ofmost of 
the rare earth ions as diluted by LaCI,. One of the results ofinterest is that the ground 
double1 of Ce3+/LaCI, is the doublet which is found lowest in the undiluted CeES. 

Auseful publication is that ofLea, Leask and Wolf [83], who calculated the effects 
o fa  cubic crystalline field on a lanthanide ion. They predict the order and type oflevel 
for each f value and for all ratios of the fourth- to sixth-order crystal field parameters. 
These results have been used extensively in a variety of investigations [84-871 on 
lanthanide ions in the elpasolite lattice, which is of the formula A,BRX,, with A and B 
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alkali metals, R the lanthanide and X either fluoride or,more commonly,chloride. The 
rare earth ion resides at a site of cubic symmetry in these compounds. From 
measurements of the susceptibility [84, 853, attempts have been made to assign the 
ground states and fix the crystal field parameters [86]. 

The specific heat and susceptibility ofa series ofpowdered samples ofcompounds of 
formula R,ZrS, have recently been published [88]. The coordination polyhedron of 
the lanthanide ions is a trigonal prism which is capped at two rectangular faces. In the 
(representative)dysposium compound,each Dy has five neighbors at  about 0.4nm and 
six at about 0.55 nm;  the sulfide ions intervene, and provide a strong superexchange 
path. Thecrystals are orthorhombic. Both Ce2ZrS5 and Pr,ZrS, remain paramagnetic 
down to 2 K, the Pr  compound exhibiting a non-magnetic singlet ground state. 

Antiferro~nagnetic ordering was found in several salts, as follows: 

The remarkably high ordering temperatures provide good evidence for the importance 
ofsuperexchange interactions in these compounds. The critical entropies, the amount 
of entropy acquired below T,, arc in good accord in each case for that calculated for 
three-dimensional magnetic lattices; as expected, the gadolinium salt follows the spin 
Y =j Heisenberg model, while the Dy and Tb  compounds follow the Y =$ Ising 
model. Thelow-lying excitedstates contribute a high-temperature Schottky maximum. 

Another system of recent interest is the LiRF, series of materials, where R is a rare 
earth ion heavier than samarium. They possess a tetragonal structure with four 
magnetically equivalent rare earth ions per unit cell. The compounds have practical use 
as laser materials and can be obtained as single crystals. Though there is evidence for 
the presence of some superexchange interaction, d~pole-dipole interactions predomi- 
nate and control the nature of the magnetic ordering. Both susceptibility [89] and 
specific heat [90] data are available, at least for some ofthe compounds, as well as some 
EPR data [91]. 

A number of studies have resulted in measurements of the g-values of the 
compounds, with the following results: LiTbF, has gl, - 17.9 and g, -0, while LiHoF, 
has gll - 13.5 and g,-0. Ising-type of anisotropy is therefore expected (and found). 
Both compounds are ferromagnets, with transition temperatures of 2.885 and 1.530 K, 
respectively. 

O n  the other hand, LiDyF, has gll  = 3.52 and g, = 10.85 while LiErF, has gll  -3 .6  
and g,-9, so both compounds should exhibit the =-type of anisotropy; they are 
antiferromagnets. The transition temperatures are respectively 0.581 and 0.383 K. 

All these materials have effective spin Y =$ at low temperatures and so the shape of 
the specific heat curve should be mainly determined by the type ofinteraction (from the 
g-anisotropy) and the ratio of dipolar to exchange interactions. 

Mennenga [90] has also measured the field- and concentration-dependent specific 
heats of several of these compounds. 
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A series of hydrated crystals [R(H,O),] (BrO,), has long been known and is 
currently under investigation [92]. The counter-ion is bromate and the hexagonal 
structure is similar to that of the RES compounds. Ferromagnetic transitions were 
observed at  0.125 K for the Tb  salt and at 0.170K for the Dy salt; as with the 
ethylsulfates, exchange interaction is negligible compared with dipolar interaction. 

Another series of molecules in which dipolar interactions appear to predominate is 
based on the ligand pyridine N-oxide. The compounds are [R(C,H,NO),JX,, where 
the lanthan~de ion is at  the center of a polyhedron that is close to a square antiprism 
[93]. The counterion may be perchlorate, nitrate or iodide. Unfortunately, the 
materials crystallize from the same solution in two slightly different monoclinic space 
groups. The gadolinium salts all order antiferromagnetically at 70mK [94]. 
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10. Selected Examples 

10.1 Introduction 

The discussion in this chapter concerns some additional examples of interesting 
magnetic cornpounds that have been examined recently. It will be seen that all of the 
principles discussed earlier in this book come together here. No attempt is made at  a 
complete literature survey, or even a summary of all the work reported on a given 
compound. Consonant with the point of view of this book will be the emphasis on 
results based on specific heat and magnetic susceptibility data, but especially we are 
trying to lay a firm foundation for a structural basis of magnetochemistry. The 
examples chosen are some ofthe best understood or most important ones, a knowledge 
ofwhich should be had by everyone interested in this subject. Further inforlnation and 
references may be found in earlier sections of the book, as well as in Refs. [I-61. 

10.2 Hydrated Nickel Halides 

The hydrated halides of the iron-series ions arc among the salts most thoroughly 
investigated at low temperatures. For example, MnCI, . 4 H , O  with T,= 1.62 K, is 
perhaps the most famous antiferromagnet. Fame is a matter of taste, however, and 
some would argue that CuCI,.2H,O, TC=4.3K, is athe most important antifer- 
romagnet. While there are other important candidates for the position as well, these 
two salts are ofthe class described. Since it would be diEcult to discuss all of these salts 
properly, and since the hydrated halides of nickel have continued to be of interest and 
also offer some nice pedagogical examples, the discussion here will be limited to that 
class of salts. The limitation will bc seen to be hardly restrictive. 

We begin with the chemical phase d~agram [7] of nickel chloride in water, which is 
illustrated in Fig. 10.1. The search for new magnetic materials depends hcavily on the 

Fig. 10.1. Phase diagram of NiCI,-H,O system. Point A 
corresponds to - 33 "C, B to 28 "C, and C to 64 "C. From Ref. 
171 
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application of the information contained in such diagrams, and a careful exploration of 
such phase studies can be quite fruitful. In this simple example, four hydrates of nickel 
chloride will be seen to exist, although the heptahydrate, which must be obtained below 
- 33 "C, is little known. The hexahydrate, NiCI,. 6 H,O is the best known salt in this 
series and may be obtained from an aqueous solution over the wide temperature 
interval of - 33 to + 28 "C. The tetrahydrate is found between 28 and 64 "C, and the 
dihydrate above 64°C; though less well known than the hexahydrate, both of these 
salts have been studied at low temperatures recently, and are of some interest. The 
critical temperatures for each of these salts are given in Table 10.1. 

Table 10.1. Critical temperatures of hydrated nickel chlorides. 

q, K Ref. 

NiCI, .6 H,O 5.34 P I  
NiCI, . 4  H,O 2.99 PI 
NICI,. 2 H,O 7.258 [lo] 
NiCI, 52 11 

The T, for NiCI, has been included in the table for comparison, because it shows the 
effect of concentration on superexchange interactions. Without any knowledge of the 
specific structures of the materials, one would guess that the metal ions will be further 
apart in thc hydrates than in the anhydrous materials; furthermore, since chloride is 
more polarizable than water, one expects that increasing the amount of water present 
will lead to less effective superexchange palhs, and therefore lower transition 
temperatures. 

On the other hand, this is not a monotonic trend, as can be seen by observing that 
the tetrahydrate has a lower T, than the hexahydrate. It is likely that the reason for this 
lies less with the structural features of the two systems than with the fact that the zero- 
Geld splitting appears to be larger in the tetrahydrate. 

Turning to the bromides, only the data shown in Table 10.2 are available. 

Table 10.2. Critical temperatures of hydrated nickel bromides. 

K ,  K Ref. 

NiBr, , 6 H,O 8.30 [I21 
NiBr, . 2  H,O 6.23 [I31 
NiBr, 60 1141 

Upon comparison with the analogous (and isostructural) chlorides, these compounds 
illustrate the useful rule of thumb lhat bromides often order at  higher temperatures 
than chlorides (the hexahydrates), as well as the violation of  that rule (the dihydrates). 
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Two of the factors that influence the value of T,  are competing, for one expects the 
larger polarizability of bromide (over chloride) to lead to stronger superexchange 
interaction and thus a higher T,, while the larger size ofbromide should cause the metal 
ions to be separated further which leads, in turn, to a lower T,. A graphical correlation 
of these trends has been observed 1141. 

Aside from the anhydrous materials, there are not enough data available on the 
fluorides and iodides of nickel to discuss here. 

It is convenient to separate the discussion of the dihydrates from that ofthe other 
hydrates, because the structural and magnetic behaviors of the two sets of compounds 
are substantially different. 

Nickel chloride hexahydrate is one of the classical antiferromagnets. Both the 
specific heat [8] and susceptibility [ I  53 indicate a typical antiferromagnetic transition 
at  5.34K. The crystal structure [lb] shows that the monoclinic material consists of 
distorted trans-[Ni(OH,),CI,] units, hydrogen bonded together by means of an 
additional two molecules of water. The salt is isomorphous to CoCI, . 6  H,O yet the 
preferred axes of magnetic alignment in the two salts are not the same [ I  51. There is 
relatively little magnetic anisotropy throughout the hlgh-temperature (10-20 K) region 
[IS, 171, and, a point of some interest, neutron diffraction studies [18] show that the 
crystal structure is unchanged upon cooling the substance Gom room temperature to 
4.2K, which is below the critical temperature. As illustrated in Fig. 10.2, additional 
neutron diffraction studies [19] have provided the magnetic structure, which consists 
of antiferromagnetic [OOl]  planes with AF coupling between the planes. The result is 
that the magnetic unit cell is twice the size of the chemical cell, caused by a doubling 
along the c-axis. The arrangement ofthe spins, or  magnetic ordering, is the same as in 
CoCI, . 6  H 2 0 ,  except for crystallographic orientation. The reason for the differing 
orientation probably lies with the differing single-ion anisotropies, for the nickel system 
is an anisotropic Heisenberg system, while the cobalt compound, as discussed earlier, is 
an XY magnet. 

What is interesting about NiCI, . 6 H 2 0  from a chemist's view-point is that the 
anisotropies are low and nearly uniaxial. The g value is normal, being isotropic at 2.22, 
but D/k= - 1.5f 0.5K and E/k=0.26+0.40K, fiom the susceptibil~ties; these results 
may be contrasted with those [9] for the very similar molecule, NiC1,. 4 H,O. In this 
case, cis-~i(OH2),Clz]octahedra, which'are quite d~storted, are found. The com- 
pound is isomorphous with MnCl2.4H,O, and in this case the easy axes of 
magnetization of the two materials are the same. With the nickel salt, large 
paramagnetic anisotropy persists throughout the high-temperature region, as il- 
lustrated in Fig. 10.3. With g again isotropic at 2.28, the zero-field splitting parameters 

Fig. 10.2. Arrangement of magnetic moments in 
NiCI, . 6  H,O for the magnetic space group I,2/c. 
The angle between the magnetic moment and the 
a-axis is approxin~ately 10". From Ref. 1191 
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T (K) 

Fig. 103. The magnetic susceptibil~ty ofNiCI2 . 4  H,O from 1 to 20 K along the a'-, b-, and c-axcs. 
From Ref. [9] 

reported in this case are Dlk = - 11.5 t 0.1 K and Elk = 0.1 + 0.1 K. This apparent 
increased single-ion anisotropy is perhaps the governing factor in reducing T,  for 
NiC1,. 4 H 2 0  below that of NiClz. 6 H 2 0  ; the antiferromagnetic exchange constants 
in the two crystals have been evaluated as almost equal. (On the other hand, studics of 
thc magnetic phase diagram of NiC1, - 4 H,O [20,21] have suggested that Dlk is only 
-2 K. The reason for the discrepancy in the values of these parameters is not known, 
though it may be due to systematic errors related to the crystallograpliic phase 
transition which the salt appears to undergo as it is cooled.) Short-range order effects 
have been observed [22] in NiC12.4 H 2 0  (as well as several other salts) from 
measurements of the field-dependence of the susceptibility abovc the magnetic 
transition temperature. 

The magnetic phase diagram ofNiC1,. 6 H 2 0  has been studied in great detail [23]. 
Although the study of the critical behavior of the phase boundaries very near the 
bicritical point (H,,T,) was a major impetus of the work, the boundaries with the 
applied Geld both parallel and perpendicular to the easy axis were determined. The 
diagram is illustrated in Fig. 10.4, where the high fields required for this study will be 
noted. The exchange and anisotropy parameters could be obtained from extrapola- 
tions to T =  0 of the spin-flop and C-P boundaries. The values obtained were HsF(0) 
=39.45+0.30kOc (3.94T) and H,(O)= 143.9f 1.5 kOe (4.4T). Using these values, the 
phenomenological exchange and anisotropy fields could be calculated as HE = 77.4 
t 0 . 9  kOe (7.74+0.09T) and HA= 10.8+0.3 kOe (1.08f 0.03T). With g=2.22+0.01, - 
the corresponding exchange and anisotropy parameters ofthe single-ion Hamiltonian 
are 2zlJl/k= 1 1.5 + 0.3 K and (D[/k= 1.61 + 0.07 K. These are probably the bcst 
available values of these parameters. The bicritical point was found at 3.94K and 
44.22 k 0 e  (4.422 T). 
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The compound NiBr2.6H,O has also been investigated [12], the specific heat, 
zero-field susceptibility and the phase diagram being reported. As was discussed above, 
a higher transition temperature than that ofthe chloride is observed, and the single-ion 
anisotropies are again small. All in all, the compound is much like NiCI, . 6  H 2 0 ,  with 
which i t  is isostructural. 

Estimates ofthe internal ficlds can be made in several ways. An anisotropy constant 
K can be related to the zero-field splitting parameter D by the relationship K(T=O) 
= I D I N Y ( Y  - f )  [17], where N is Avogadro's number and 9' is thc spin of thcion.The 
anisotropy field can be dcfined as HA = KIM,, where Ms = &)Ngp,Y. The exchange 
field is described by molecular field theory as HE= 2zlJ19/gpB. These fields have been 
estimated for both NiCI,. 6 H,O [I71 and NiBr, .6 H 2 0  1121. 

The compounds NiCI, . 2  H 2 0  and NiBr, . 2  H,O differ appreciably from the other 
hydrates, primarily because they have the characteristic linear chain structure of trans- 
miX,(OH,),] units. The specific heats are of some interesl because, as illustrated in 
Fig. 10.5, the magnetic phase transition is accompanied by two sharp maxima for each 
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Fig. 205. Measured specific heat of NiCI,. 2H,O. Note U~at the insert which shows the high- 
temperature rcsults has an abscissa four times as coarse as the main graph. The solid line denotes 
the lattice estimate, 4.5 x 10 '' T 3  J/mol-K. From Ref. [lo] 
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Fig. 10.6. Magnetic phase diagram of 
NiCl2.2H,O for Hl]a*. AF, and AF, 
denote different antiferromagnetic phases. I 
is a metamagnetic phase; Sc is a screw 
phase; P is the paramagnetic phase. From 
Ref. [24] 

Fig. 10.7. Magnetic phase diagram or 
NiCI,. 2H,O for HIJb. For symbols see 
caption of Fig. 10.6. Open and black circles 
represent data obtained by isothermal Geld 
sweeps. The other data are obtained by 
scanning in constant field. From Ref. [24] 

compound. For the chloride, they occur at 6.309 and 7.258 K, while they occur at 5.79 
and 6.23 K for the bromide: The implication is that there are two phase boundaries in 
the H-T plane, even at H = O .  In fact, NiC1,. 2 H,O has a very complicated magnetic 
phase diagram for the external field applied along the easy axis, with Gve different 
regions appearing [24]. This is illustrated in Fig. 10.6, while the phase diagram with H 
applied perpendicular to the easy axis (Fig. 10.7) is somewhat simpler. Neutron 
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diffraction studies in zero-field as well as magnetization and susceptibility measurc- 
ments show that a t  the lowest temperatures the system consists of ferromagnetic 
chains; neighboring chains in one crystallographic direction also have their moments 
pointing in the same direction, thus forming a ferromagnetic layer parallel to the 
ab-plane. Successive layers in the c-direction have opposite moments. As a result, 
although the predominant interactions are ferromagnetic in sign, the weak antifer- 
romagnetic interaction between the planes leads to a net antiferromagnetic configur- 
ation. The area of the phase diagram, Fig. 10.6, in which the magnetic moments are 
parallel to the easy axis a* is denoted by AF,. In the area denoted by I the 
magnetization is independent of the magnetic field strcngth and amounts to one-third 
of the saturation magnetization. After the phase boundary denoted by the open 
triangles has been crossed, the susceptibility remains constant until the transition to the 
paramagnetic state (open circles) occurs. The nature of the low-field magnetic phase 
between 6.3 K and 7.3 K is not clear, for the evidence requires that AF, not differ 
substantially in spin structure from AF,. The phase I originates from a reorientation of 
the moments such that ofeach six sublattices, three arc reversed. The Sc phase has the 
characteristics of a spin-flop phase. The proposed magnetic structures are pictured in 
Fig. 10.8.The specific heat ofNiBr, . 2 H,O, which is assumed to be isostructural to the 
chloride, has likewise been interpreted [I31 in terms of a large (negative) single ion 
anisotropy and ferromagnetic intrachain interaction. A theory has been presented [25] 
that allows spin reorientati~n as a function of temperature even in zero external field 
when large zero-field splittings are present which cause anisotropic exchangc. 

Although many ordered antircrromagnets appear to be simple two-sublattice 
systems, these materials should restrain us tiom drawing too many conclusions from 
inadequate data. The derivation of the H-T phase dagram 1s a necessary part of any 
investigation. 

C 

Fig. 10.8. (a)Projection of the magneticmolnents on the ac-plane in the AF, phase. (b) Projection 
of the magr~etic moments on the ac-plane in the intermediate phase I. The direction of Lhe 
monlel~ts on three neighboring sublattices have been reversed. (c) Picture of the screw phase 
denoted by Sc. All moments make the same angle 0 with the easy a*-axis. From Ref, [24] 



Six-coordinate complexes ofiron(II1) are usually either high spin ('S ground state) or 
low spin ('T,). Several factors, such as the strength ofthe ligand field and thecovalency, 
determine which configuration a particular compound will assume; moreover, 
whatever configuration that compound has,it is usually retained irrespectivcofall such 
external influences as temperature or minor modification of the ligand. The 
tris(dithiocarbamates) ofiron(III), Fe(S,CNR,), are a most unusual set ofcompounds 
for, depending on the R group, several of them are high spin, several are low spin, and 
several seem to lie very close to the cross-over point between the two configurations. 
While these are the best-known examples of this phenomenon, a review of the subject 
[26] describes several other such systems. The subject of spin-crossover in iron(I1) 
complexes has been extensively (218 references) reviewed [27]. Recent examples of 
other systems that can be treated formally as electronic isomers include molecules such 
as manganocene 1281, Fe(S,CNR,),[S,C,(CN)J [29] and Schifl-base complexes of 
cobalt(I1) [30]. 

The dithiocarbamates and the measurements of their physical properties have been 
reviewed at length elsewhere [26], so that only some of the magnetic results will be 
discussed here. The energy level diagram is sketched in Fig. 10.9 for a situation in which 
the 6A, level lies E in energy above the 'T, state, where E is assumed, in at least certain 
cases, to be thermally accessible. The usual Zeeman splitting of the 6 ~ ,  state is shown, 
but the splitting of the 'T, state is complicated by spin-orbit coupling effects, as 
indicated. The most interesting situations will occur when E / k T z  1, and the energy 
sublevels are intermingled. 

The magnetic properties corresponding to this set of energy levels are calculated 
from Van Vleck's equation as 

where 

\\ ' 
\ -r Fig. 10.9. Energy levels (not 

to scale) of configuration d' 
<+ ,gBH - ,pH,,3r in the crossover region. -.-* I r ( - I q P ~  -4,@~1,1( From Ref, [26] 

cubic spln orbit H H ' 
field + couplirlg + I s b  ordcr + 2nd ordor 



270 10. Selected Examples 

and x=C/kT, with C thc one-electron spin-orbit coupling constant. Usual low spin 
behavior corresponds to large positive E, high spin, to large negative E, so that marked 
deviations fiom this behavior occur only when IE/[l< 1. In practice, it is difficult to 
apply Eq. (10.1) over a wide enough temperature interval to evaluate all the parameters, 
especially since the spin-orbit coupling constant must often be taken as an empirical 
parameter; thermal decomposition and phase changes are among the othcr factors 
which limit the application of this equation. 

The exceptional magnetic behavior of the crossover systems is best seen in the 
temperature dependence of the reciprocal of the molar susceptibility, 

and several calculated values of are represented in Fig. 10.10. The maxima and 
minima have obvious diagnostic value. A fuller discussion of the behavior of thesc 
curves has been given elsewhere [ 2 6 ] .  A selection ofexperimental data, along with fits 
to Eq. (10.1) (modified to account for different metal-ligand vibration frequencies in the 
two electronic states) is prescnted in Fig. 10.1 1. It is remarkable how well such a simple 

Fig. 10.10. Calculated 
values of X;; l .  Full lines: 
g = 2 wlth various values of 
E/(. Broken lines: El( = 1 
with various values of  g. 
From Ref. 1261 

z 

Fig. 10.11. Variation of x - l  of 
[Fe(S,CNR,),] with temperature. 
Me.  R=methyl; n-Bu: R=n-butyl; 
i-Bu: R=i-butyl; Py : NR,=pyrro- 
lidyl. From Ref. [26] 



model accounts for this unusual magnetic behavior. Maxima and minima are observed 
(when the temperature range is appropriate), and the mean magnetic moment per iron 
atom rises with temperature from low spin toward high spin values. However, the 
relative positions of the ,A, and ,T, levels cannot be estimated beyond asserting that 
they must lie within about 500 cm- ' ofeach other. The marked discontinuity at 145 K 
in the susceptibility of the di-n-butyl derivative is due to a phase change ofthe solid. 

It should be pointed out that similar data are obtained on these materials when they 
are dissolved in inert solvents, which shows that the reported effects are neither 
intermolecular in origin nor due to some other solid state effect. Data on more than 18 
compounds in this Series alone have been reported, one recent example which exhibits 
the phenomenon being the N-methyl-N-n-butyl derivative [31]. 

Although the magnetic aspects of the dithiocarbamates appear to be understood on 
the whole, it should be pointed out that the more chemical aspects of this problem 
remain somewhat perplexing. For example, Mossbauer and proton NMRstudies have 
failed to show evidence for the simultaneous population of two electronic levels [32], a 
result which would require a rapid crossover between the levels (< 10-'s). An 
alternative explanation, based on crystal field calculations, suggests [33] that the 
ground state may be a mixed-spin state, the variable magnetic moment being due to a 
change in character of the ground state with temperature. Important vibronic 
contributions to the nature of the positions of the energy levels have also been 
suggested [34]. 

A further complication arises from the fact that several of these con~plexes 
crystallize with solvated solvcnt molecules occupying crystallographic positions in the 
unit cell [35]. The elrect of the solvated solvent on the magnetic behavior of the ferric 
ion has been demonstrated in the case oftlie morpholyl derivative, for example, which 
was found to have a moment of 2.92 p, when benzene solvated and 5.92 p, when 
dichloromethane solvated [36]. 

Even though the organic group R is on the periphery of the molecule, this group 
determines whether a particular compound Fe(S,CNR,), is high spin or low spin at  a 
given temperature. This is a most unusual situation in coordination chemistry. 

The crystallographic aspects of the problem have been reviewed [37, 381. One 
expects a contraction of the FeS, core in the transition from a high-spin state to one of 
low-spin. Compounds which are predominantly in the high spin-state. (e.g., 
R=n-butyl) have a mean Fe-S distance of about 0.241 nm, while compounds 
predominantly low spin (e.g., R=CH,, R=C,H,) have a mean Fe-S distance of 
0.231 5 nm, suggesting a contraction of about 0.008 nm in the Fe-S distances on going 
from the high-spin to the low-spin state. Tlie FeS, polyhedron itself undergoes 
significant changes in its geometry, also. 

An interesting series ofcompounds is provided by the halobisdithiocarbamates ofiron, 
Fe(X)(S,CNR,),, for they exhibit the unusual spin state o f t  for iron(II1). In octahedral 
stereochemistry, as was discussed above, iron(II1) must always have spin of $ (so-called 
spin-free), or* (spin-paired), each with its own well-defined magnetic behavior. Since 
these spin states also apply to tetrahedral stereochemistry (although no 9'=f 
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tetrahedral compounds of iron(II1) have yet been reported), it is impossible to have a 
ground state with Y =$ in cubiccoordination. But, in lower symmetry environments, 
such as in a distorted five-coordinate structure, the Y =$ state can in fact become the 
ground state, and that happens with these compounds. 

The compounds are easily prepared [39] from the corresponding 
tris(dithi0carbamates) by the addition of an aqueous hydrohalic acid to a solutio~l of 
Fe(S,CNR,), in benzene. The compound with R =  C,H, and X=C1 has been studied 
the most intensely, but a variety ofcompounds have been prepared and studied with, 
for example, X = C1, Br, I or SCN, and R =  CH,, C,H,, i-C,H,, etc. All are monomeric 
and soluble in organic solvents, and retain a monomeric structure in the crystal 
[3941].The structire ofa typical member oftheseries is illustrated in Fig. 10.12 where 
the distorted tetragonal pyramidal coordination that commonly occurs may be seen. 
Thus, the four sulfur atoms form a plane about the iron atom which lies, however, 
0.063 nm above the basal plane. The Fe-X distances are 0.226 nm (CI), 0.242 nm (Br), 
and 0.259nm (I). In solution at ambient temperatures the compounds exhibit a 
magnetic behavior typical ofa Y =$ system [39]. All available data areconsistent with 
the fact that the orbitally non-degenerate 4A, state is the ground state. Some very 
similar halobis(dise1enocarbamates) have also been described recendy [42]. 

As usual, the 4 ~ ,  state is split by the combined action of spin-orbit coupling and 
crystal Geld distortions [43]. Most of these pyramidal compounds exhibit large zero- 
field splittings, and very different values have occasionally been reported by different 
authors for the same compound. The major reason this has occurred lies mainly with 
thechoice ofprincipal axis coordinate system (see Chap. 1 l), for the natural choice is to 
assign the Fe-X axis as the z-axis. With this choice, however, values of E, the rho~nbic 
spin Hamiltonian parameter, have been found to be colnparable to or larger than the 
axial term, D. This is not the best choice of axes, however, for it has been shown [44] 
that there is always a better choice of principal molecular axes whenever IE/DI > 4. 

cli, 

Fig. 10.12. Molecular geometry of Fe(dtc),CI 
From Ref. [47] 



Ignoring for the moment the rhombic terms, the zero-field splittings 2D for these 
compounds vary widely in both sign and magnitude [45] and ofcourse this determines 
the low-temperature magnetic behavior. Since the g-values of these compounds [46] 
are about 2 when considering the true spin of $, the situation is similar to that of 
tetrahedral cobalt(I1) when the zero-field splittings are large. Thus, I ++) is low when D 
is positive, and g',, = 2, g; =4;  conversely, when D is negative, I kt) is low and gil = 6, 
g; = 0. The zero-field splittings in these compounds have been determined from the 
measurement of the far I R  spectra in the presence of a magnetic field [45] and from 
paramagnetic anisotropies at high temperatures [44]. Choosing the Fe-X bond as the 
direction ofthe quantization axis [47] in the ethyl derivatives, D = t 1.93 cm- for the 
chloro compound, and D = + 7.50 cm- for the bromo derivative. Large E (rhombic) 
terms have also been reported; writing 6 =  2(D2  + 3E2)112, reported zero field splittings 
6 for tlie ethyl series are 3.4cm-' (CI), 16cm- ' (Br), and 19.5 cm- '  (I) [47]. On the 
other hand, the magnetic and Mossbauer results at lower temperatures on 
Fe(Cl)(S,CNEt,), are more consistent if the magnetic z-axis lies in the FeS, plane [48]. 
Indeed, with this choice ofaxes for this molecule, and with new measurements,one finds 
D/k= - 3.32 K and Elk= -0.65 K, which leads to d/k = 7 K. Replacing the organic 
ligand leads to only small differences in the ZFS; for the chlorobis(N,N-di- 
isopropyldithiocarbamate [49], the same choice of axes leads tp D/k= - 1.87 K, Elk 
=0.47 K, and 6/k =4.14 K. The corresponding selenium derivative, on the other hand 
has Dlk = 6.95 K, Elk = - 0.14 K, and 6 / k  = 13.9 K. This ferromagnetic compound 
appears to display XY-like behavior. 

Mossbauer and magnetization measurements 141, 50-521 first showed that 
Fe(CI)(S,CNEt,), orders ferromagnetically at about 2.43 K. Specific heat measure- 
ments [53] confirmed the phase transition,with a I-anomaly appearing at 2.412 K, but 
interestingly, there is no clear evidence for the anticipated Schottky anomaly. This is 
due to the large lattice contribution, which can be evaluated in several ways [48, 533. 
The susceptibility exhibits a great deal ofanisotropy at  low temperatures, acting like a 
three-dimensional Ising system. The susceptibility parallel to the easy axis, which was 
illustrated in Fig. 6.26, is typical of that ofa demagnetization-limited ferromagnet [48]. 

Unraveling the physical properties of [Fe(E%r)(S,CNEt,)] has proved to be very 
troublesome. The compound as usually prepared has an energy level structure the 
reverse of that in the chloride a+-)) low rather than I +_$)) and with a much larger 
zero-field splitting. Ordering has not been found [41] at temperatures down to 0.34 K. 
Yet mixed crystals of the bromide with as little as 16% of the chloride present behave 
like the chloride, with the exchange being ofcomparable magnitude and the ZFS ofthe 
same sign. Resolution of this paradox appears to reside in the following [54]. The 
Mossbauer, EPR, susceptibility, and far inliared data which have led to the zero-field 
splitting parameters and ground state level structure for Fe(Br) [S,CN(C,H,),],, have 
in fact been obtained on specimens for which the crystal structure is not the same 
as in the mixcd crystals. A disintegration of single crystal specimens of 
Fe@r)[S,CN(C,H,),], at  temperatures in the neighborllood of 220K has been 
observed. This does not occur for the chloride. Although the room temperature crystal 
structures of the chloride and the bromide are, apart from small differences in lattice 
constants, essentially identical, it seems evident that for liquid nitrogen temperatures 
and below the "natural" crystal structure ofthe pure bromide is no longer identical with 
that of the chloride. EPR and other measurements on the bromide have probed the 
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characteristics of the natural low temperature structure. For reasons which remain 
unclear, it is observed that even a small fraction of Fe(C1) [S,CN(C,H,),], stabilizes 
Fe(Br)[S,CN(C,H,),], in the common high temperature crystal structure of these 
homologous compounds. As with the pure chloride, mixed crystals at least as rich in 
bromide as 84% can be cooled to liquid helium temperatures and warmed to room 
temperature without suffering any discernible damage. In the mixed crystals then, the 
iron ion of the bromide species experiences a crystal field which is characteristic of the 
high temperature structure and which can be quite different from that of the low 
temperature structure of the pure bromide. The level structure of the quartet ground 
state can therefore differ radically from that of pure Fe(Br)[S,CN(C,H,),],. In the 
mixed crystals the value of D in the spin Hamiltonian describing the quartet ground 
state of the iron ion in the bromide is no longer positive but rather negative, and the 
zero Geld splitting between the I + $) and I +$) Kramers doublets, 2(D2 + 3E2)'I2, is 
possibly not very different from that of the pure chloride. In the low temperature 
structure ofthe pure bromide, Dlk has been found to be equal to 10.78 K ,  with the zero- 
Geld splitting equal to 21.71 K. With D > 0 the I ++) doublet lies lowest. With D < 0 in 
the mixed crystal, 123) lies lowest, as is the case for the iron ion of the chloride species. 

These suggestions of DeFotis and Cowen appear to be vcrilied by measurements 
[SS] on the bromide when it is recrystallized from benzene, rather than, as tnore 
commonly, from methylenc chloride. A different crystal form is obtained for the 
compound, and it is found to order magnetically at  1.52 K.  

The struclure and magnetic behavior of the methyl derivatives are less well-defined 
C561. 

10.5 Manganous Acetate Tetrahydrate 

The structure [S7, 581 of Mn(CH,COO), . 4  H,O is illustrated in Fig. 10.13, where it 
will be observed that the crystal consists of planes containing trimeric units of 
manganese atoms. The manganese atoms are inequivalent, for the central one lies on an 
inversion center, and is bridged to both ofits nearest neighbors by two acetate groups 
in the same fashion as in copper acetate. However, in addition to the water molecules in 
the coordination spheres, there 1s also another acetate group present which. bonds 
entirely difTerently, for one ofthe oxygen atoms bridges Mn, and Mn,, while the second 
oxygen atom of the acetate group fonns a longer bridging bond to an Mn, of  an 
adjoining trimer unit. Thc net result of these structural interactions is that there is a 
strong AF interaction within the trimer, and a weaker interaction between the trimers. 

Fig. 10.13. The structure of Mn(CH,COO),.4 H,O. 
The projection is along the perpendicular cC- 
direction. Two water molecules in the Mn, coordi- 
nation octahedron which are shown superimposed are 
actually one above and one below thc Mn plane. From 
Ref. [58] 
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There appears to be considerable short range order in the compound above the long- 
range ordering temperature of 3.18 K. 

The inverse powder susceptibility [59] shows substantial curvature throughout the 
temperature region below 20 K. Between 14 and 20 K, apparent Curie-Weiss behavior 
is observed, X =  3.19/(T+ 5.2) emufmol, but the Curie constant is well below the value 
4.375 emu-K/mol normally anticipated for Y = d  manganese. The large Curie-Weiss 
constant, and the curvature in X - '  below 10 K, coupled with the small Curie constant, 
suggest that there is probably also curvature in the hydrogen region, and that in fact 
true Curie-Weiss behavior will be observed only at much higher temperatures. This is 
one piece of evidence which suggests the presence of substantial short-range order. 

The zcro-Geld heat capacity [60] is illustrated in Fig. 10.14, where the sharp peak at 
T,=3.18 K is only one of the prominent features. The broad, Schottky-like peak at 
about 0.7 K may be due to the presence of inequivalent sets of ions present in the 
compound; it could arise if one sublattice remaills paramagnetic while the other 
sublattice(s) become ordered, but a quantitative fit ofthis portion ofthe heat capacity 
curve is not yet available. The other, unusual feature of this heat capacity curve is that 
the specific heat is virtually linear between 5 and 16 K. Thus, the heat capacity cannot 
be governed by the familiar relation, c=aT3+b/TZ,  which implies that either the 
latticeis not varying as T 3  in this temperature region,or that the magnet~ccontribution 
is not varying as T-' ,  or both. From the fact that less than 80% of the anticipated 
magnetic entropy is gained below 4 K, at the least, these facts suggest the presence of 
substantial short-range order. 

Fig. 10.14. Heat capacity c, of powdered Mn(CH,COO), . 4  H,O in "zero" applied field below 
3.4K. From Ref. [60] 
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Temperolure ( 10 

Fig. 10.15. Powder and single crystal susceptibilities of Mn(CH,COO), . 4  H,O 
e, c*-axis; o, a-axis; o, powder. From Ref. [ 59 ]  

.o, b-axis; e and 

Unusual anisotropy was observed [59 ]  in the single crystal susceptibilities, 
Fig. 10.15. The susceptibility parallel to the monoclinic a-axis rises sharply to an 
unusually large value while in the c*-direction (a, b, c* is a set oforthogonal axes used in 
the magnetic studies in the P2,/a setting; the crystallographers [57,58] prefer the P2,/c 
setting) a similar but smaller peak is observed. The third, orthogonal susceptibility is 
essentially temperature-independent in this region, the bump in X, probably being due 
to misalignment. While it is clear from these data that a magnetic phase transition 
occurs in Mn(OAc), . 4  Hz0 at 3.18 K, the behavior of X ,  alone suggests that the phase 
transition is not the usual paramagnetic to antiferromagnetic one. 
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Fig. 10.16. Heat capacity c, of powdercd Mn(CH,COO), . 4  H,O in several applied magnetic 
fields. The zero of tlle vertical axis has been displaced downwards to separate direrent curves. The 
same vertical scale applies to each curve. From Ref. [60] 

The compound is unusually sensitive to external magnetic fields, Fig. 10.16. The 
A-peak in the specific heat broadens and shifts to higher temperature [60] in a field ofas 
liltlc as 210 Oe (0.0210 T);a field of 1000 Oe (0.1 T) has little effect on I,, but the peaks in 
x I  and xc. are reduced and shifted in temperature. This weak Geld ofthe measuring coils 
was found to influence x,, and indeed a magnetic phase transition is caused by an 
external Geld of a mere 6 Oe (6. T) 161, 621. 

The saturation magnetization of the compound 1621 is only one-third as large as 
anticipated for a normal manganese salt. This would follow if the exchange within the 
Mn,--0-Mn,-0-Mn, groups is antiferromagnetic and relatively large compared to 
the coupling between such groups in the same plane or between planes. The neutron 
diffraction work [57] shows that the interactions within the Mn,-0-Mn,-0-Mn, 
units is AF, but ferromagnetic between different groups in the same plane and AF 
between adjacent planes. The zero-Geld magnetic structure deduced from the neutron 
work is illustrated in Fig. 10.17. Both the crystal and magnetic structures areconsistent 
with the existence of substantial short range magnetic order. 

NMRstudies 1611 are consistent with all these data. The transition at GOe with the 
external field parallel to the a-axis is like a mctamagnetic one, short-rangc order 
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0 ion tin, T "  

Fig. 10.17. Schen~atic representation of ~ l i e  
Geld magnetic structure of Mn(OAc),.4 
From Ref [57] 

persists above x, and the saturated paramagnetic state is found at about 1400e 
(0.0140 T) (at 1.1 K). No exchange constants have as yet been extracted from the data. 

10.6 Polymeric N iX,L, 

Many of the principles discussed earlier in this book come together in the scries of 
co~npounds ofstoichiometry MX2L,,wherc M may be Cu,Ni,Mn, Co,or Fe;XisCI or 
Br; and L is pyridine (py) or pyrazole @z). All the molecules appear to be hnear chains 
in both structural and magnetic behavior, with trnns-MX,L, coordination spheres. 
The dihalo-bridged chains are formed by edge-sharing of octahedra; the structure of 
this isostructural series ofmolecules was illustrated for the Ising chain a-CoCI, . 2 py in 
Fig. 7.1. I t  was pointed out in Chap. 7 that CoC1,. 2 L, whcrc L is H 2 0  or pyridine, 
exhibits alarge amount ofshort-range order, but that the efTect was enhanced when the 
small water molecule was replaced by the larger pyridine molecule. Similarly, large 
amounts of short-range order as well as unusually large zero-field splittings are also 
exhibited by the other members ofthis series. The discussion will be limited to the nickel 
compounds. 



10 6 Polymeric NIX,L, 279 

Susceptibilities of the compounds NiX2L2, X=CI, Br; L=py, pz, have been 
reported under several conditions [63]. Unfortunately, this series of molecules does not 
form single crystals with any degree of ease, and only powder measurements are 
available. The magnetic behavior is unusual enough to be easily observed in this 
fashion, however, and the results are confirmed by specific heat studies [64], so that a 
great deal of confidence can be placed in the work. The compounds obey the Curie- 
Weiss law between 30 and 120 K with relatively large positive values of8  of7 to 18 K, 
depending on X and L. The Curie constants are normal for nickelGI), and since it was 
known that a chain structure obtains, the 0 parameters were associated with the 
intrachain exchange constant, J. Deviations from the Curie-Weiss Law were observed 
below 30 K, which are due to the influence of both intrachain exchange and single-ion 
anisotropy due to zero-field splittings. 

The analysis ofthe susceptibility data is hindered by the lack ofsuitable theoretical 
work for chains of Y = 1 ions. Writing the Hamiltonian as 

a molecular field term, with A=2zJ, is included to account for the intrachain 
interaction. The above Hamiltonian may be solved approximately fix T larger than 
either of the parameters D/k or A/k, and, after averaging the three orthogonal 
susceptibilities in order to calculate the behavior of a powder, one Gnds [63] 

and so ferromagneticintrachainconstants of2 to 7 K were obtained, in addition lo very 
large zero-field splittings of the order of -25 K. 

At low temperatures, and at low fields, the powder susceptibility exhibits a 
maximum, and then approaches zero valuc at  0 K. 'The temperatures of maximum X ,  
Tm, are about 3 to 7 K,  and were assigned as critical temperatures; con~parison with 
specific heat results suggests that T,  is actually slightly below T,, as discussed earlier. A 
weak antiferromagnetic interchain interaction that leads to an antiferromagnetically 
ordered slate would cause this behavior. 

All these results are confirmed by the specific heat data [64]. The broad peaks in the 
magnetic heat capacity which are characteristic of one-dimensional ordering were 
observed, and transitions to long-range order, characterized by A-like peaks, were 
observed; a double peak was observed for NiC1, . 2 py. The ordering temperatures are 
6.05 K (NiCI, . 2  pz); 3.35 K (NiBr, . 2  pz); 6.41 and 6.750 K (NiCI, .2py); and 2.85 K 
(NiBr, . 2  py). 

There are several features of these investigations that make these compounds of 
more than passing interest. The first is that since the compounds contain nickel, which 
i s a n Y  = 1 ion,zero-fieldsplittings would beexpected to,and do,complicate thespecific 
heat behavior. In fact, these compounds exhibit some of the largest zero-field splittings 
yet observed being, for example, -27 K for NiCI, . 2  py, and - 33 K for NiBr, . 2  pz. 
The parameter D/k is negative for the four compounds which places a spin-doublet as 
the lowest or ground state. The problem then arises ofcalculating the specific heat o f a  
one-dimensional magnetic system as a function of the ratio D/J, and this was the 
inspiration for the work of Blote [65]. A typical set of his results is illustrated in Fig. 



280 10. Selected Examples 

Fig. 10.18. Heat capacities of antiferromagnetic Y = l chains with isotropic ~nterachon and 
negative D terms. For large D, the extrapolated results approach the sum ofa Schottky anomaly 
(due lo the D 1erm)and an Ising anomaly for magnetic interaction in the lower doublet. From Ref. 
~ 6 5 1  

10.18, where it will be observed that as D/IJI becomes large and ncgativc, two broad 
peaks are to be found in the specific heat. One is due to the magnetic chain behavior, 
and the second is due to the Schottky term.That thesecontributions are in fact additive 
when they are well-separated on the temperature axis (i.e., when D/IJI is large) was 
illustrated by the data on NiBr,.2pz, Fig. 10.19. An equally good fit to the data was 
obtained by either fitting the results to the complete curve of Rlote for the Heisenberg 
linear chain model with uniaxial single-ion anisotropy, or  by simply summing the 
linear chain and Schottky contributions. It should be pointed out that when ID/JI is as 
large as it is, about 12, in this compound, that the exchange interaction occurs between 
ions with effective spin-doublet ground states. The situation was described in Sect. 2.5 

Fig. 10.19. Thc magnetic specific heat ofNiBr, . 2  pz as a function of temperature: 0, experimental 
results;- - - al, Schottky curve for independent Ni(ll) ions with single-ion anisotropy parameter 
D/k= - 3 1 K.- -- a2, lsing linear-chain model Y = f ;  J/k(Y =j)= 10.5 K;- a ,  thc sum curve 
of a l  and a2. This curve coincides for the greater part with the curve for the Heisenberg linear- 
chain model with uniaxial single-ion anisotropy as calculated for Y = 1 by Blote: Jlk = 2.7 K,  D/k 
= - 33 K. From Ref. [64] 
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and corresponds to an Ising Y '= i  system. Care must be used in comparing the 
magnetic parameters obta~ned by the analysis from the different points of view, since 
the J/k obtained from the Y'=f formalism will be four times larger than that 
corresponding to the Y = 1 Hamiltonian. 

The fact that the Y'=t Ising ion has gvalues ofg,, 254.4 and g, zO gives rise to the 
other interesting feature ofNiBr,. 2 pz, and that is that this Ising nature, along with the 
ferromagnetic intrachain interaction, causes it to be a metamagnet. The specific heat 
of a powdered sample was measured in a field of 5 kOe (0.5T); since g,,zO, the 
(unavailable) single crystal measurements were not needed. The A-like anomaly 
disappeared, the maximum value of the specific heat increased and shined to a higher 
temperature. Furthermore the susceptibility as a function of field [63] has a nlaximum 
at the critical Geld ofthe AF-+metamagnetic transition, and then maintains a constant 
value. Not only do these results confinn the ~netamagnetic behavior, but also they 
conlirnl the unusually large zero-field splittings. 

10.7 Hydrated Nickel Nitrates 

Aseries ofinvestigations [66-691 on the hydrates ofnickel nitrate illustrates practically 
all of the problems in magnetism. That is, within the three co~lipounds 
Ni(NOJ2. 2 H 2 0 ,  Ni(NO,), , 4  H 2 0 ,  and Ni(NO,), .6  H 2 0 ,  zero-field spllttings, 
anisotropic susceptibilities, both short and long-range order, and metarnagnetism are 
all to be found. 

The different hydrates may be grown from aqueous solutions ofnickel nitrate, with 
crystals ofNi(NO,), . 6  H 2 0  appearing when the solution is kept at room lcmpcrature, 
the tetrahydrate at about 70 "C, and the dihydrate at about 100 "C. The hexahydrate 
undergoes 5 crystallographic phase transitions as it is cooled to low temperatures, so 
that its crystal structure in the helium region, where the magnetic measure~nents have 
been made, is triclinic. The tctrahydrate apparently exists in two different forms, 
monoclinic and triclinic [70]. The dihydrate forms layers such as is illustrated in 
Fig. 10.20. Each nickel ion is bonded to two trans-water molecules, and to four nitrate 
oxygens that bridge to other nickel atoms. 

Since these are nickel salts, of Y = I, zero-field splittings must be considered. 
Ignoring the rhonlbic (E) crystal field term for the moment, a negative axial (D) term 
puts a doubly-degenerate level below the singlet. A Schottky term is anticipated in the 
specific heat, but also, because the lowest level has spin-degeneracy irrespective of the 
size ofD,magnetic ordering will occur at some temperature. This is in fact the situation 
with the dihydrate, where Dl&= -6.50K, and a A-transition is found in the specific 
heat at 4.105 K. 

But, in the hexahydrate (and apparently also the tetrahydrate) the opposite 
situation prevails. That is, the zero-field splitting is positive and the singlet lies lowest. 
In the presence of exchange interactions that are weak compared to the zero-field 
spl~tting, all spin-degeneracy, and hence all entropy, is removed as the temperature is 
lowered towards 0 K, and the system cannot undergo long-range magnetic order (in the 
absence of a field). The situation is precisely the same as that discussed earlier for 
Cu(NO,), .2.5 H 2 0  (Chap. 5). This argument has been put on a quantitative basis in 
the M F  approximation by Moriya. Thus, the specific heat of Ni(N0,) , .6H20 is 
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Fig. 10.20. Projection of the 
unit cell of nickel n~trate dilly- 
dratc on the bc-plane.Tlie nickel 
ions form a face-centered pat- 
tern. The symbol W is used to 
describe a water molecule. From 
Ref. [66] 

described in terms ofa Schottky function including both D and E. It was found that Dlk 
= 6.43 K, and Elk = + 1.63 K, which puts the three levels successively at  0,4.80, and 
8.06 K. 

A spontaneous magnetic transition is ruled out because none was observed above 
0.5 K, all the entropy anticipated for a Y = 1 ion was observed at higher temperatures 
Goln the Schottky curve, and thus exchange is quite small compared to the zero-field 
splittings. Magnetic interactions are not necessarily zero, on the other hand, although 
they are not evident in zero-field heat capacity measurements. Such subcritical 
interactions may be observable with susceptibility measurements, however, for they 
may contribute to the effective magnetic field at a nickel ion when an external field is 
applied, even ifit is only the small measuring field in a zero-external field susceptibility 
measurement. This appears to be the case with Ni(NO,), . 6  H,O, where the powder 
susceptibility is displayed in Fig. 10.21,along with the susceptibility calculated from the 
parameters obtained from the heat capacity analysis. A good fit requires an 
antiferromagnetic molecular field constant, A / k  = 0.62 K, where A = - 221. 

I t  has been claimed [71] that magnetic ordering can be induced in 
Ni(N0,)2 . 6  H 2 0 .  Though the material is triclinic, the local axes of the two magnetic 
ions in the unit cell are parallel and the levcl crossing Geld is some 40 kOe (4 T). Indeed, 
magnetic ordering seems lo occur at low temperatures and a phase diagram somewhat 
like that illustrated in Fig. 6.19 was determined, except that there are two maxima, 
corresponding to two crossing fields, and a minimum in between. The explanation of 
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Fig. 10.21. Powder susceptibility of 
nlckel nitrate hexahydrate as a function 
of temperature. Full I~ne: theoretical 
curve, with g =  2.25, Dlk = + 6.43 K, Elk 
= + 1.63 K, and A/k = + 0.62 K .  Dashed 
line: samc, but with A =  0. From Ref. [69] 

these results is that the major interactlon between the nickel ions is pairwise, but that 
long-range order occurs through interpair interactions which are comparable in 
magnitude. 

The tetrahydrate is described [66] by essentially the same zero-field splitting 
parameters as the hexahydrate, but it is not clear on which crystal form these 
measurements were performed. A number of field dependent studies have been 
reported [72] on P-Ni(N0J2 . 4  H,O, which is triclinic with two inequivalent 
molecules in the unit cell, called A and B. Complicated behavior is observed, and it is 
claimed that field induced ordering of the A molecules is observed when the external 
field is applied parallel to the local z,-axes, and similar!y when the applied lield is 
parallel to the local 2,-axes. The phase diagrams are not equivalent, however, and it is 
suggested that there are two kinds of field-induced spin ordered states, corresponding 
to the two inequivalent nickel ion sites. 

t\s mentioned above, the dihydratc orders spontaneously at  4.1 K.  A positive Curie- 
Weiss constant of 2.5 K suggests that the major interactions are ferromagnetic, and a 
MF model based on the struclurally-observcd layers has been proposed. If the layers 
are ferromagnetically coupled, with 22,l ,/k = + 4.02 K, and the interlayer interaction 
is weak and AF with 2z,J,/k = - 0.61 K, then a consistent fit ofthe susceptibility data is 
obtained. Furthermore, the large single-ion anisotropy, coupled with this magnetic 
anisotropy suggests that Ni(NO,), . 2H,O should be a metamagnel, and this indeed 
proves to be the case. The phase diagram has been determined, and the tricritical point 
is at 3.85 K; the pressure dependent phase diagram has also been determined [73]. 

10.8 The Pyridine N-Oxide Series 

The compounds ~ ( C , H , N O ) , ] X ,  where the ligand is pyridine N-oxide and X may be 
perchlorate, nitrate, fluoborate, iodide or even bromate are of extensive interest, and 
several of them have been discussed earlier in the book. Several Further points will be 
made here; an extensive review is available [74]. 'The compounds with M = Mn, Fe, Co, 
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Fig. 10.22. A projection along the c-axis of 
one layer o r  the hexagonal unit cell of 
[Co(C,H ,NO),] (CIO,),. The cobalt ions 
are on the corners (large open c~rcles) and 
arc octahedrally surrounded by the oxy- 
gens (filled circles) belonging to the 
C,H,NO groups. It should be noted that 
the cobalt ions shown are next nearest 
magnetic neighbors to one another. From 
Ref. [77] 

Ni, Cu, and Zn are isostructural, which is especially significant because the zinc 
compou~ld provides a diamagnetic host lattice for EPR and other studies, and the 
copper compound (at least at room temperature) presumably then does not display the 
distorted geometry that is cornmon with so many other compounds.'The structure [75, 
761, illustrated in Fig. 10.22, is rhombohedra1 with but one molecule in the unit cell. 
The result is that each metal ion has six nearest-neighbor metal ions, which in turn 
causes the lattice to approximate that of a simplc cubic one [77]. 

The metal ions in this lattice attain strict octahcdral symmetry, yet they display 
relatively large zero-field sphttings. Thus, the 0-Ni-0 angles are 90.3(1)" and 89.7(1)" 
in [Ni(C,H,NO),](BF,), and the 0 - C o 4  angles are 89.97(4)" and 90.03(4)" in 
[Co(CSH,NO),] (CIO,),. Yet, in the nickel pcrchlorate compound, thc zero-field 
splitting is very large, 6.26 K, and the parameter d (Sect. 4.6.8) is relative1 y large (- 500 
to -600ctn-') in the cobalt compound [78]; the latter result is obtained from the 
h~ghly anisotropic g-values of [Co, Zn(C,H,N0)6] (CIO,),, with g,, =2.26, g, = 4.77. 
Similarly, in the isomorphous manganese compound, the zero-field splitting pa- 
rameter, D, takes [79] the very large value of 410Oe (0.0410T) (0.055 K). 

The ant~ferromagnetic ordering behavior observed with the 
[M(C,H,NO),] (C10J2 molecules is quite fascinating, especially as it occurs at what 
is,at first glance, relatively high temperatures for such large molecules. Thus, the cobalt 
molecule orders at 0.428 K [77]. When CIO; is replaced by BF; in these substances, 
the crystal structures remain isomorphous [75], and the magnetic behavior is 
consistent with this. Thus, [Co(C,H,NO),] (BF,), orders at  0.357 K, and on a 
universal plot of c /R  vs. kT/JJI, the data for both the perchlorate and fluorborate salts 
fall on a coincident curve, as illustrated in Fig. 10.23. The nitrate behaves similarly [80]. 
These molecules are the first examples of the simple cubic, Y = 4, XY magnetic model. 
The susceptibility appears in Fig. 6.13. 

The situation changes in a remarkable fashion with the copper analogs [81]. 
Though they are isostructural with the entire series of molecules at room temperature, 
the copper members distort as they are cooled. This is consistent with the usual 
coordination geometries found with copper, but what is especially fascinating is that 
the perchlorate becomes a one-dimensional magnetic system at helium temperatures, 
while the fluoborate behaves as a two-dimensional magnet. These phenomena result 
from different static Jahn-Teller distortions which set in cooperatively as the samples 
are cooled [82]. The direrent specific heat curves are illustrated in Fig. 10.24. 
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Fig. 1013. Specific heat data for 
[Co(C,H,NO),] (BF,), (open circles) and 
[CO(C,H,NO)~] (CIO,), (filled circles) plotted vs. rela- 
tive temperature, kT/IJI. Curves a-d are Uleoretical 
predictions for the S.C. XY model with Y =+. From Ref. 
[771 
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Fig. 10.24. Comparison of the magnetic specific heats found for [Cu(C,H,NO),] (CIO,), (*)and 
[CU(C,H,NO)~](BF,), (0). Curve B-F is the Bonner-Fisher prediction for a linear chain 
antiferromagnet w ~ t h  I lk= - 1.02K; curve H'TS is the prediction from the high-temperature 
series for the quadratic layer antiferromagnet with J/k= - 1.1OK. From Ref. [77a] 

The large distortions in [Fe(C,H,NO),] (ClO,)? result in Ising behavior for this 
Y =i antiferromagnet. This has already been discussed in Chap. 6. 

The compound [Mn(C,H,NO),] (BF,), orders at 0.16K [83]. Though this is not 
an extraordinarily low temperature, this means for this particular compound that 
magnetic exchange interactions are comparable in magnitude with the zero-field 



286 10. Selected Examples 

splittings, dipole-dipole interactions, and even nuclear hyperfine interactions. The net 
result is that an odd shaped specific heat peak is observed and a separation of the 
several contributions can only be made with difficulty. 

The large zero-field splitting (6.26 K) observed with [Ni(CsH,N0)6] (C1O4), has 
already been discussed in Chap. 4 and Geld-induced ordering in this system was 
discussed in Chap. 6. The phase diagram was presented in Fig. 6.23. Data on the nitrate 
are provided in Ref. 1841. 

In order to determine the superexchange path in this series of molecules, it is 
necessary to examine the crystal structure with care. This is true, of course, in any 
system but especially so here, where a naive approach would suppose that the pyridine 
rings would effectively insulate the metal ions from one another and cause quite low 
ordering temperatures. Figure 10.25 illustrates several facets of the likely superex- 
change paths in these molecules. The rhombohedral unit cell formed by the metal ions 
is illustrated and closely approximates a simple cubic lattice. A reference metal ion is 
connected to its six nearest magnetic neighbors at a distance of about 0.96nm by 
equivalent superexchange paths, consisting of a nearly collinear Co-0---0-Co bond, 
in which the Co-O and 0---0 distances are about 0.21 nm and 0.56 nm, respectively. It 
is important to note that the pyridine rings arc diverted away from this bond so  that 
one expects the superexchange to result from a direct overlap of the oxygen wave 
functions. Anice illustration ofthe importance of the superexchange path, or rather, the 
lack of a suitable superexchange path, is provided by a comparative study [85] of the 
hexakisimidazole- and antipyrine cobalt(I1) complexes. The shortest d~rect  metal- 
metal distances are long, being, for example, 0.868 nm in [Co(Iz),] (NO,),; fur- 
thermore, while effective paths such as a Co-0---0-Co link can be observed in the 
antipyrine con~pound, the angles are sharper than in the pyridine N-oxide compound, 
and the 0---0 distance is also longer (0.76 nm vs. O.56nm for the C,H,NO salt). 
Neither compound orders magnetically above 30 mK. 

The molecule [ c ~ ( D b f S o ) ~ ]  (C10,)2, where DMSO is (CH,),SO, behaves similar- 
ly magnetically; the coordination sphere is similar to that found with the pyridine 
N-oxides. However, it does not order above 35mK. This must be due to the 
stereochemis~ry of the sulfoxide ligands, which do not provide a suitable superex- 
change path. 

Another series of compounds which contain pyridine N-oxide has recently [85] 
been investigated. The parent compound is of stoichometry Co(C,H,NO),CI,, but 
crystal structure analysis showed that it should be formulated as 

Fig. 10.25. (a) The rhombohedral cell formed 
by the cobalt ions in LCo(C,H,NO),] (CIO,)I. 
@)The supercxchange path connecting cobalt 
ions that are nearest magnetic neighbors. 

b From Ref. (77) 
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[Co(C,H,NO),] (CoCI,). The compounds therefore contain two magnetic subsystems, 
that of the octahedral cations and that of the tetrahedral anions. Since the crystal field 
splittings ofthe cobalt in the two sites is substantially different, one might expect rather 
complex magnetic ordering. The compound [Co(C,H,NO),] (ZnCI,) could also be 
prepared, and it was found to be isostructural to the Co/Co compound. This is 
important because the magnetic study of the Co/Zn system helped in deciphering the 
magnetic properties of the Co/Co compound. The measurements showed that the Zn 
atoms entered the lattice highly preferentially, residing only on the tetrahedral 
positions. Finally, the analogous bromide compounds [Co(C,H,NO),] (CoBr,) and 
[Co(C,H,NO),] (ZnBr,) were also prepared and shown to be isostructural to the 
chloride analogs. The compounds behave similarly, which gives hrther credence to the 
analysis of the chloride salts. 

The compounds are monoclinic and belong to the space group Co. Superexchange 
paths of the familiar kind, Co-0---0-Co, are found in each of the three crystallo- 
graphic directions, but no efficient Co-CI---CI-Co paths are evident in the crystal 
structure analysis. A view of the structure is presented in Fig. 10.26. 

Specific heat data on [CO(C~,H~NO)~]  (CoCI,) and [Co(C,H,NO),] (ZnCI,) are 
displayed in Fig. 10.27. The sharp anomalies occurring near 1 K may be attributed to a 
magnetic ordering of the octahedral cobalt ions, since that is the only magnetic 
contribution observed for the Co/Zn compound. The transition temperature, 0.95 K, 
is the same for both compounds, and thus there are two uncoupled magnetic 
subsystems in [Co(C,H,NO),](CoCI,). The Co/Co system exhibits additional 
paramagnetic contributions at low temperatures which are absent in the zinc analog, 
and these have been attributed to the cobalt ions at  the tetrahedral sites. These are 
Schottky anomalies, due to the zero-Geld splitting of tlie ground state. Similar results 
were obtained for the bromide analogs. 

These interpretations are confirmed by the susceptibility measurements, which are 
displayed in Fig. 10.28 for [Co(C,H,NO),] (COCI,).  he mbst prominent feature in the 
data is the large spike in the b-axis data at  0.94K, which is indicative of weak 
ferromagnetism. The susceptibilities of [Co(C,H,NO),] (ZnCl,), Fig. 10.29, are some- 
what similar, weak ferromagnetism once again being observed parallel to the b-axis. The 

Fig. 10.26. Positions ofthe tetrahedrally coordinated and octahedrally coordinated co2 + ions in 
the unit cell of [Co(C5H,NO),] (COCI,). For clar~ty the octahedral surroundings consisting of 
C,H,NO-groups are drawn for two ncarcst neighbors o~ily. In each figure the Co-0---0-Co 
superexchange path for a dimerent (independent)direction IS indicated. The CI -- Ions surrounding 
the tetrahedrally coordinated Co2 + ions are omitted. From Ref [8S] 
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Fig.10.27. Specific heat of powder sarnples of 
[Co(C,H,NO),] (CoC1,) (0) and 
[Co(C51-I,N0),] (ZnCl,) ( x ) .  The Schottky curves a 
and b are discussed in the text. Curve c is the estimated 
latticc contribution. A small ~mpurity contribution can 
be seen at 1.3 K in thedata on [Co(C,H,NO),] (ZnC1,). 
From Ref. [85] 
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Fig. 10.28. Susceptibility data parallel to . . the three crystallographic axes of 

. . [Co(C,H,NO),J (CoCI,). The maximum 
value of x as measured in the b-direction 
at T =  T, equals - 100emu/mol. From 

I I I I I Ref. [85] 
I 2 3 4 

occurs at the same temperature, 0.94 K. The preferred axis ofspin alignment is the 
s, while the c-axis is a perpendicular axis. These features are more readily apparent 
e data on the Co/Zn compound than in those on the Co/Co one because in the 
r there is a strong paramagnetic contribution from the tetrahedral (CoCl,) ions. 
:act that the ordering anomalies in the specific heat curves in the Co/Zn compound 
iearly as sharp as in the Co/Co salt and occur at  precisely the same transition 
~erature provides strong evidence that in the Co/Zn system the preference of the 
atoms for the tetrahedral sites is nearly 100%. 
'he general features of the susceptibilities of the bromide analogs are similar, with 
triking exception that weak ferromagnetism is not observed. The data are not as 
1 as with the chlorides, which suggests that the discrim~nation of the zinc for 
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occupation of the tetrahedral sites is not as great as with the chlorides. The ordering 
temperatures are 0.65 K. 

The subsystems involving the tetrahedral cobalt ions do not undergo a magnetic 
phase transition at  temperatures down to 40mK. 

2 
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10.9 The A,[FeX,(H,O)] Series of Antiferrornagnets 

It has long been known that one can easily prepare salts of the [FeX5(H20)I2- anion 
from aqueous solutions. Slow evaporation of stoichiometric mixtures of metal halide 
and ferric halide in acidic solution yields crystals of the desired A2[FeX,(l-I,0)] salt; 
only thc lnonohydratc seems to grow under these conditions [86]. 'These substances 
have recently been found to undergo magnetic ordering at  easily accessible lempera- 
lures. The compounds are antiferromagnets, and the exchange interactions are much 
stronger than is usually observed with hydrated double salts of the other transition 
metal ions. 

NI the compounds but one are orthorhombic although they are not isomorphic; 
the cesium compound Cs2[FeC15(H20)] belongs to the space group Cmcm [87, 883 
and is isomorphic to the analogous rutheniumQI1) material [89]. The remaining 
compounds except for monoclinic [90] K2[FeF,(H,0)] belong to the space group 
Pnma. A sketch of the structure of Cs,[FcCl,(H20)] is presented in Fig. 10.30. The 
compounds (NH4)2[FeC1,(H20)] and (NH4)2[InCI,(H,0)] are isomorphous, which 
is useful because the indium compound thus furnishes a colorless, diamagnetic analog. 
This is one ofthe largest series ofstrucmrally-related antiferromagnets ofa given metal 
ion available. 

The crystals contain discrete [FeX5(H20)I2- octahedra. Several exhaustive 
discussions of the structures and the way they affect magnetic properties have appeared 

Fig. 10.29. Susceptibil~ty data parallel to 
: the threc crystallographic axes of 

[Co(C,H,NO),] (ZnCI,). Note the change in 
the vertical scale compared 10 Fig. 10.28. The 

b-d~rection a t  T = T, equals - 100emu/mol. 
: .,,, f', , I . , , , I , , , , I , , , , o -- From Ref [85] 
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Fig. 1030. Crystal structure of Cs,[FeCl,(H,O)]. The unit cell isdoubled along the c-axis. For 
clarity, only the Cs atoms in the frontal bc-plane have been included. The differences In th~ckness 
of the atoms indicate different bc-planes, From Ref [92] 

191-931. The essential feature is that there arc no bridging groups between the metal 
ions, such as an Fe-0-Fc or Fe-Cl-Fe linkage. All the superexchange paths are of the 
sort Fe-CI---CI-Fe, Fe-C1---H-Ow)-Fe or  variants thereof. In some cases there are 
two such paths between any two glven metal ions. What is unusual is how well tl~ese 
relatively long paths transmit the superexchange interaction. The chloride and 
bromide compounds span ordering temperatures from 6.54 K to 22.9 K [86,94]. These 
relatively high transition temperatures may be compared with those for such other 
hydrated halides as Cs,CrCI,. 4 H,O (T, = 0.1 85 K; Ref. [95 ] )  or Cs,MnCI,. 2 H,O 
(T,= 1.8 K ;  Kef. [96]). These substances all exhibit weak anisotropy, and are therefore 
good examples of the Heisenberg magnetic model. 

The cesium chloride material is perhaps the compound that has been most 
thoroughly studied. Its susceptibility is displayed in Fig. 10.31, and the reader will note 
that three data sets, measured along each of the crystallographic directions, are 
pictured there. Above the maximum which occurs at  about 7 K, the data sets are 
coincident, within experimental error. This is a graphic illustration ofwhat is meant by 
the term magnetic isotropy, and the kind of behavior to which we assign the name, 
Heisenberg magnetic model compound. The same data are plotted with different 
(reduced) scales in Fig. 10.32 in order to facilitate comparison with theory. The fit 
illustrated [97] is to a high-temperature-series expansion for the susceptibility of the 
simple-cubic, spin Y =; Heisenberg antiferrornagnet. The exchange constant, which is 
the fitting parameter, in this case is Jjk = - 0.3 10 K. As the temperature is decreased, 
long range order sets in and the susceptibility behaves like that of a normal 
anitferromagnet, with the susceptibility parallel to the axis of preferred spin alignment 
dropping to zero at low temperatures. The a-axis is the easy axis, as it is with all the 
chloride and bromide analogs. 
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Fig. 1032. The magnetic susceptibilities of Fig. 10.31, plotted on reduced scales in order to 
emphasize the isotropy above the critical temperalure. The sol~d curve is the calculated high 
temperature series expansion. From Rcf. [97] 
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The specific heat of Cs,[FeCl,(II,O)] has also been measured, [86, 921 and is 
illustrated in Fig. 10.33. The transition temperature is a relatively low one, 6.54 K. This 
is advantageous because the magnetic contribution to the specific heat is the more 
easily determined the lower the magnetic transition temperature. The lattice contri- 
bution was evaluated empirically in this case. The resulting data have been analyzed in 
detail 1923, the analysis being consistent with a three-dimensional character to the 
lattice. The entropy parameter (S, - S , ) / R  takes the value 0.42 for infinite spin Y on a 

5 10 I5 PO 2 5 3 0 
T E M P E R A T U R E  ( K  I 

Fig. 10.31. Magnetic susceptibility of Cs,[FeCI,(H,O)] measured along the three crystal axes. 
From Ref. [86] 
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Fig. 1033. SpcciGc heat of 
C,.j,[FcCI,(H,O)]. The points are 
experimental and the curve is tile 
estimated lattice contribution. 
From Rel. 1921 

simple-cubic lattice (there are no calculated values for Y =+, but the values should be 
close), and the experimental value is 0.4. The agreement is good and is one of the 
strongest arguments in favor of the three-dimensional nature of the ordering. 

The susceptibility ofRb,[FeCI,(H,O)] has been measured twice, 186,871 as has the 
specific heat [93]. ?'he susceptibility data were initially interpreted in terms of a oue- 
dimensional chain with an important molecular field (interchain) correctio~~. Both sets 
ofdata have since been analyzed in terms of magnetic lattice dimensionality crossover 
theory [93]. 

In the case ofinterchain interactions one must consider the Heisenberg hamiltonian 
with two different types of neighbors 

where the first sumnlation runs over nearest neighbors in d lattice directions and the 
second is along the other (3-d) directions. In the present case, d =  I .  The high 
temperature series expansion calculated for this model, in the classical limit of Y = a, 
has been analyzed recently for several values ofR= (J1/J) [93,98]. The case of a lattice 
dimensionality crossover from a linear chain system to a simple cubic lattice was 
studied by calculating the values of the reduced susceptibility ~ I J l / N g ~ ~ i i  and 
temperature kT/JJIY(9'+ I) for different values and signs J and J'. The smaller the 
value of R, the more a material resembles a magnetic linear chain. For 
Rb2[FeCI,(H20)] the result is R=0.15 and 2J/k = - 1.45 K, when the results are 
scaled to the true spin of Y=3. Clearly, while there is some low-dimensional 
character the material cannot be considered, even to a first approximation, to be a 
linear chain. 

The potassium salt, K,[FeCl,(H,O)], with a transition temperature of 14.06 K has 
one of the highest T,'s ever reported for a hydrated transition metal chloride double 
salt. This is clearly indicative of unusually extensive exchange interactions. The 
susceptibility behavior resembles that of Cs,[FeCI,(H,O)], except that the data are 
shifted to higher temperatures, consistent with the higher ordering temperature. The 
specific heat [91] exhibits the usual A-feature, but the relatively high transition 
temperature makes difficult the separation of the lattice and magnetic contributions. 
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Just the same, it has been estimated that about 85% of the total expected magnetic 
entropy has already been gained below tlie transition temperalure. This is consistent 
with the primarily three-dimensional character of the magnetic lattice. The data have 
been reanalyzed [93] according to the same model used to analyze Rb,[FeCI,(H,O)]. 
An exchange constant 2J/k = - 1.44 K (9'= 2) was estimated, with a crossover 
parameter R =  0.20-0.35. 

Two bromides have also been investigated [94], Cs2[FeBr,(H,0)] and 
Rb,[FeBr,(H,O)]. They have high ordering temperatures, 14.2 and 22.9K, 
respectively. 

The transition temperatures vary as expected. For a given alkali ion, T, for a 
bromide compound is always higher than that of the chloride analogue. This is a 
common phenomenon. There is also a general increase in transition temperature with 
decreasing radius of the alkali ion. Superexchange interactions have approximately an 
r - l 2  dependence between metal ion centers. 

The phase diagrams for Cs,[FeCl,(H,O)], Rb,[FeCl,(H,O)], and 
K,[FeCI,(H,O)J have all been determined and that for the cesium compound is 
illustrated in Fig. 10.34. The diagrams are quite similar to one another, as well as to the 
schematic diagram in Fig. 6.14. 

The first phase diagram of the A,[FeX,(H,O)] series of materials that was 
examined was [97] that of Cs,[FeCI,(H,O)]. The bicritical point was found a1 Tb 
= 6 . 3  K and Hb= 14.7kOc (0.147T). Unfortunately, H,(O) is estimated to be about 
150 kOe (0.15T) for Cs,[FeCI,(H,O)], a value dificult to reach. In cases such as thls, 
one can also make use of the relationship that the zero-field susceptibility per- 
pendicular to the easy axis extrapolated to 0 K takes the value ~ , (0)=2M J(2HE+ HA), 
where M,=Ngp,Y/Z is the saturatiou magnetization of one antiferromagnetic 
sublattice. Since ~ ~ ( 0 )  is relatively easy to measure, this relationship in combination 
with that for HsF(0) can be used to determinc HA and H,. The anisotropy field was 
estimated as HA = 0.88 kOe (0.088 T) and the exchange field HE = 75.9 kOe (7.59 'T). The 
parameter a is then 1.2 x lo-,. One ir~teresting feature is thar the antiferromagnetic- 
paramagnetic phase boundary is quite vertical [TdT,(O)= 0.961 as has been observed in 
several other low-anisotropy antiferronlagnets. 

W 

A N T I F E R R O  

Fig. 1034. Magnetic phase d~agram of 

o Cs,[FeCI,(H20)]. From Rel. [97] 
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The phase diagram of Rb,[FeCI,(H,O)] is quite similar [87, 991. 'The bicritical 
point is found at  9.75K and 17.8 kOe(1.78T). With HA ofonly 0.6kOe (0.06T)and an 
HE increased to 172kOe (17.2T), the anisotropy appears to be even less in this 
compound; a is 3.4 x 10- 3 .  Therefore this salt is also a good example ofthe Heisenberg 
magnetic model system. 

The last compound in this series whose phase diagram has been determined is 
K,[FeCI,(H,O)] [99]. The bicritical point occurs at 13.6 K and 34.1 kOe (3.41 T), and 
the spin-flop field extrapolated to zero temperature is about 27 kOe (2.7T). One can 
therefore calculate an anisotropy Geld of 1.7 kOe (0.17 T) and an exchange field of 
199 kOe (19.9 1'). The anisotropy parameter a is 8.5 x 

The anisotropy field appears to be anomalously small in all of these crystals. 
Perhaps the dipole-dipole interactions, which should be small, act in opposition to the 
other contributors to the anisotropy field. The iron systems are compared in Table 10.3 
with several other compounds which are good examples of the Hcisenberg magnetic 
model. Among the spin Y =t systems, it will be seen that the temperature ofthe critical 
point is more convenient for Future studies of, for example, critical phenomena. 

The fluoride, K,[FeF,(H,O)] [IOO], is considered separately because it is the lone 
A,[FeX,(H,O)] compound which clearly exhibits what might be called classical 
antiferromagnetic linear chain behavior. That is, it shows the characteristic broad 
maximum in the susceptibility which identifies quasi-one-dimensional systems; the 
specific heat, which should likewise show a broad maximum, has not yet been 
measured. This direrence in behavior from the other systems described follows from 
the structural features of this (monoclinic) compound. Though there are still discrete 
octahedra in thecrystal lattice, they are connected by hydrogen bonds; it is well-known 
that fluoride ion can hydrogen-bond more strongly than either chloride or bromide. 
Thus, although fluoride ~isually does not provide as eflicient an exchange path as 
chloride or bromide, in this case strong hydrogen bonding provides a more directional 
character to the exchange. The 'material indced appears to provide the first good 
example of a one-dimensional antiferromagnet of iron(II1). 

The three susceptibility data sets exhibit broad maxima at about 3.4 K ; a portion of 
the data is illustrated in Fig. 10.35.The system undergoes long range antiferromagnetic 
ordering at 1; = 0.80 K, with the preferred direction of spin alignment in the ac-plane. 
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Fig. 10.35. Zero field magnelic susceptibilities of 
K,[FeF,(H,O)] below 4.2K. The b-axis is the 
hard one, and the others c and c + 20" form angles 
of 50" and 30" respectively with the easy axis ofthe 
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Table 103. Some antiferromagnetic Heisenberg 3D magnetic model systems. 
-- 

Crystal lattice Y T,, K H J H E  

CUCI,. 2 H 2 0  
KNLF, 
Cr20, 
RbMnF, 
MnF, 
Cs,FeCI,. H,O 
Rb,FeCI,. HIO 
K,FeCI,, fI,O 

Orthorhombic 
Cubic (perovskite) 
Rhombohedra1 
Cubic (perovsk~te) 
Tetragonal (rut~le) 
Orthorhombic 
Orthorhornbic 
Orthorhombic 

1 0 - 2 - ~ o - 3  

Small 
2.9 x 
5 x 
1.6 x 10-2 
1 . 2 ~  lo-=  
3 . 4 ~  lo - '  
8.5 x lo-' 

A consideration of the transition temperature following the calculations ofOguchi 
[I011 yields a value for R=IJ1/JI = 1.4 x 10- 2. The low dimensional magneticcharacter 
is not ideal. Weak interactions of the metal ions with their next-nearest-neighbors 
become important below 10 K and the correlation between magnetic moments on 
different chains produces a lattice dimensionality crossover from a linear-chain system 
to an anisotropic simple cubic lattice. 

The application of the classical approximation for real systems is known to be 
reliable for large values of the spin such as in this case, with Y = f. In the limit ofa pure 
linear chain (J1=O) the exact solution has been calculated by Fisher and the 
susceptibility is given by Eq. (7.6), 

with 

and 

The curve has been plotted in Fig. 10.36 with J/k= -0.40K, together with the 
experimental points. 

One ofthe most significant problems yet to be worked on with these salts concerns 
the properties ofmixed and diluted compounds. As was pointed out above, the indium 
and iron salts are isomorphous and since the indium materials are diamagnetic, it 
would be interesting to determine the phase diagram of the mixed systems. The 
transition temperatures will decrease with dilution, but the detailed behavior needs to 
be mapped out. A more extensive review of these compounds is given elsewhere [102]. 
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Fig. 1036. Zero field susceptibilities of K,[FeF,(H,O)] in the paramagnetic region The Full 
symbols arc data points whch have been taken on powders, while the open ones rcprescnt the 
measurements in the three principal directions. Thc continuous line is the solution for the classical 
Heisenberg linear chain and the values ofR give thc calculalions for three-dimensional crossover 
with ferro- and antiferromagnetic interchain conslants. From Ref. [I001 

10.10 Some Dilution Experiments 

Random or disordered magnetic systems have attracted a great deal ofinterest recently. 
This is a large lield, including such subjects as metallic spin glasses, amorphous 
magnets and random alloys oftwo magnetic species. Weconcentrate here on a few site- 
diluted magnets, that is, systems in which magnetic atoms are replaced by non- 
magnetic atoms in increasing amounts. The magnetic ordering temperature T, is 
thereby decreased and for sufficiently large impurity doping T, reduces to zero at a 
critical concentration p, of magnetic atoms. The value ofp, depends on the number of 
magnetic neighbors and on the lattice structure. We follow the review article of 
dc Jongh [lo31 closely throughout this section. 

Let T,@) be the long-range ordering temperature for the concentration p of 
magnetic ions. It is assumed that an isostructural diamagnetic material is available and 
that the exchange constant does not vary with dilution. The molecular Iield prediction 
is simply that the ratio T,@)/T,(I) should increase linearly from zero, for p=O, to 1, at 
p =  I .  It should not surprise that the ratio changes when the Heisenberg, Ising or  XY 
models are used ~nstead, and one then finds results such as are illustrated in Fig. 10.37 
for the fcc lattice. Note that p,-0.3; in general, p, is larger for ?D lattices than for 3D 
lattices. The Ising and XY models have downward curvature over the range of p values, 
but the Heisenberg model exhibits an inflection point. 
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.Fig. 10.38. Experimental variation 
of T,(p) for simple cubic antifer- 
romagnets, compared with theory 
for the s.c. Ising and XY, Y =f 
models. From Ref. [I031 

Some data on T,(p) vs. p are illustrated in Fig. 10.38 for three simple cubic 
antiferromagnets. The systems are the Y = j  Heisenberg compound KMnF, : Mg 
[104], the Y= i ,  XY system [Co(C,H,NO),] (CIO,),: Zn measured by Algra [lo51 
and the Ising, Y = $ system ve(C5H,NO),] (CIO,), : Zn measured by Mennenga 
[106]. The data are compared with the respective theoretical calculations, and the 
agreement is reasonable. The predictions for S.C. Heisenberg and XY models coincide 
only because of the scale of the figure. Since the extreme anisotropy inherent to either 
the Ising or XY models will always be incompletely realized in the experimental 
compounds, one may expect data on lsing or XY materials to be shifted somewhat in 
the direction of the Heisenberg prediction. All the data may be extrapolated to the 
critical value p,-0.31 expected for the S.C. lattice. The pyridine N-oxide systems are 
particularly suitable for studies of this sort since the lattice parameters for the three 
compounds [M(C,H,NO),] (CIO,),, M=Co,  Fe, Zn are equal within about 0.1%. 
Accordingly no variation of the exchange with dilution has been observed. 

As would be expected intuitively, the susceptibility of antiferromagnetic systems 
increases sharply upon ddution. This is shown in data of Breed [104] on KMnF, : Mg, 
in Fig. 10.39. One imagines that there will be extra paramagnetic contributions arising 
from finite isolated clusters containing an odd number of manganese spins. The density 
ofspins in isolated clusters however decreases very rapidly above p, so that this cannot 
be the only reason for the divergence. The explanation, due to Harris and Kirkpatrick, 
is that the increase is caused by local fluctuations in the total magnetic moment which 
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1 : pzO.93 

Fig. 1039. Experimental suscepti- 
bilities of KMnF, :  Mg and 

( b )  0 K,MnF,: Mg. From Ref. [I031 
0 50 100 150 100 

arise because, in the neighborhood of a nonmagnetic impurity, the balance of the two 
antiferromagnetic sublattices is destroyed. Similar data on single-crystals of 
[Co(C5H5N0)6] Zn have also been obtained [107]. 

Some interesting results come out of specific heat studies of diluted antifer- 
romagnets. Data on the 3D Ising compound Cs,CoCI, : Zn, as measured by Lagendijk 
[108], are illustrated in Fig. 10.40. The anomaly at T,  is not appreciably broadened as p 
decreases, the peak at p =0.5 being nearly as sharp as the one at p = 1. The shape ofthe 
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Fig. 10.10. (a)Specific heat curves ofCs,CoCI, : Zn. (b) Expanded view ofthe behavior near T,(p) 

anomaly is also not affected dramatically, although the entropy changc above T, 
becomes more important with decreasing T,. The entropy change above T,  is about 
15% for p =  I, increases Lo about 34% at p=0.5, and is about 50% for p=0.35. 'Thus 
there is a high degree of short-range order which develops above T,@) in the infinite 
magnetic clusters present for p > p,. This is evidenced in some cases by a broad, 
Schottky-like maximum at a temperaturc of the order oT the exchangc constant. 

This is clearly apparent in the data for [Co(C,H,NO),] (CIO,),: Zn as shown in 
Fig. 10.41. A broad maximum appears already for p10.7;  the fraction of magnetic 
spins in isolated finite clusters is negligible at  these concentrations, so that the broad 
anomaly must be associated with the infinite cluster of spins. Indeed, this behavior 
resembles to a degree that ofa quasi-lower-dimensional magnetic systcm. The shape of 
the maximum may be seen to depend on the degree of dilution (Fig. 10.41b). 
Interestingly, it was found that, just for p=p,, the experimental curve could be 
described by the prediction for a Y =+ linear chain XY magnct, as shown in 
Fig. 10.4Ib.Theexchangeconstant needed for the fit is just equal to the value ofthat for 
the pure (three-dimensional) compound. 



300 10. Selected Examples 

Fig.41. (a) Specific heat data for [Co(C,I-I,NO),](ClO,),: Zn. Solid curves are theoretical 
predictions for thc limiting high-temperature,behavior ofthe s .c . ,Y  =$magnet,assumingrandom 
dilution and no dependence of'the exchange on p. @) Specific heat khavior for p values close LO 

p,=0.31. The sol~d curve is the prediction for t l ~ c  XY, Y =$ linear chain, using the exchange 
constant of thc pure compound. From KeT. [lo31 

This leads us to the effect ofdilution on the transition to 3D magnetic order of a 
quasi one-dimensional system. Doping such a system with nonmagnetic ions will have 
a drastic effect on T,  since this will break up the chains into finite segments and vcry 
effectively reduce the magnetic correlations between spins on the same chain. Indeed, it 
has been shown that a few percent of nonmagnetic impurities may be sufficient to 
reduce T, by a factor offive o r  evcn more. This was observed with Cs,CoCl, : Zn [ I  091. 

Finally, therearemany recent studies in which,instead ofdilutinga magnetic systenl 
with nonmagnetic ions, a random mixture is considered oflwo magnetic species with 
competing interactions and/or competing spin anisotropies. An example, composcd of 
isostructural Ising and XY systems, would be a sample of 

Because of the anisotropies, the Fe moments will tend to align along the z-axis, while 
the Co moments will order preferentially in the xy-plane perpendicular to z. This very 
mater~al has been studied by Mennenga [106]. Hcrc Ihe two interpenetrating magnetic 
systems may order independently ofone another. The anisotropy energies are so much 
stronger than the exchange energies that there is an  almost complete decoupling 
between the two subsystenls. 

A different result is found when the exchange energies are comparable to the 
anisotropy energies. The coupling between the two subsystems is enhanced and the 
neighboring Ising and XY moments will then divert away from the z-axis and the 



Fig. 10.42. Phase diagram for K,fv111,Fe, -,Fa. From 
Ref. [ I  101 

xy-plane, respectively. Very small concentrations of one coinponent can be suflicienl to 
polarize the whole system, and there will be a shift ofboth T,(p)curves. ,411 experimental 
phase diagram that results is illustrated in Fig. 10.42 for the system K,Mn,Fe, -,F4 
[ I  101. The Ising anisotropy for K2MnF, is of dipolar origin and thus very small 
compared to the strong crystal field XY anisotropy in K2FeF4. The result is a crossing 
of the two phase boundaries at a concentration ofonly about 2.6% of Fe(I1) impurities 
in K,MnF,. The point where the curves cross is called a tetracritical point. 

Many other such systems have been studied lately [103]. We mention but two 
more, Mn,Fe,-,C1,.2H20 [ I l l ]  and Mn(CI,Br,-,),.4H,O [I 121.111 the first case, 
the components are structurally isomorphous and consist of chemical linear chains. 
The intrachain excharge is antiferromagnetic in the manganese salt, while it is 
ferromagnetic in the iron salt. These competing exchange interactions, along with the 
competing orthogonal spin anisotropies, lead to a rather complex phase diagram. 

In the second example, the exchange field differs by only about 20% between the 
pure components, MnC12.4H,0 and MnBr, .4H,O. But the anisotropy between 
them varies by about a factor offour, the bromide being more anisotropic. The bromide 
orders at a higher temperature (2.12 K,  vs. 1.62K) and this is apparently due to the 
greater anisotropy. By mixing the two isomorphous salts, one is able to tune the 
anisotropy by varying p, and as a consequence the variation of T, with p allows the 
study of the effect of the change in anisotropy on the magnetic properties. 

10.1 1 Biomagnetochemistry of Cobalt(I1) 

We turn here to a subject that illustrates how the kind ofresearch described in this book 
may lead to unanticipated new advances, and that is the application of magnetic 
properties to probleins in biochemistry. 

There has been much interest recently in cobalt-containing enzymes. We note 
studies on the spectral properties of cobalt carboxypeptidase A [ I  131, on the 
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spectroscopy at  low temperatures of the intermediates in the reaction of the same 
enzyme with dansyl oligopeptides [ I  141, as well as EPR studies of single crystals of 
both cobalt and copper carboxypeptidase A [ I  151. Furthermore, there are reports on 
the X-ray absorption spectra of cobalt carbonic anhydrase [I 161 as well as on the 
crystal structures ofnickel and cobalt carboxypeptidase A [ I  171.The role ofcobalt as a 
probe of the structure and function ofcarbonic anhydrase has been reviewed [ I  181. All 
this activity, and these cobalt-containing enzymes do not even occur naturally! These 
efforts suggest that the study of cobalt-containing enzymes must be useful for an 
understanding of the natural (zinc-containing) enzymes. The emphasis here will be on 
simple model compounds of cobalt. 

Cobalt(I1) is a particularly useful ion for magnetic studies because its magnetic 
properties are very sensitive to changes in its environment (Ref. [ I  191 and Sect. 6.13). 
Though both octahedral and tetrahedral cobalt(l1)act aseffective s p i n 9  = f  ionsat low 
temperatures, the g-values are quite different for the two geometries. The g-values of 
six-coordinate or quasi-octahedral cobalt also exhibit great variability from compound 
to compound. All of this is well-understood and allows an assignment ofstereocliemis- 
try. Fewer empirical data are available concerning the electronic structure of five- 
coordinate cobalt. The diversity of magnetic behavior exhibited by cobalt(I1) is 
illustrated by the selcction of results that were presented in Table 6.7. The crystal 
structure of every one of those materials is known. The variation of the crystal field 
parameters is much larger than that found with such a common ion in biochemical 
systems as copper(II), which always exhibits g-values ofabout 2.1 to 2.2. The zero-field 
splitting is a n  irrelevant parameter for CuOI). Among the other metals, zinc is 
important in biological systems, but it is diamagnetic and colorless. 

Measurements at low temperatures are required in order to observe the interesting 
magnetic properties ofcoball. That is, when the excited states become depopulated and 
the ion acts in whatever geometry it may have as a spin Y =+ ion. EPK absorption in 
cobalt compounds is scarcely ever observed above 4.2 K because of fast spin-lattice 
relaxation. In a recent compilation [I 191 of magnetic and spectroscopic data on 
cobalt(II), 61 tetrahedral compounds are listed. Of these, the EPR spectra of only 5 of 
them appear to have been reported. Of42 five-coordinate compounds, the EPRspectra 
of about three ofthem have been reported. The only tetrahedral compounds of cobalt 
which have been investigated as extensively a s  those listed in Table 6.7 are the A,CoX, 
(A=Cs, Rb; X=CI, Br) series of materials. 

CobaltOI) has proved to be particularly useful as a reporter ion in biochemical 
systems because it can be studied by a variety of physical techniques. Most cobalt- 
containing materials such as enzymes (with the native zinc replaced by cobalt, a 
reaction which in many cases allows the system to retain most ofits natural biological 
activity [120]) are too magnetically dilute for direct susceptibility measurements. A 
number of interesting model systems have been described in the literature, however, 
and we describe some of these below. 

One of the central themes in the research on the magnetochemistry of cobalt in 
biochemical systems has been the attempt to identify and define the coordination 
environment of the metal. The geometry is not well-defined, because cobalt may be 
four-, five- or  six-coordinated, and the different polyhedra are flexible and rnay be 
distorted as well. The definition of coordination sphere and its influence on the 
concomitant magnetic properties is a central question. Some natural materials have 



been studied, such as cobalt carbonic anhydrase ~1211: However most ofthe published 
research has concerned either model compounds or natural conipounds in which the 
cobalt has been introduced, usually by replacement ofzinc.The magnetic susceptibility 
ofseveral compounds has been examined, but by and large Ule research had used such 
tools as electron paramagnetic resonance (EPR), optical spectroscopy, or magneto 
circular dichroism. 

A report [I211 on the electronic arid EPR spectra and the susceptibility ofcobalt 
human carbonic anhydrase concentrated ofdefining the spin state of the sample and its 
change with the addition of cyanide. 

A study [I221 of the magnetic susceptibility ofcobalt carboxypeptidasc A over an 
extended temperature range (30-1 20 K) led to an assignment ofthe metal stereochcmis- 
try as five-coordinate; this was done on the basis ofempirical correlations ofthe values 
of the effective magnetic moments of a number of simpler compounds. A similar study 
[I231 assigned a distorted tetrahedral structure to cobalt(I1)stellacyanin. In both cases, 
the assignments were made in conjunction with spectroscopic measurements, but in 
neither case was the nature of the zero field splitting (ZFS) determined. 

Several model conlpounds have recently been reported that mimic some of the 
properties ofcarbonic anhydrase. They are [Co(H,O)L] (CIO,),, where L is tris[(3,5- 
dimethyl-1 -pyrazolyl)methylJamine [124], and (tris[(4,5-dimethyl-2-imidazolylj 
methyl]phosphine oxide)Co(ll) [125]. Though a variety of spectroscopic data 
have been reported, there are no magnetic measurements reported as yet on either 
of these compounds. The former compound was designed to favor live-coordination, 
and that has indeed been found [126]. 

Makinen and co-workers 1127-130) have recently worked out an EPRmethod for 
determining the ZFS in biological materials, and used it to assign the coordination 
geometry in such samples as the active-site-specific Cozt-reconstituted enzyme, liver 
alcohol dchydrogenase. The method is an indirect one, depending on the temperature 
dependence of the CW microwave saturation behavior (the Orbach process); zero-field 
splittings have been determined for a nurnber ofmaterials, but the sign ofthe ZFS is not 
available from these measurements. (Recall for example that the CoC1:- ion has 
approximately the same magnitude of ZFS in both Cs,CoCI, and Cs,CoCI,, but the 
sign of the ZFS changes between the two compounds.) Assignments of coordination 
geometry were based on an empirical correlationof the magnitude ofthe ZFS in several 
compounds; the ZFS has been determined directly in just a few compounds, and in no 
five-coordinate cobalt compounds. A number of new results are includcd in Lhe most 
rccent version of this correlation [130]. This new method has two special limitations. 
First, the zero-field splitting of those compounds whose spin-lattice relaxation rates 
remain too fast in the liquid helium region for saturation to occur may not be measured, 
and secondly, paramagnetic impurities may perturb the temperature dependence of the 
relaxation of the cobalt. 

Many other compounds have been studied by EPR, but only for the measurement 
of the g-values. This has been done [131] for compounds such as 
[C~(C~H,COO),(imidazole)~], which has g-values of 2.06, 3.43, and 5.37. This 
compound, along withseveral similar ones [ I  32, 1331, has been proposed as a model 
for zinc metalloenzymes. The crystal structures of these compounds have been 
reported, but the ZFS remains unknown. A minor change in the naturc of  the 
compound results in an important change in the observed magnetic properties: the 
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compound [C~(CH,COO)~(imidazole),] has g-values of 2.16,4.23, and 4.49. Both the 
acetate and the propionate exhibit a somewhat distorted tetrahedral coordination 
sphere; the values of all the angles at the Zn(Co) are quite similar, but the sense of the 
distortion is not idcntical. The ZFS ofthe acetate has been reported 11281 as 4.8 cm-'  
(of unspecified sign) but there is as yet no report on the ZFS of the propionate. 

Makinen C128, 1303 has reported a ZFS of 2 5 . 3 ~ ~ 1 - '  for [Co(2-picolinc 
N-oxide),] (CIO,),, an  examplc ofthe uncommon coordination number five for cobalt. 
The molecule is important because he has used it in a correlation of ZFS parameters 
which has led him to suggest that the hydrolysis of esters by carboxypeptidase A 
requires a pcnta-coordinate metal ion [128, 1293. The EPR spectrum of [Co(2-CH3- 
C,H,NO),] (CIO,), has been reported 11 343 but there is no direct measurement ofthe 
ZFS nor of the low temperature magnetic properties of this compound. Indeed, there is 
no such report on any penta-coordinate cobalt(I1) compound. 

The system [Co(Et,dien)Cl,] is another pcnta-coordinate compound 11351 which 
has also been studied by Makinen and Yim [128]. They suggest a ZFS of42-56~111-', 
which is a very large value. 

Yet another five-coordinate cobalt compound which may have interesting 
magnetic properties and of which there is very little known is the aforementioned 
[Co(H,O)L] (CIO,), [124,126]. It appears to  be high-spin, and therefore its magnctic 
ground state may be direrent from the two compounds mentioned above. The 
compound seems to be an inkresting model for carbonic anhydrase. 

Horrocks and co-workcrs [13 1- 1333 have studicd a number of compounds, 
[Co(RC00),(2-X-lm),], which are interesting because, while the ligands are all 
similar, slnall differences have led to different crystal structures. They have compared 
them with the analogous zinc materials. The compounds reported are: 

where Me is CH, and Et is C,H,, and Im is imidazole. If these compounds have any 
value as model compounds for mctalloenzymes, then the small d~fierences among 
them should provide a wealth of information that will be useful for the further 
development of empirical relations between magnetic parametcrs and biological 
structure and reactivity. 

Little is known about magnetic interactions between cobalt ions in biological 
molecules. A prerequisite for the existence of such intcractions ofcourse is that two (or 
more) magnetic ions be close enough to intcract, and this is not a comrnon 
phenomenon in biochemical systems or even the model systems which have bcen 
reported. Nevertheless, we note that the compound [Co-H, ATP-2,2'- 
bipyridyl], . 4H,O has been studied as a model for the ATP transport mechanism. 
That is because ternary complexes such as this exhibit high stability towards 
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hydrolysis. T h e  crystal structure of this  material [136] shows that it is dimeric, with the 
cobalt  a toms  bridged by two -0-P-0- moities from the triphosphate system. This  is 
just the kind of  structure which should provide a strong superexchange path, a n d  a 
magnetic interaction. The  zinc compound is isostructural. 
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11. Some Experimental Techniques 

11.1 Introduction 

We conclude with a brief sketch of some experin~ental procedures for magnetic 
measurements. In keeping with the rest of the book, the discussion will be limited to 
methods for measuring magnetic susceptibilities and specific heats. Slnce local 
requirements and experience usually determine the nature ofeach apparatus, relatively 
few details will be given; a number of commercial instruments are available for 
measuring susceptibilities, and these are not discussed. 

11.2 Specific Heat Measurements 

We have assumed an elementary knowledge about heat capacities (the change in the 
temperature ofa system for the transfer o fa  given amount ofheat) and orspecific heats 
(the heat capacity ofa system per unit mass). Specific heats ofinterest in this book have 
referred to conditions ofconstant magnetization or constant applied Geld. These can be 
measured in either an adiabatic or isothermal calorimeter [I]. 

An electrical method of measuremerlt is always used [l-31. A resistance wire is 
usually wound around the specimen, and a known current is passed through the wire 
for a measured time period. The electrical energy dissipated by the wire and which flows 
into the sample may be interpreted as heat. In general, each calorimeter, the heating 
coils, and the thermometer depend on the nature ofthe material to be studied and the 
temperature range desired. Each apparatus is essentially a unique installation. 

In calorimetry ofsolids at low temperatures, the sample is suspended in a highly- 
evacuated space according to one method ormeasurement [4]. A single-crystal sample 
is preferable in this case, so that a heating coil may be wound around the sample. A 
thermometer, usually a germanium resistance diode, may be glued to the sample for the 
measurement 01 its temperature. The sample may be cooled by employing helium 
exchange gas to allow thermal contact between the sample and the bath of Liquid 
helium. This method suffers from the disadvantage that all the exchange gas must then 
be removed before measurements are made. This frequently cannot be done with a high 
degree of confidence. 

Under adiabatic conditions, heat is not transferred from the sample to its 
surroundings. The temperatiirc of the sample is measured as a function of time, as in 
classical calorimetry. In order Lo take account of background heat leaks, the following 
procedure is used [2,3,5]. 
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Fig. 11.1. A sample recorder chart indicallng the 
temperature vs. time for a heat capacity 
nleasurenient 

t ime 

A typical temperature vs. time graph is illustrated in Fig. 11.1. The line AB 
represents the background change in resistance (i.e., temperature) before the current is 
turned on. At the time corresponding to point B, the current is established for the time t 
(usually a matter ofa few seconds). Then the temperature is continuously monitored as 
a function of time, resulting in the new segment labeled DE. Line FC is constructed 
midway between points U and D, and the two lines AB and DE are extended as shown, 
giving the points F and G. The molar heat capacity c at the temperature corresponding 
to point C is then given by 

where (wt)/MW is the number of models of the sample, AT is the temperature change 
indicated in the figure, E is the measured voltage across the sample, and I is the 
current. The resolution of the experiment is measured by 47; which is frequently as 
small as 0.01 K. The quality of the data depends on many factors, such as Ule time 
required for the saniple to attain internal thermal equil~brium. 

An alternative method [6] for the measurement of powders involves compressing 
the sample hydraulically in a calorimeter can, a procedure which increases the area of 
thermal contact between the sample and the sample holder, and also increases the 
filling factor without requiring exchange gas. This method requires that corrections be 
made for the "addenda," which is a generic term meaning the sample can, the residual 
exchange gas,any grease mixed with the sample to increase thermal contact, and so on. 
This is usually accomplished by running the experiment as a blank, without a sample 
present. The lower the measuring temperature, the smaller will be the correction for the 
addenda, for its heat capacity also decreases with temperature, as does that of the 
lattice. The magnetic contribution will be more ev~dent, the lower the temperature at  
which it occurs. 

All the rest is electronics,and vacuum and cryogenics technology. The thermometer 
must be calibrated and its resistance measured with precision, the sample needs to be 
cooled to the desired initial temperature, the voltage and the current must be measured 
accurately, and the thermal isolation of the sample must be as great as possible. 

A calorimetric method has been described [7] in which the sample is cooled by 
adiabatic demagnetization. The sample is cooled by contact with a cooling salt, arter 
which i t  must be isolated by means of a superconducting switch. 
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Fig. 11.2. A standard cryostat with a calorimetric 
insert. A) vacuum chamber; B) liquid helium pot; C) 
heal switch; D) calorimetric vessel; E) adiabatic 
shield; and F) needle valve. From Rcf.[8] 

A typical calorimeter [8] is illustrated in Fig. 11.2. The inner vacuum can is 
immersed in liquid helium, while the liquid helium pot B is thermally isolated from the 
main helium bath. By pumping on this pot through a minute hole, it is possible to 
obtain a starting temperature ofabout I K in the pot. The thermal contact between the 
calorimeter D and the pot B is established with the aid ofa mechanical heat switch that 
can be externally operated. 

11.3 Gouy and Faraday Balances 

We begin the discussion about susceptibilities with a brief discussion of the classical 
force method. These are now rarely used for measurements below 80 K, but they are 
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Fig. 113. Sample configuration for force 
measurement of ~nagtretic susceptibility 
using a) the Gouy method, and b) thc 
Faraday method. From Ref. [ I  I ]  

conceptually easier to appreciate than some of the more sophisticated methods. They 
are described in detail elsewhere [9-111, as well as in all the classical texts on 
magnetism. These methods are sensitive and straightforward, but they always require a 
substantial applied magnetic Geld. 

Both methods require that the magnetic material be placed in an inhomogeneous 
magnetic field. A displacement force is then exerted on the sample, drawing it into a 
region of higher field. The displacement force depends on both the magnetization and 
the field gradient so that measurement of the force gives direct information on the 
magnetic susceptibility of the, sample [I I]. 

The Gouy method is the simplest ofall. In this method the sample is placed in a long 
cylindrical Lube which is suspended from an analytical balance. The sample tube is 
positioned between the poles of a magnet such that one end ofthe tube is In a region 01 
homogeneous field and the other is in the region of zero-field. This is illustrated in 
Fig. 11.3, where it will be seen that t h s  arrangcment results in an inhomogeneous field 
at  the sample. When the sample is positioned in this fashion, a paramagnetic material 
experiences an increase in weight while a diamagnetic substance experiences a decrease 
in weight as a result of the displacement force exerted on the sample. A large amount of 
material is required and the uniformity of packing of the sample is important. 

The Faradaymethod requires specially designed pole faces,as shown in Fig. 11.3, to 
place a small uniform sample in a region where the product of the Geld times the field 
gradient is constant. The iorce is then independent of the packing of the sample and 
depends only on the total mass of the material present. The method is sensitive and 
highly reproducible, single crystals can be measured, but the weight changes are small 
and the suspension devices are usually fragile. The force methods are not suitable for 
the measurement of canted antiferrornagnets nor of ferromagnets because of the 
required applied Geld. This is also true with regard to the popular vibrating 
magnetometers which are available commercially. 

O'Connor describes these and other methods further [I I].  

11.4 Susceptibilities in Alternating Fields 

The static susceptibility that was introduced in deriving the Curie law in Chapter I was 
defined as M/H. In a number of experiments one actually measures the dynamic or 
differential susceptibility,dM/dH, by means oiapply~ng an oscillating magnetic field. A 
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system of magnetic ions may not always be capable of following immediately the 
changes of this external magnetic field. That is, the redistribution of the magnetic spins 
over the energy levels proceeds via a relaxation process cl~aracterized by a time 
constant T .  This method owes much t o  the pioneering work of Gorter and his 
colleagues at the Kamerlingh Onnes Laboratorium, Leiden. 

Let the sample be placed in a magnetic field H(t) that varies sinusoidally 

The field H, is constant and may be zero, while o= 2nv is the angular frequency of the 
ac field. The magnetic field H(t) induces a time variation of the magnetization 

and there can be a phase shik betwcen M(t) and H(t) due to relaxation effects. Thus, 
m(o)is a complex quantity. The differential susceptibility ~ ( o )  is equal to m(w)/h; it is a 
complex quantity and is written as 

The real part ~ ' ( o )  is called the dispersion while ~ " ( o )  is referred to as the absorption. 
The influence of the frequency w of the oscillating field on the measured direrential 

susceptibility is directly related to the relaxation time, r. At the low-frequency limit, 
when the spin system remains in equilibrium with thc lattice, then or 4 1 and the 
measured susceptibility is identical to the low-field static susceptibility. This low 
frequency limit of the differential susceptibility is called the isothermal susceptibility, 
I-,., thus cxpressing the fact that the spins maintain thermal equilibrium with the 
surroundings. 

The other, high frequency, limit is obtained if the differential susceptibility is 
measured with an oscillating field of high frequency. Then the magnetic ions are  
incapable of redistributing themselves in accordance with the applied field. This 
case corresponds to m % 1, and the assembly of spins is found to be uncoupled 
from its surroundings. Thc susceptibility in this case is the so-called adiabatic 
susceptibility, I,, which is strongly field-dependent. Indeed, at  strong fields ~ ~ - 1 0 .  
The susccptibilities are defined as X ,  = (aM/aH), and X, =(aM/aH),. 

One finds 1121 that the two susceptibilities defined above are related as 

or, since x = X' - ix", then 

and 
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The frequency dependency off and X" is drawn schematically in Fig. 1 1.4. The in-phase 
component X' is X, when w < r -  ', while X' = X, if w 9 r - '. The out-of-phase component 
X" approaches zero at both of these limits, showing a maximum around the frequency 
U=T- ' .  This figure demonstrates the difIiculty of comparing a difrerential suscepti- 
bility wiUi the simple models presented earlier. It is not enough to determine whether a 
susceptibility possesses an,out-of-phase component or not, for one may still be 
measuring xS rather than x,. 

One frequently plots ~" (w)  vs. ~'(o) in a so-called Argand diagram, such as is 
represented in Fig. 11.5. The isothernlal susceptibility X ,  may bc obtained from the 
right-hand side of the semi-circular figure ( a  < r - I ) ;  in the limit of high frequcllcies 
(w >> 7 -  ') the adiabatic susceptibility is obtained at the left-hand side of the Argand 
diagram. The relaxation time r may be obtained, at least in ideal cases such as 
illustrated, from the angular frequency at  the top of the diagram, when w = ~ - ' .  

The ratio between the adiabatic susceptibility and the isothermal one was shown in 
Eq. (3.12) to beequal to the ratio between the specific heats, c, and c,,. The specific heat 
referred to in Eq. (3.21) is c,, and we now write it, in the high-temperature limit, as 

x' 

Fig. 11.5. Ac s~isceptibililies as a function of frequency, o; this is callcd an Argand diagram. The 
situation illustrated corresponds to a relaxation process with a single time constant r 

r\ X0d 

. . - . - . - . ~ 1 1  a 1 
' I ~ ( x ~ - x ~ ~ ~  

Fig. 11.4. Frequc~lcy dependence of ,y' and 1". 
according to Eqs. (1 1.3) and (1 1.4). (x., is rs) 

W = T-' log w 
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Furthermore, c, was found in Eq. (3.15) as CH2/TZ; more generally, when there are 
interactions between the magnetic ions, one obtains, 

Thus the ratio c,,/c, and thus also X$X, become 

This ratio is valid only in the asymptotic T - 2  limit for the specific heat and when the 
magnetic field is not too strong (gp,H < 2kT) so that saturation effects on XT can be 
omitted. In the limit of H going to zero, one sees from Eq. (1 1.5) that x, /x,  becomes 1, 
or that x,=x,. Thus relaxation effects can be neglected in this lirnit. 

In strong external fields, X$X, becomes zero. I11 this case, the differential 
susceptibility may have any value between X ,  and 0. 

T O  
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SECONDARY 
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Fig. 11.6. A dewar and inductance coil arrangement used for zero.field uc mutual induciance 
measuremenls, 1.5-20 K. From Ref [4] 
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The ac mutual inductance method is perhaps the best and most widely-used 
method for differential susceptibility measurements at low temperatures [13]. It is not 
generally as sensitive as the force methods but it has the advantages that crystal 
susceptibilities may be measured directly, that zero-applied field measurements may be 
made, and that relaxation effects are easily observed. 

The sample is placed in an inductance coil system such as is illustrated in Fig. 1 1.6 
14, 141. The sample is usually placed inside a system consisting of a primary coil and 
two secondary coils. The secondary coils are equally but oppositely wound on top of 
the primary and are connected in series. Moving a lnagnetlc sample from the centcr of 
one secondary coil to the center of the other causes a change in the voltage over the 
secondary coils, proportional to the ac susceptibility ofthe sample. The coils are wound 
uniformly of line magnet wire. The homogeneous measuring field depends on the 
current ofthe ac  signal as well as the geometry of the coil system and, if, necessary, can 
be reduced to as little as 1 Oe (10- T)or less. In general, the coils are immersed in liquid 
helium. Since the applied field is coincident with Ule axis of the coils, a crystal can be 
readily oriented for the measurement of the desired susceptibility. 

Lock-in amplifiers can be used to vary the frequency and to allow measurement of 
both components of the complex susceptibility, X' and x".  I11 the ac susceptibility 1' is 
the in-phase inductive component, and X" is the out-of-phase or resistive component. 
The resistive component is proportional to the losses in the sample, which are due to 
relaxation effects. l'hese may.indicate spin-lattice relaxation cITects or absorption due 
to the presence of permanent ferromagnetic moments. 

The method is versatile. It has been extended to measurements over the frequency 
interval 0.2 Hz to 60 kHz and to temperatures up to 200 K 1151, to measurements in an 

T O  PUMP 
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Fig. 11.7. Experimental arrangement of insert dewar for variable temperature susceptihillty 
measure~nents using the ac mutual inductance method, along with an applied magnetic field. 
From ReC [ I  61 
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Fig. 11.8. Experimental coil arrange- 
ment lor mutual inductance suscepti- 
bility measurements in a dilution re- 
frigerator. From Ref. [I71 

applied field(for examplc, Ref. [16]),and it has been'used in a dilution refrigerator for 
measurements down to 40 mK [17]. 41 apparatus for Geld-dependent measurements is 
shown in Fig. 11.7. In this case the coil system is placed inside a cryostat which contains 
a superconducting coil. Measurements can be made with this particular system over the 
temperature interval 1.5-30 K and in fields up to 6 T. 

In the experiments at very low temperatures [I 71 a different coil system is required 
because the salnple cannot be moved, but the principle of t,he method is the same. The 
system is illustrated in Fig. 11.8. The main problem here is to maintain thermal 
equilibrium between the sample and h e  3He-4He bath in the mixing chamber. 

11.5 Anisotropic Susceptibilities 

We concludc this chapter with some comments on the relationships between magnetic 
anisotropy and crystal symmetry [18--201. We follow Ref.[19] closely here. 

In homogeneous but anisotropic substances, the magnetization M is a vector 
quantity and depends on the direction as well as the magnitude olthe applied field H. In 
such cases the susceptibility is a tensor and 
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where the vector components M , ,  M2, M,, H I ,  H,, H, refer to  an orthogonal 
coordinate system fixed in the crystal. The tensor 1 is then symmetric with six 
independent elements. The intensity ofmagnetization in the i-th direction (i = 1,2,3) is 
given by 

It is always possible to find an orthogonal coordinate system in which the only non- 
vanishing elements of x are along the diagonal. 

The elements x,, x,, and X, are known as the principal susceptibilities and their 
directions (i.e., the coordinate axes) are the principal magnetic axes. 

Thedirections of the principal magnetic axes depend on the symmetry of the crystal. 
Cubic crystals are necessarily isotropic. In the axial crystal systems (tetragonal, 
rhombohcdral, hexagonal) one principal axis kII) coincides with tlie fourfold or 
trigonal symmetry axis ofthe crystal lattice. The other two (X,) are perpendicular to this 
and may be arbitrarily specified. The principal susceptibilities oforthorhombiccrystals 
are in general all different and their directions coincide with the a-, b-, and c- 
crystallographic axes. Monoclinic crystals have low symmetry; the direction of the 
unique twofold or b-axis defines one principal susceptibility axis. The other two axes lie 
in the ac-plane, but their directions are arbitrary and must be determined by 
experiment. In the triclinic case there is only translational symmetry and none of tlie 
principal magnetic axes are crystallographically determined. The tensor 1 must be 
determined by experiment and then diagonalized by a transformation of the coordinate 
system. The details of this procedure are discussed by Mitra [I81 and Horrocks and 
Hall [19]. 

In order to apply all the theoretical arguments presented earlier in the book, one 
must then find the principal molecular susceptibilities. These are the susceptibilities of 
the individual molecules or complex ions in the crystal, referred to a local coordinate 
system. The subscripts x, y, z arc used for these principal molecular susceptibilities, x,, 
xy, and xZ.  lncidently, when there are axial @) and rhombic (E) terms in the spin- 
Hamiltonian, it is usual [21] to choose the local axes such that the ratio IE/D( is less 
than 4. 

For a triclinic system with but one molecule in the unit cell, the principal molecular 
and crystal axes will coincide. However, these must be determined by experiment, for 
the axes may have any orientation in the crystal. Furthermore, there are no necessary 
relationships between the axes systenls and the molecular structure; these must be 
determined by structural analysis. 

In monoclinic symmetry, it is common to consider an orthogonal coordinate 
system such as a, b, and c*. Relative to these axes the direction cosines of the principal 
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molecular susceptibility axes x,, x,, and X, are: 

This coordinatesystem is also appropriate in ortllorhombicsymmetry except that c* is 
replaced by c (which is now orthogonal to a and b). The relationship between principal 
molecular and crystal susceptibilities is expressed as 

where the summation is taken over all independently oriented molecules. 
Axial crystals allow only the measurement o f ~ , ,  and x,; if the molecular unit has 

less than axial symmetry there is insuficient information available for the determi- 
nation o l  x,, x,, and x,. Usually, however, this does 1101 happen and the principal 
symmetry axis ofthe molecule is aligned parallel to thal ofthe crystalline lattice. Then, 

Traditional methods such as thc angle-flip or  critical-couple method [18-201 
measure snisotropies, AX, alone. These have now been supplanted by oc methods, 
particularly those using SQUIDS [22], which measure e a d ~  susceptibility individually. 
Another recent development [23] is the construction of an ac apparatus with 
horizontal coils.This allows ro tation diagrams to be made of lhesusceptibility in the 
xz-plane. 
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Formula Index 

Al(acac), 63, 229 
AI[C(Nl12),](S04)2 6 H 2 0  60, 62 
A1203 62, 229 
AICs(SO,), .12H,O 61 
AIK(SO,), 12H,O 40 
Ba,ZnF, 195 
BaNiF, 197 
[(qS-C,H,),TiCI]2MnCI,~ 2THF 98 
[(q5-C,H ,),Ti12ZnC1, 84 
[(CH,),NH,]MnCI, 170 
[(CH3),NH,]ReC16 232 
[(CH,),NH]CuCI,. 2H,O 212ff. 
[(CH,),ND]CoCI,. 2 D 2 0  218 
[(CH,),NH]FeCI, . 2 H 2 0  219 
[(CH,),NM]CoCI,. 2 H 2 0  148 ff., 156, 167, 

202ff., 212, 214ff. 
[(CH,),NH]NiCI, . 2H,O 220 
L(CH,),N12[Cu(CH3C02)2(SCN),I, 82 
[(CH3)4Nl,(Cu(HCO,)2(SCN),1, 82 
[(CEI,),N]MnCl, 41, 154, 169ff., 220 
[(CH,C,H,),TiBr], 83 
[(CH,C,H,),TiBr], 83 
[(CH,C,H,),TiCI], 83 
(n-C,H,NH,),MnCI, 206ff. 
CTS 68, 163, 180 
CZN 243 
CaCu(OAc), . 6  H,O 200 
Ce(C,H,OSO,), . 9  H 2 0  241 
Ce2Mg,(N03), , .24 H,O, CMN 47,48,13 1, 

238, 242 
Ce,ZrS, 258 
CeCI, 1 19, 243 
CeES 241, 257 
CcMN 47, 48, 131, 242 
[C(NH,),]AI(S0,)2~6H,0 60, 62 
[C(NkI,)3]V(S04)2. 6 H 2 0  25, 32, 62, 139 
(C,H,NH,)2CuC14 193 
(C,H,NH)MnCI, , II,O 171, 172 
(C,H,,NM,)CuBr,, CHAB 212, 220 
(C6H, ,NH,)CuCI,, CHAC 212, 220 
(CH3NH,),CuCI, 195 
(CH3NH3),ReCl6 232 
(CH,NH3)Cr(S0,)1 121.1,0 119 
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CszCrC1,, 4M,O 119, 154, 290 
Cs2CuCI, 68, 181 
Cs,GeF6 233 
Cs,IrC16 233, 235 
Cs,MnBr4~2Hz0 119 
Cs,MnC14. 2 H,O 1 19, 290 
Cs,[FeBr,(H,O)] 119, 293 
Cs,[PeCI,(II,O)] 119, 135, 136, 155, 231, 

289ff. 
Cs,[RuCI,(H,O)] 1 19, 23 1 
Cs,CoBr, 67, 119, 188 
Cs,CoCI, 30, 67, 119, 125, 126, 127, 155, 

157,298ff., 302, 303 
Cs,Cu,C1,.2H20 119 
Cs,MnCI, 119 
Cs3VCI6.4H2O 32, 62, 139, 140 
CsCoCI, 170 
CsCoCI, . 2H,O 119, 148ff., 167 
CsCuCI, 170 
CsFeC1, ,2H,O 167, 206, 220 
C S G ~ ( S O , ) ~ ,  12H,O 230 
CsMgDr, 227 
CsMgCl, 227, 230 
CsMnRr, .2H,O 119, 171 
CsMnC1,.2H20 41, 119, 153, 170ff., 182, 

206 
Cs3MnCI5 I19 
CsNiCI, 119 
CsNiF, 182, 212, 220 
CsRu(SO,), 12H20 230 
CsTi(S0,),~l2H2O 60, 61, 154 
Cu formates 81 
Cu(C,H ,NI-13),C14 193 
Cu(CBr,CO,), 82 
CU(CCI,CO,)~ 82 
Cu(C,H,,+ ,NI-l,),CI, 192fT. 
CU(L-iso-leucine), . H,O 196 
CU(NH,),(NO,)~, CTN 169, 181 
Cu(NH3),S04~13,0, CTS 68,119, 163.164, 

180 
Cu(NH4),Br,.2H20 124, 129, 143 
Cu(NH,),CI,. 2H10 124, 129, 143 
c ~ ( N 0 , ) ~ .  2.5 HIO 7375,  136-1 38, 185 
Cu(OAc), .2p-(oluidine . 3  H,O 82 
Cu propionate ,y-toluid~nc 82 
Cu(S,CNEt2), 87ff. 
Cu(acac), 56 
Cu butyrate 81 
{C"C12[(CH,),S011), 86 
Cu(dlc), 87 
Cu2(CD3COO), . 2 D z 0  81 
Cu,Cs,C1,~2H20 1 19 
Cu,La,(N03),,. 24tI l0  119 
Cu,0X6L4 104 
CuBeF, . 5  H,O 18 1 
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CuCa(OAc), . 6  H,O 200 
CuCI,.2CSH5N 182, 213 
CuC1,~2HZO 119,128, 129, 149, 159,213, 

262, 295 
CuCI,.Zpy 182,213 
CuCI, . DMSO 212 
CuF, .  2H,O 198 
CuK,(SO,), . 6H,O 47, 48, 119 
CuK,C14.2H,0 124, 125, 129, 143 
CuLiCl, .2H,O 149 
CuRb,Br,. 2 H 2 0  129, 143 
CuRb,CI, .2H,O 124, 129, 143 
CuSO,.SH,O 119, 181 
CuSeO, . S H,O 1 19, 181 
Cu[(CH,),NH]CI,. 2H,O 212ff. 
[ C ~ ( C I H ~ N O ) Z ( N ~ , ) ~ ~ Z  88-90 
[CU(C~H,N~)~] (BF, ) ,  198, 284 
[ C I I ( C ~ H ~ N ~ ) ~ ] ( C I O , ) ,  181, 284 
[Cu(C5H,NO)CI,], 84 
[Cu(N-methylimidazole),Br~ 185 
[Cu(OAc), . H,O], 77ff. 
[Cu(OAc),I, 80 
[Cu(cn),jSO, 119 
(Cu(y-picoli~ie),CI,] 184, 185 
DAG 253 
DMMC 170 
[DY(HzO),~(B~O,), 259 
Dy(ClH5OSO3), . 9  H,O 132,253 
Dy(OH), 143, 253 
Dy,ZrS, 258 
Dy,AI,O,, 126,253 
DyAIO, 126 
DyCI, .6H,O 132, 143, 253 
DYES 132, 253 
DyPO, 126, 253 
DyLiF, 258 
Er(C,H50S0,), .9H20 131,255 
Er(C204)(C20,H). 3 H,O 255 
Er,ZrS5 258 
ErCI, 143 
ErCI, - 6H,O 132, 143, 255 
ErES 131, 255 
ErLiF, 258 
(Et4N),Cr,Cl9 97 
EuC,O,. H,O 247 
EuCO, 247 
EuCI, 247 
EuF, 247 
EuO 129, 143, 247 
EuS 129, 247 
EuSO, 247 
EuSe 247 
EuTe 247 
Fe(acac), 55 
Fe(Br)[S,CNEt2], 272 

FC(CH,NH,)(SO,)~ . 12 HIO 48, 49 
Fe(CI)[SICN(C,H,),] 65, 143, 145, 146, 272 
Fe(CI)[S,CN(CH,),) 272, 274 
Fe(NH,)(SO,), . 12H,O 10, 17, 47 
Fc(SzCNRz)zIS,Cz(CN),1 269 
Fe(S,CNR,), 269, 272 
Fe(urea),CI, . 3  H,O 45 
a-Fe,O, 148, 151f. 
Fc,O, 148 
FcCI, 204 
FeCl,. 2 H 2 0  30 1 
FeCl2.4I-110 119, IS5 
FeF, 152 
Fe(CI)[Se,CN(Et),], 272, 273 
FeK,(CN), 3, 65, 119 
FeRbCI3.2H,O 119, 167 
FeSiF, .6H,O 31, 65 
Fe(X)[S,CNR2], 64, 65, 271 
[Fe(C,HsNO)6](CI0,), 65, 126, 127, 155, 

283, 285, 297ff. 
Gd(EtOSO,), . 9  H,O 248 
Gd(OH), 248 
Gd2(S04),. 8H,O 10, 17, 47, 119, 248 
Gd2ZrS5 258 
GdAIO, 250 
GdCI, 143, 248 
GdCl, .6H,O 119, 238, 248 
GdFeO, 250 
GdMN 248 
[Gd(CSH5NO)sI(CIOd, 259 
Ho(OH), !43, 255 
HOES 254 
HoLIF, 258 
Ir(NH,),CI, 119, 233 
IrK,CI, 119, 233 
IrRblCI, 119, 233 
KAI(SO,), . 1 2 H z 0  40 
KMnF, 297,298 
K,FeF, 301 
K,Cu(SO,), .6H,O 47, 48, 119 
K2CuCl,~2H,O 124, 125, 129, 143 
K,[FeCIs(H,O)] 119, 135, 231, 2898. 
K2[FeFS(H20)] 173, 289, 294 
K,IrC16 119, 233ff. 
K21rF, 235 
K,MnF, 196ff.. 301 
K,NiF, 195 
K,Pb[Cu(NO,),] 18 1 
KIPtBr6 233 
K,PtCI, 231, 233 
K,PtF6 233 
K,ReBr, 119.232 
K,ReCI, 119, 231, 232 
K,[RuCI,(Ii,O)] 119, 231 
K,Fe(CN), 1 19 
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K,Mn,F, 196 
K,MoC16 227 
K,[Mn(CN),] . 3  Ii,O 64 
KCr(SO,), . 12 H,O 7, 10, 17, 47, 63 
KMnC1,.2H20 119 
KNiF, 119, 129, 155, 195, 295 
I~a(C,H,OSO,), . 9  H,O 240 
La,Mg,(NO,), , .24 H,O 239 
LaCI, 243,257 
LiCuCI, , 2  li,O 149 
LiDyF, 258 
LiErF, 258 
LiHoF, 258 
LiTbF, 258 
LuAL garnet 229 
LuGa garnet 229 
MgO 66 
Mn(q-C,H,), 269 
Mn(NH,),(SO,), . 6H,O 7, 10, 119 
Mn(OAc), .4H,O 206,274 
Mn(acac), 65 
M ~ ( ~ ~ z ) ~ ( N C S ) ,  209 
Mn,Rb,CI, 196 
Mn,[CH,),NH],CI, 181 
Mn,La,(NO,),, .24 k1,O 119 
MnBaF, 197 
MnBr2 .4H20  119, 125,301 
MnCI, 119, 123 
MnCI2,2H,O 119, 172, 173, 181, 214, 301 
MnC1, .2py 172, 173 
MnC1,.4HZO 119, 125, 154, 262, 301 
MnC1,.4D20 119 
MnCsBr, . 2  II2O 119, 17 1 
MnCsC1,.2H20 41, 119, 153, 170ff. 
MnCs2Br, .2H,O 119 
MnCs,CI,. 2 H,O 119 
MnCs,Cl, 119 
MnF, 119, 122, 129, 152, 154, 295 
MnK2F, 196ff. 
MnK,(CN), . 3  H 2 0  64 
MnKC1,.2H20 119,214 ' 

MnO 119 
MnRb,Br, ,2H,O 119 
MnRb2C1,.2H20 119 
MnKb,F, 197 
a-MnRbCI,. 21-1,O 119, 171 
MnRbF, 119, 129, 154, 295 
P-MnS 150, 151 
MnX2py, 173 
Mn(CH,HN,)CI, - 2 H 2 0  171 
Mn[C,H,NH]CI, . H,O 171, 172 
Mn[(CH,),NFI,]CI,. 2 H z 0  171, 172, 182, 

183 
Mn[(CFI,),NH)Br, - 2 H 2 0  153, 172, 219 
Mn[(CH,),NH]CI, .2H,O 153,171,172,219 

Mn[(CH,),N]CI, 41, 154, 169LT. 
[Mn(C,Ii,NO),](BI.',), 283, 285 
Mo(acac), 227 
[N(C,H,),]NiCl, 170 
[N(CH3),],ReCI6 232 
[NH3(CH2),NH,]C~CI, 195 
NH,CoF, 154 
NH,MnF3 154 
Na,PtBr6 - 61-1,O 233 
Na,PtCI,. 6 H,O 233 
Na,[Ce(C,H,O,),]~2NaCIO4~6H2O 243 
Nd(C2H50S03),  - 9  H 2 0  245 
[Nd(HzO),](BrO,)3 238 
Nd(OH), 246 
NdGaG 129 
NdH, 145, 146 
NdMN 246 
NdZN 246 
Ni(N03), . 2  H,O 281 
Ni(NO,), .4H,O 281 
Ni(NO,), , GH,O 68, 158, 281 rT 
[Ni(en)CI,], 91-93 
[Ni(en),X2], 91-93 
Ni,La2(N0,),, .24H,O 119 
NiBaF, 197 
NiBr, 263 
NiBr,.2H,O 263 
NiBr, .2py 68,278 
NiBr, . 2pyrazole 68, 278 
NiBr2.4tu 119 
NiBr, . 6H,O 119, 158, 263 
NICI, 119, 123, 157,263 
[NiCl,j2- 30, 54 
NiCI, - 2H,O 119, 263 
NiCl,. 2py 68.93, 278 
NiCI,. 2pyratole 68, 278 
NiCI, .4H,O 68, 119, 123, 159, 263 
NiC1,. 6H,O 119, 120, 123, 158, 263 
NiCI1.6NH, 119 
NiCsCI, 119 
NiCsF, 182 
NiF, 148, 152 
Nil,. 6NH, 119 
NiI,.6tu 119 
NiK2F4 197 
NiKF, 119, 129, 155 
NiPdCI,. 6H,O 147 
NiYtBr, . 6H,O 147 
NiPtCI,. 6H,O 147 
NiPt16.6H,0 147 
NiRb2CI,. 2 H 2 0  119, 196 
a-NiS0,. 6H10 45,46 
NiSiF, .6H,O 143, 147 
NiSnCI,.6HZO 68, 147, 158 
NiSnF6.6H,0 143, 147 
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NiT1F6-6H,O 143, 147 
Nix,  .2py 68 
N i Z r F 6 . 6 H 2 0  68, 143, 147 
[Ni(C,I~,N0)6](BF4)2 284 
[Ni(CSHSNO)6](CI04)2 67, 68, 139-141, 

283K. 
[Ni(C,H ,N0)6](N03)2 140, 158 
[Ni(acac),], 97, 98 
[Ni(en),X,]Y, 91 
[Ni(en),](NO,), 119, 135, I58 
[Ni(thiourea),CI,] 55, 141, 142 
[Ni,(en),(SCN)JI, 91, 93 
[Ni,(en),Br,]Br, 91, 92 
[Ni2(en),C1,]C12 91 -93 
{Ni[(NM,),CS],}Br, 1 19 
Ni[(CH,),N]CI, 170, 220 
(N,H,),Co(SO,), 173, 174 
(N,H 5)2Fc(S0,), 220 
(NEt,)2CoC14 156, 157 
(NEt,)FeCI, 142 
NH,CoF, 154 
NH4MnF3 154 
(NH,),CuBr, . 2 H 2 0  124, 129, 143 
(NH,),CuCI, . 2 H 2 0  124, 129, 143 
(NH,),IrCI, 119, 233K. 
(NH,),Mn(SO,), . 6H,O 6, 89 
(NH,),PtCl, 231 
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