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PREFACE 

“Don’t worry, we will never do it again!” 
This is the promise we sincerely made almost 10 years ago to our families, friends, 
and colleagues after having survived together the writing of the first edition of our 
textbook Environmental Organic Chemistry, and made once more after finishing the 
companion Problems Book two years later. But keeping such promises and keeping 
up with this rapidly expanding, exciting field of environmental sciences seem to be 
two things that are mutually exclusive. Hence, with fading memories of what it was 
really like, and flattered by the success of the first edition of our textbook, we decided 
to take on the challenge again; maybe at first not realizing that we have grown older 
and, as a consequence, that our professional lives have become much more diverse and 
busy than they used to be. Furthermore, what began as a minor revision and updating 
of the first edition soon developed its own dynamics, completely overturned old 
chapters and created new ones. During this process it became clear to us that the 
integration of the Problems Book with its two additional system chapters on rivers 
and groundwater into the main book would shift the gravity of the new edition to- 
ward the system approach, however, not at the expense of the fundamental chemical 
principles, but by adding more physics and mathematical modeling. This is now the 
product of four years of struggling with an immense amount of recent literature, as 
well as of continuously suffering from being on the horns of a dilemma; that is, the 
attempt to provide a fundamental text combining background theory, illustrative 
examples, and questions and problems, and, at the same time, to give a state-of-the- 
art account of a rather broad and interdisciplinary field. However, it would be com- 
pletely wrong to view the writing of this second edition solely as an ordeal; on the 
contrary, particularly the many exciting discussions with numerous students and 
colleagues have been very rewarding and most enjoyable. We hope that some of this 
joy will also be felt by our readers. 

What is this book all about? Everything you ever needed to know for assessing the 
environmental behavior of organic chemicals and more? Not quite, but we hope a 
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great deal of it, and certainly more than in the first edition. As in the first edition, our 
major goal is to provide an understanding of how molecular interactions and macro- 
scopic transport phenomena determine the distribution in space and time of organic 
compounds released into natural and engineered environments. We hope to do this 
by teaching the reader to utilize the structure of a given chemical to deduce that 
chemical’s intrinsic physical properties and reactivities. Emphasis is placed on 
guantzjtcation of phase transfer, transformation, and transport processes at each 
level. By first considering each of the processes that act on organic chemicals one at 
a time, we try to build bits of knowledge and understandings that later in the book 
are combined in mathematical models to assess organic compound behavior in the 
environment. 

Who should read and use this book, or at least keep it on their bookshelf? From our 
experience with the first edition, and maybe still with a little bit of wishful thinking, 
we are inclined to answer this question with “Everybody who has to deal with organic 
pollutants in the environment”. More specifically, we believe that the theoretical ex- 
planations and mathematical relationships discussed are very useful for chemistry 
professors and students who want both fundamental explanations and concrete 
applications that the students can use to remember those chemical principles. Like- 
wise, we suggest that environmental and earth science professors and their students 
can utilize the chemical property information and quantitative descriptions of 
chemical cycling to think about how humans are playing an increasingly important 
role in changing the Earth system and how we may use specific chemicals as tracers 
of environmental processes. Further, we believe that civil and environmental 
engineering professors and students will benefit from detailed understanding of the 
fundamental phenomena supporting existing mitigation and remedial designs, and 
they should gain insights that allow them to invent the engineering approaches of the 
future. Environmentalpolicy and management professors and students should also bene- 
fit by seeing our capabilities (and limitations) in estimating chemical exposures that 
result from our society’s use of chemicals. Finally, chemists and chemical engineers 
in industry should be able to use this book’s information to help make “green 
chemistry” decisions, and governmental regulators and environmental consultants 
should use the book to be better able to analyze the problem sites they must assess 
and manage. 

To meet the needs of this very diverse audience, we have tried, wherever possible, to 
divide the various chapters or topics into more elementary and more advanced parts, 
hoping to make this book useful for beginners as well as for people with more exper- 
tise. At many points, we have tried to explain concepts from the very beginning level 
(e.g., chemical potential) so that individuals who do not recall (or never had) their 
basic chemistry can still develop insights into and understand the origin and limits 
of modeling calculations and correlation equations. We have also incorporated 
numerous references throughout the text to help people who want to follow particular 
topics further. Finally, by including many illustrative examples, we have attempted 
to show environmental practitioners how to arrive at quantitative results for particu- 
lar cases of interest to them. Hence, this book should serve as a text for introductory 
courses in environmental organic chemistry, as well as a source of information for 
hazard and risk assessment of organic chemicals in the environment. We hope that 
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with this textbook, we can make a contribution to the education of environmental 
scientists and engineers and, thus, to a better protection of our environment. 

Acknowledgments. Those who have ever written textbooks know that the authors 
are not the only ones who play an important role in the realization of the final 
product. Without the help of many of our co-workers, colleagues and students, 
it would have taken another millennium to finish this book. We thank all of them, 
but above all BCatrice Schwertfeger who, together with Lilo Schwarz and CCcile 
Haussener produced the entire camera-ready manuscript. Furthermore, we acknow- 
ledge Toni Bernet for his professional help with the final layout, and Sabine Koch 
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4 General Topic and Overview 

Introduction 

For many decades now, human society has purposefully released numerous synthetic 
organic chemicals to our environment in an effort to control unwanted organisms 
such as weeds, insect pests, rodents, and pathogens. For example, DDT was sprayed 
more than 50 years ago to control mosquitoes (Storer, 1946). This insecticide appli- 
cation was so successful in reducing the incidence of malaria that DDT was once 
called one of “life’s great necessities” (Scientific American, 195 1). Similarly, other 
biocides like pentachlorophenol (PCP, a molluscicide for control schistosomiasis 
and an industrial disinfectant; Weinbach, 1957) or tributyl tin (used to inhibit fouling 
on boat hulls) have proven extremely effective remedies for problems of humankind 
caused by other organisms on earth. In all of these cases, we intentionally introduce 
organic chemicals into our environment. 

Meanwhile, many other chemicals have enabled our society to accomplish great 
technical advances. For example, we have learned to recover fossil hydrocarbons 
from the earth and use these for heating, for transportation fuels, and for synthetic 
starting materials. Likewise, synthetic compounds like tetraethyllead, chlorinated 
solvents, freons, methyl t-butyl ether (MTBE), polychlorinated biphenyls (PCBs), 
and many others (see Chapter 2) have enabled us to develop products and perfom 
industrial processes with greater efficiencies and safety. However, it has become 
quite apparent that even such “contained” applications always result in a certain 
level of discharge of these compounds to the environment. 

In retrospect, it is not surprising to see that quite a large portion of these synthetic 
chemicals have caused many problems. It was found that the biocides that were 
aimed at particular target organisms also harmed nontarget organisms. For example, 
very soon after its initial use, DDT was found to affect fish such as lake trout (Surber, 
1946; Burdick et al., 1964). Moreover, chemicals used in one geographic locale were 
seen to disperse widely (see example given in Fig. 1.1) and appear in the tissues of 
various plants and animals (e.g., PCBs in British wildlife, Holmes et al., 1967; PCBs 
in Dutch fish, shellfish, and birds, Koeman et al., 1969). Perhaps still more startling 
was the recognition that some of those persistent nonbiocide chemicals also caused 
ill health in some organisms. For example, bio-uptake of PCBs to toxic levels has 
now been recognized for many years (Risebrough et al., 1968; Gustafson, 1970). 

Considering these early lessons, and considering present society’s continuously 
expanding utilization of materials, energy, and space accompanied by an increasing 
use of anthropogenic organic chemicals, it seems obvious that the contamination 
of water, soil, and air with such compounds will continue to be a major issue in 
environmental protection. Note that we term chemicals anthropogenic if they are 
introduced into the environment primarily or exclusively as a consequence of human 
activity. 
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Figure 1. Historical records of 
the sales/production volumes of 
(n )  DDT and (b) PCBs, and the 
similarity of these time-varying 
trends to the accumulation rates of 
these chemicals in the sediments 
of Lake Ontario (from Eisenreich 
et al., 1989). 
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When addressing the issue of anthropogenic organic chemicals in the environment, 
one often tends to emphasize the consequences of spectacular accidents or the problems 
connected with hazardous waste management ( e g ,  waste water treatment, waste incin- 
eration, and dump sites). These are certainly very significant problems. But of at least 
equivalent importance is the chronic contamination of the environment due to the 
use of chemicals. According to the Organization of Economic Cooperation and 
Development (OECD) the global annwl industrial production of synthetic chemicals and 
materials exceeds 300 million tons. Furthermore, there are presently over 100,000 (mostly 
organic) synthetic chemicals in daily use, and this number increases continuously. 
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Although some of these everyday chemicals are not of direct environmental 
concern, numerous compounds are continuously introduced into the environment in 
large quantities (e.g., solvents, components of detergents, dyes and varnishes, 
additives in plastics and textiles, chemicals used for construction, antifouling 
agents, herbicides, insecticides, and fungicides). Furthermore, there are many 
biologically active compounds such as hormones and antibiotics used in human and 
veterinary applications, that may already raise concern when introduced into a given 
ecosystem at comparably low quantities (see Chapter 2). Hence, in addition to 
problems related to accidents and waste management, a major present and future 
task encompasses identification and possibly replacement of those widely used 
synthetic chemicals that may present unexpected hazard to us. Furthermore, new 
chemicals must be environmentally compatible-we must ensure that these 
compounds do not upset important processes and cycles of ecosystems. All of these 
tasks require knowledge of (1) the processes that govern the transport and transfor- 
mations of anthropogenic chemicals in the environment and (2) the effects of such 
chemicals on organisms (including humans), organism communities, and whole 
ecosystems. The first topic is the theme of this book. Our focus is on anthropogenic 
organic chemicals, and we discuss these primarily from the perspective of aquatic 
environments: groundwaters, streams and rivers, ponds and lakes, and estuaries and 
oceans. We note, however, that the ubiquity of water on Earth and its interactions 
with soils, sediment beds, organisms, and the atmosphere implies that understanding 
chemical fates in aquatic realms closely corresponds to the delineation of their fates 
in the environment as a whole. 

Assessing Organic Chemicals in the Environment: 
The Needs and the Tasks 

Organic chemicals that are introduced into the environment are subjected to various 
physical, chemical, and biological processes. These processes act in an interconnected 
way in environmental systems to determine the overall fate ofthe compound (e.g., in 
a lake, Fig. 1.2). They can be divided into two major categories: processes that leave 
the structure of a chemical (i.e., its “identity”) unchanged, and those that transform 
the chemical into one or several products of different environmental behavior and 
effect(s). The first category of processes includes transport and mixing phenomena 
within a given environmental compartment (e.g., in a water body) as well as transfer 
processes between different phases and/or compartments (e.g., water-air exchange, 
sorption and sedimentation, sediment-water exchange, uptake by organisms). The 
second type of processes leads to alterations of the structure of a compound. It 
includes chemical, photochemical, and/or biological (above all microbial) transfor- 
mation reactions. It is important to recognize that, in a given environmental system, 
all of these processes may occur simultaneously, and, therefore, different processes 
may strongly influence each other. 

When confi-onted with any practical question concerning the environmental behavior of 
an organic chemical, one obviously needs to be able to quantifl each of the individual 
processes occurring in the system considered. Quite often it may be relatively easy to 
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I ATMOSPHERE I 

Figure 1.2 Processes that determine 
the distribution, residence time, and 
sinks of an organic chemical i in a 
lake. This example illustrates the 
various physical, chemical, and bio- 
logical processes that a compound 
is subjected to in the environment. 
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identify those processes that are not relevant in a given situation. For example, by 
inspecting the physicochemical properties of the compound, we may immediately 
conclude that sorption to particles and sedimentation in a lake is not important. Or 
from looking at the structure of the chemical, we may disregard hydrolysis (i.e., reac- 
tion with water) as a relevant transformation reaction. In any case, whether a process 
turns out to be important or not, we have to be able to quantify all relevant compound- 
specific and system-specific parameters that are required to describe this process (Fig. 
1.3). To this end, we need to develop a feeling of how chemical structures cause the 
molecular interactions that govern the various transfer and reaction processes. We 
should stress that without an understanding of the molecular level, a sound assessment 
of the environmental behavior of organic compounds is not possible. On the other 
hand, ths  knowledge of basic chemistry is far from enough to cope with the complexity 
of environmental systems. Hence, we also need to learn how to quantify all relevant 
environmental factors (Fig. 1.3) required to describe a particular process. Finally, in 
order to be able to understand and evaluate the dynamic behavior of a given compound in 
the environment, we have to acquaint ourselves with the basis principles of transport and 
mixing phenomena, and we have to learn how to use models of appropriate complexity 
to evaluate and describe the interplay between all the physical, chemical, and biological 
processes occurring in a given system. 
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What Is This Book All About? 

The (Impossible?) Goals of This book 

Considering the needs and tasks discussed above, the reader may wonder whether it is 
reasonable, or even at all possible, to cover such a broad area including environmental 
chemistry, environmental physics, and (mathematical) modeling in a single textbook. 
Further, besides being intended as a textbook for students in environmental sciences 
and engineering, earth sciences, chemistry, and physics, this book should serve as a 
reference for practitioners who need to solve “real world problems”. And, last but not 
least, it should characterize of the state of the art of the field of environmental organic 
chemistry at the beginning of this century. 
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This all sounds overambitious, and, in a sense, of course, it is. Nevertheless, we 
strongly feel that an integral view of the whole field, from the microscopic scale of 
molecular interactions up to the macroscopic scale of whole environmental system 
dynamics, is necessary for a sound assessment of organic chemicals in the environ- 
ment. Therefore, this book should be considered as an attempt to introduce and inte- 
grate the most important aspects of all relevant topics, but not an exhaustive treat- 
ment of particular subjects. For readers who want to pursue certain topics in greater 
detail, numerous literature citations have been included (although this is unusual for 
a textbook). Furthermore, basic principles are emphasized and simplified pictures 
are sometimes used to help the less experienced reader to enhance her or his intuitive 
perception of a given process. In order to help bring together theory and practice, we 
have also introduced numerous illustrative examples. These show the reader the 
step-by-step elements of some common types of calculations used in this field. Also, 
each chapter ends with a set of questions to point to the most important aspects of a 
chapter and to inspire qualitative discussions, and problems that allow teachers to 
explore the depth of understanding of their students. Finally, we have chosen to 
write the text in a somewhat colloquial style to enhance the palatability of the hnda- 
mental discussions; we hope that the professionals among our readers will make an 
allowance for this effort to teach. 

A Short Guide to the Book 

The book is divided into five parts. We progressively work our way from primarily 
compound-related aspects (intrinsic compound properties and reactivities) up to 
whole environmental system considerations. In the second introductory chapter 
(Chapter 2), we turn our attention to the main actors of this book: anthropogenic 
organic chemicals. We review some terminology and basic concepts used in organic 
chemistry, and we take a glimpse at the structures of several different important 
classes of environmental organic chemicals. 

Part I1 is devoted to equilibrium considerations of the partitioning of organic chemi- 
cals between gaseous, liquid, and solid phases. In Chapter 3 we address the molecular 
interactions that determine the partitioning behavior of organic chemicals, and we 
review the most important thermodynamic concepts used to describe partitioning. An 
important goal of Chapter 3 is to set the stage for building a conceptual framework that 
allows us to treat partitioning processes in a holistic way. In the consecutive chapters, 
we then try to further develop this framework step by step. We start out in Chapter 4 
with a discussion of vapor pressure, which is a direct measure of the forces between 
the compound’s molecules when present in the pure condensed form of the chemical. 
In Chapter 5 ,  we tackle a quite complicated subject; that is, we try to understand what 
structural features determine how much an organic chemical likes (or dislikes) to be 
dissolved in water. We see how the aqueous activity coefficient of a compound and its 
water solubility are interrelated, and how they are influenced by the presence of other 
water constituents including dissolved salts and organic cosolvents. In Chapters 6 and 
7 we then evaluate the air-liquid and organic liquid-water partitioning of organic 
compounds. Both chapters build directly upon the concepts derived in Chapters 3 to 5.  
The discussion of basic aspects of partitioning processes is concluded in Chapter 8, 
which deals with compounds that may undergo proton transfer reactions in aqueous 
solution: organic acids and bases. Because ionic organic molecules show a different 
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partitioning behavior than their neutral counterparts, the ability to deduce the fraction 
of a chemical present as an ionized species is necessary to predict phase equilibria of 
organic acids and bases. 

Armed with the basic knowledge and insights acquired in Chapters 3 through 8, we 
then deal with partitioning processes involving more complex and environmentally 
more relevant condensed phases including natural organic matter (Chapter 9), 
organisms (Chapter lo), and inorganic solids (Chapter 11). As we will learn in these 
chapters, associations with these natural “sorbents” are pivotal to the transport, dis- 
tribution, and fate, as well as for the effects of organic chemicals in the environment. 

Part 111 is devoted to abiotic and biological transformation processes. For our 
discussions we divide these processes into three major categories, i.e., chemical 
(Chapters 13 and 14),photochemical (Chapters 15 and 16), and biologically mediated 
(Chapter 17) transformation andor degradation reactions. In Chapter 12, we review 
some of the basic thermodynamic and kinetic concepts needed for Chapters 13 
through 17, and we introduce the simplest mass balance model: the well-mixed reactor 
or one-box model. Chapter 13 deals primarily with reactions of organic chemicals with 
nucleophiles, in particular, with water (hydrolysis). In Chapter 14, we discuss redox 
reactions of organic chemicals and we address some of the most important bio- 
geochemical processes that determine the redox conditions in a given environment 
(e.g., in soils, aquifers, sediments, landfills, and hazardous waste sites). 

In Chapter 15 we address the consequences of the direct interaction of organic 
compounds with sunlight. This also forces us to evaluate the light regime in natural 
systems, in particular, in surface waters. Chapter 16 then deals with reactions of 
organic chemicals with photochemically produced reactive species (photooxidants) in 
surface waters and in the atmosphere. Note that in Chapters 15 and 16, the focus is on 
quantification of these processes rather than on a discussion of reaction pathways. 

We conclude Part I11 with Chapter 17, in which some aspects of microbial transfor- 
mations of anthropogenic compounds in the environment are addressed. The aim of 
this chapter is to provide some insights into the strategies applied by microorganisms 
to break down xenobiotic (“foreign to organisms”) organic chemicals and to demon- 
strate concepts useful in quantifying such microbial transformation reactions. 

Tired of so much chemistry , some readers may now turn with pleasure to Part IV, in 
which transport and mixing phenomena are explained. Furthermore, Part IV 
provides the conceptual and mathematical framework for building models for the 
quantitative description of the dynamic behavior of organic chemicals in environ- 
mental systems. 

Part IV is organized in the following way: Chapter 18 gives an overview of trans- 
port phenomena in the environment by grouping them into just two categories: 
directed transport and random processes. While directed transport (advection, 
transport under the influence of gravitation, etc.) will be treated in detail in Chapter 
22, the discussion in Chapter 18 focuses on transport by randomness. We start with 
different kinds of diffusion phenomena, discuss Fick’s laws, introduce the concept 
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of molecular diffusion, and end with a first glance at turbulent transport. Chapter 19 
deals with transport at boundaries. Here we choose a novel approach by classifying 
the enormous variety of boundaries in natural systems as just one of three types: 
bottleneck, wall, or dflusive boundaries. In case the reader considers this systematic 
treatment of boundary processes laborious, we hope that she or he will later enjoy 
the ease with which such diverse problems as air-water exchange, the dilution of a 
pollutant patch by dispersion, or the dynamics of sorption on particles in water can 
be understood based on the more hndamental things learned earlier. Chapter 20 is 
devoted to one very important boundary in the environment, the air-water interface. 

The remaining two chapters of Part IV set the basis for the more advanced environ- 
mental models discussed in Part V. Chapter 21 starts with the simple one-box model 
already discussed at the end of Chapter 12. One- and two-box models are combined 
with the different boundary processes discussed before. Special emphasis is put on 
linear models, since they can be solved analytically. Conceptually, there is only a 
small step from multibox models to the models that describe the spatial dimensions 
as continuous variables, although the step mathematically is expensive as the model 
equations become partial differential equations, which, unfortunately, are more 
complex than the simple differential equations used for the box models. Here we 
will not move very far, but just open a window into this fascinating world. 

Finally, in Part V we present some case studies aimed at illustrating how to combine 
all the theories and concepts developed throughout the book. The environmental 
systems that we have chosen to do this include lakes (Chapter 23), rivers (chapter 
24), and aquifers (chapter 25). These cases will also demonstrate how far one can go 
with simple models that do not need a large computer but just rely on the mathemat- 
ical understanding of the user and perhaps on a simple pocket calculator to get 
quantitative results. 

The “Zoo” of Symbols, Subscripts, and Superscripts: 
Some Remarks on Notation 

This book combines information from a wide spectrum of disciplinary cultures, each 
having its own nomenclature and rules for how to express certain physical or chemical 
quantities. For example, in basic chemistry, particularly in physical chemistry, the 
rules are tough and everything is strictly regulated, whereas in physics, freedom of 
choice is rather large. Hence, one dilemma that we have to cope with in this book is 
to satisfy all these different worlds. 

When considering the numerous compound- and system-specific properties, param- 
eters and factors used for the assessment of organic compounds in the environment, 
it is virtually impossible to use a consistent, throughout-the-book, always-to-the- 
last-detail unambiguous symbolism. Of course, we could come close to perfectionism 
by introducing a large set of different symbols carrying numerous subscripts and su- 
perscripts. Probably only the perfectionists among the readers would appreciate such 
an undertaking. Thus, in order to find a compromise, we have chosen a somewhat 
pragmatic way in that we try to be strictly consistent only within parts of the book 
that are closely interrelated. Thus, for example, in Part 11, where we talk about the 
partitioning of a given compound between various different phases, we use a subscript 
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i for identifying those quantities that are compound-specific. The goal is to familiarize 
the reader with these quantities in order to help him or her to learn to distinguish 
them from system properties. Later in the book, particularly in Parts IV and V, where 
numerous mathematical expressions are used, we generally abandon this convention 
unless it is required for clarification. The reason is not to overload the mathematical 
expressions with unnecessary subscripts. 

Another problem that the reader has to live with is that certain symbols (e.g., a, A,f) 
are used to denote several different quantities. The reason is that in the different 
disciplines, these symbols are commonly used for a given purpose, and we have 
sought to maintain the same nomenclature as much as possible. 

In summary, this textbook has been designed to acquaint the reader with the basic 
principles of organic compound behavior in the environment and to provide conceptual 
tools and pertinent information necessary to evaluate and describe quantitatively the 
dynamics of anthropogenic organic chemicals in natural systems. Special emphasis 
is placed on the interrelationship between chemical structure and environmental 
behavior of organic compounds. The information contained in this book has been 
collected from many areas of basic and applied science and engineering, including 
chemistry, physics, biology, geology, limnology, oceanography, pharmacology, 
agricultural sciences, atmospheric sciences, and hydrogeology, as well as chemical, 
civil, and environmental engineering. This reflects the multidisciplinary approach that 
must be taken when studying the dynamics of organic compounds in the environment. 
However, there are still numerous gaps in our knowledge, which will become apparent 
in the text. It is, therefore, our hope that this book will motivate students to become 
active in this important field of research. 
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When confronted with the plethora of natural and man-made organic chemicals 
released into the environment (Blumer, 1975; Stumm et al., 1983), many of us may 
feel overwhelmed. How can we ever hope to assess all of the things that happen to 
each of the substances in this menagerie, encompassing so many compound names, 
formulas, properties, and reactivities? It is the premise of our discussions in this 
book that each chemical’s structure, which dictates that compound’s “personality,” 
provides a systematic basis with which to understand and predict chemical behavior 
in the environment. Thus in order to quantify the dynamics of organic compounds in 
the macroscopic world (Parts IV and V), we will need to learn to visualize organic 
molecules in the microscopic environments in which they exist. However, before we 
do that in Parts I1 and 111, we first need to refresh our memories with some of the 
terminology and basic chemical concepts of organic chemistry used throughout this 
book (Section 2.2). For readers with little background in organic chemistry, it may 
be useful to consult the introductory chapters of an organic chemistry textbook in 
addition to this section. On the other hand, professional chemists might want to 
continue directly with Section 2.3, where we will try to give an overview of some 
important groups of environmentally relevant organic chemicals. 

The Makeup of Organic Compounds 

To understand the nature and reactivity of organic molecules, we first consider the 
pieces of which organic molecules are made. This involves both the various atoms 
and the chemical bonds linking them. First, we note that most of the millions of 
known natural and synthetic (man-made) organic compounds are combinations of 
only a few elements, namely carbon (C), hydrogen (H), oxygen (0), nitrogen (N), 
sulfur (S), phosphorus (P), and the halogens fluorine (F), chlorine (Cl), bromine 
(Br), and iodine (I). The chief reason for the almost unlimited number of stable or- 
ganic molecules that can be built from these few elements is the ability of carbon to 
form up to four stable carbon-carbon bonds. This permits all kinds of three-dimen- 
sional carbon skeletons to be made, even when the carbon atoms are also bound to 
heteroatoms (i.e., to elements other than carbon and hydrogen). Fortunately, despite 
the extremely large number of existing organic chemicals, knowledge of a few 
governing rules about the nature of the elements and chemical bonds present in 
organic molecules will already enable us to understand important relationships 
between the structure of a given compound and its properties and reactivities. These 
properties and reactivities determine the compound’s behavior in the environment. 

Elemental Composition, Molecular Formula, and Molar Mass 

When describing a compound, we have to specify which elements it contains. This 
information is given by the elemental composition of the compound. For example, a 
chlorinated hydrocarbon, as the name implies, consists of chlorine, hydrogen, and 
carbon. The next question we then have to address is how many atoms of each of 
these elements are present in one molecule. The answer to that question is given by 
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the molecular formula, for example, four carbon atoms, nine hydrogen atoms, and one 
chlorine atom: C4H9C1. The molecular formula allows us to calculate the molecular 
mass of the compound, which is the sum of the masses of all atoms present in the 
molecule. The atomic masses of the elements of interest to us are given in Table 2.1. 
Note that for many of the elements, there exist naturally occurring stable isotopes. 
Isotopes are atoms that have the same number of protons and electrons (which deter- 
mines their chemical nature), but different numbers of neutrons in the nucleus, thus 
giving rise to different atomic masses. Examples of elements exhibiting isotopes that 
have a significant natural abundance are carbon (I3C:l2C = 0.01 1: l), sulfur (34S:32S = 
0.044:1), chlorine (37C1:35C1 = 0.32:1), and bromine (s1Br:79Br = 0.98: I). Conse- 
quently, the atomic masses given in Table 2,l represent averaged values of the natu- 
rally occurring isotopes of a given element (e.g., average carbon is 1.1% at 13 u + 
98.9% at 12 u = 12.011 u). Note that 1 u (unified atomic mass unit) is approximately 
equal to 1.6605 x kg. Using these atomic mass values we obtain a molecular 
mass (or molecular weight) of 92.57 u for one single molecule with the molecular 
formula C4H9C1. If we take the amount of 1 mole of pure substance (that is, the 
Avogadro’s number NA = 6.02 x loz3 identical units, here molecules), this amount 
weighs 92.57 grams and is named the molar muss of the (pure) substance. So, 1 mole 
(abbreviation 1 mol) of any (pure) substance always contains the same amount of 
molecules and its mass in grams is what each molecule’s mass is in u. 

Given the molecular formula, we now have to describe how the different atoms are 
connected to each other. The description of the exact connection of the various 
atoms is commonly referred to as the structure of the compound. Depending on the 
number and types of atoms, there may be many different ways to interconnect a 
given set of atoms which yield different structures. Such related compounds are 
referred to as isomers. Furthermore, as we will discuss later, there may be several 
compounds whose atoms are connected in exactly the same order (i.e., they exhibit 
the same structure), but their spatial arrangement differs. Such compounds are 
then called stereoisomers. It should be pointed out, however, that, quite often, and 
particularly in German-speaking areas, the term structure is also used to denote both 
the connectivity (i.e., the way the atoms are connected to each other) as well as the 
spatial arrangement of the atoms. The term constitution of a compound is then some- 
times introduced to describe solely the connectivity. 

Electron Shells of Elements Present in Organic Compounds 

Before we can examine how many different structures exist with a given molecular 
formula (e.g., C,H9C1), we have to recall some of the rules concerning the number 
and nature of bonds that each of the various elements present in organic molecules 
may form. To this end, we first examine the electronic characteristics of the atoms 
involved. 

Both theory and experiment indicate that the electronic structures of the noble gases 
[helium (He), neon (Ne), argon (Ar), krypton (Kr), xenon (Xe), and radon (Rn)] are 
especially nonreactive; these atoms are said to contain “filled shells” (Table 2.1). 
Much of the chemistry of the elements present in organic molecules is understandable 
in terms of a simple model describing the tendencies of the atoms to attain such 
filled-shell conditions by gaining, losing, or, most importantly, sharing electrons. 
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The first shell (K-shell) holds only two electrons [helium structure; first row of the 
periodic system (P.s.) of the elements] ; the second (L-shell; second row of the P.s.) 
holds eight; the third (M-shell; third row of the P.s.) can ultimately hold 18, but a 
stable configuration is reached when the shell is filled with eight electrons (argon 
structure). Thus, among the elements present in organic molecules, hydrogen 
requires two electrons to fill its outer shell (one it supplies, the other it must get 
somewhere else), while the other important atoms of organic chemistry require 
eight, that is, an octet configuration (see Table 2.1). It is important to realize that the 
number of electrons supplied by a particular atom in its outer shell (the so-called 
valence electrons; note that the remainder of the atom is referred to as kernel) chiefly 
determines the chemical nature of an element, although some significant differences 
between elements exhibiting the same number of outer-shell electrons do exist. The 
latter is due in large part to the different energetic status of the electrons in the various 
shells, reflecting the distance of the electrons from the positively charged nucleus. 
We address the differences between such elements (e.g., nitrogen and phosphorus, 
oxygen and sulfur) at various stages during our discussions. 

Covalent Bonding 

The means by which the atoms in organic molecules customarily complete their 
outer-shell or valence-shell octet is by sharing electrons with other atoms, thus forming 
so-called covalent bonds. Each single covalent bond is composed of a pair of 
electrons, in most cases one electron contributed by each of the two bonded atoms. 
The covalent bond may thus be characterized as a mutual deception in which each 
atom, though contributing only one electron to the bond, “feels” it has both electrons 
in its effort to fill its outer shell. Thus we visualize the bonds in an organic 
compound structure as electron pairs localized between two positive atomic nuclei; 
the electrostatic attraction of these nuclei to these electrons holds the atoms together. 
The simple physical law of the attraction of unlike charges and the repulsion of like 
charges is the most basic force in chemistry, and it will help us to explain many 
chemical phenomena. 

Using the simple concept of electron sharing to complete the valence-shell octet, we 
can now easily deduce from Table 2.1 that H, F, C1, Br, and I should form one bond 
(monovalent atoms), 0 and S two (bivalent atoms), N and P three (trivalent atoms), and 
C four (tetravalent atom) bonds in a neutral organic molecule. With a few exceptions 
(particularly for S and P), which we will address later in Section 2.3, this concept is 
valid for the majority of cases that are of interest to us. For our compound with the 
molecular formula of C,H,Cl, we are now ready to draw all the possible structural 
isomers by simply applying these valency rules. Fig. 2.1 shows that there are four 
different possibilities. With this example we also take the opportunity to get 
acquainted with some of the common conventions used to symbolize molecular 
structures. Since it is clearer to separate shared and unshared electron pairs, the 
former (the actual covalent bond) are written as straight lines connecting two atomic 
symbols, while the unshared valence electrons are represented by pairs of dots (line 1 
in Fig. 2.1). This representation clearly shows the nuclei and all of the electrons we 
must visualize. To simplify the drawing, all lines indicating bonds to hydrogen as 
well as the dots for unshared (nonbonding) electrons are frequently not shown (line 2). 
For further convenience we may, in many cases, eliminate all the bond lines without 
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nonbonding 
electrons 
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I 
CH, 

(3) H,CCH,CH,CH,CI H,CCH,CH( CI)CH, H,CCH( CH,)CH,CI (H3C)3CCl 

Figure 2.1 Conventions for sym- 
bolizing the molecular structures 
of the four butyl chloride (or chlo- 
robutane) isomers. 

loss of clarity, as illustrated in line 3 .  Note that branching is indicated by using 
parentheses in this case. Finally, especially when dealing with compounds exhibiting 
a large number of carbon atoms, it is very convenient to just sketch the carbon skel- 
eton as depicted in line 4. Each line is thus a skeletal bond and is assumed to have 
carbons at each end unless another element is shown. Furthermore, no carbon- 
hydrogen bonds are indicated, but are assumed present as required to make up full 
bonding (four bonds) at each carbon atom. To distinguish the various carbon-carbon 
bonds, bond lines are placed (whenever possible), at about 120°, roughly resembling 
the true physical bond angle (see below). 

At this point in our discussion about chemical bonds and structural formulas, we 
should stress that structural isomers may exhibit very different properties and 
reactivities. For example, the rates of hydrolysis (reaction with water, see Chapter 13) 
of the four butyl chlorides shown in Fig. 2.1 are quite different. While the hydrolytic 
half-life (time required for the concentration to drop by a factor of 2) of the first and 
third compound is about 1 year at 25”C, it is approximately 1 month for the second 
compound, and only 30 seconds for the fourth compound. When we compare the 
two possible structural isomers with the molecular formula C,H60, we can again 
find distinct differences in that the well-known ethanol (CH,CH,OH) is a liquid at 
ambient conditions while dimethylether (CH,OCH,) is a gas. These examples 
should remind us that differences in the arrangement of a single collection of atoms 
may mean very different environmental behavior; thus we must learn what it is 
about compound structure that dictates such differences. 

So far we have dealt only with single bonding between two atoms. There are, 
however, many cases in which atoms with more than one “missing” electron in their 
outer shell form double bonds or, sometimes, even triple bonds; that is, two atoms 
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?-? CI CI 

tetrachloroethene 

A 
acetone 

0 
cyclohexene 

furan 

KCEN 
acrylonitrile 

Figure 2.2 Some simple molecules 
exhibiting double and/or triple 
bonds. Note that we use notation 
type 4 in Fig. 2.1. 

share either two or even three pairs of electrons to complete their valence shells. A 
few examples of compounds exhibiting double or triple bonds are given in Fig. 2.2. 
We note that a double bond is indicated by a double line and, logically, a triple bond 
by three parallel lines between the corresponding atoms. We also note from Fig. 2.2 
that there are compounds with ring structures (that may or may not contain double 
bonds). Rings are usually composed predominantly of carbon atoms, but they may 
also contain heteroatoms (i.e., elements other than carbon or hydrogen such as 0, N) 
in the ring (see Section 2.3). 

Bond Energies (Enthalpies) and Bond Lengths. 
The Concept of Electronegativity 

An important aspect of chemical bonding that we need to address is the strength of a 
chemical bond in organic molecules; that is, we should have a general idea of the 
energy involved in holding atoms together in a covalent bond. The most convenient 
measure of bond energy is indicated by the bond dissociation enthalpy, AHIB. For a 
diatomic molecule, this is defined as the heat change of the gas phase reaction: 

A-B+A*+B';  MiB 
at constant pressure and temperature [e.g., 1.013 bar (= 1 atm) and 25"CI. Here 
MiB also contains the differences in translational, rotational (only AB), and vibra- 
tional (only AB) energies between educt (A-B) andproducts (A*,B*). Unfortunate- 
ly, it is not possible to directly measure bond dissociation (or formation) enthalpies 
for each of the different bonds present in a molecule containing more than one bond; 
they have to be determined indirectly, commonly through thermochemical studies of 
evolved heat (calorimetric measurements) in reactions such as combustion. These 
studies yield only enthalpies of overall reactions, where several bonds are broken 
and formed, respectively. The individual bond dissociation (or formation) enthalpies 
have then to be deduced from this data in various ways. The results are commonly 
shown in tables as average strengths for a particular type of bond, valid for gas phase 
reactions at 25°C and 1.013 bar. Table 2.2 summarizes average bond enthalpies (and 
bond lengths) of some important covalent bonds. From these data, some general 
conclusions about covalent bonds can be drawn, and a very useful concept can be 
derived to evaluate the uneven distribution of the electrons in a chemical bond: the 
concept of electronegativity. 

Electronegativity. When visualizing a chemical bond, it is appropriate to imagine 
that the "electron cloud" or averaged electron position located between the two 
nuclei is, in general, distorted toward the atom that has the higher attraction for the 
electrons, that is, the atom that is more electronegutive. This results in the accumulation 
of negative charge at one end of the bond (denoted as 6 - ) and a corresponding 
deficiency at the other end (denoted as 6 + ): 

Among the elements present in organic molecules, we intuitively (and correctly) 
predict that the smaller the atom (hence allowing a closer approach of the bonding 
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Table 2.2 Average Bond Lengths (A) and Average Bond Enthalpies ( kJ.  mol-') 
of Some Important Covalent Bonds" 

Bond LengthEnthalpy Bond LengthEnthalpy Bond LengthEnthalpy 

Diatomic Molecules 

H-H 0.741436 F-F 1.421155 o=o 
H-F 0.9215 66 C1-C1 1.991243 NsN 

H-Cl 1.271432 Br-Br 2.281193 

H-Br 1.411367 1-1 2.671152 

H-I 1.601298 

Covalent Bonds in Organic Molecules 

Single bondsb 

H-C 1.1 11415 c-c 1.541348 C-F 

H-N 1.001390 C-N 1.471306 c-Cl 

H-0 0.961465 c-0 1.411360 C-Br 

H-S 1.331348 c-s 1.811275 c-I 

Double and triple bonds 

c=c 1.3416 12 C=Od 1.201737 c=c 
C=N 1.281608 C=O" 1.201750 C-N 

c=s 1.561536 C=@ 1.161804 

1.211498 

1.101946 

1.381486 

1.781339 

1.94128 1 

2.141216 

1.161838 

1.161888 

" Bond lengthhond enthalpy. Note that 1 8, equals 0.1 nm. 
which none of the partner atoms is involved in a double or triple bond. In such cases bond lengths are 
somewhat shorter. In carbon disulfide. In aldehydes. " In ketones. carbon dioxide. 

Bond lengths are given for bonds in 

electrons to the positively charged nucleus) and the higher the net charge of the 
kernel (nucleus plus the electrons of the inner, filled shells; see Table 2. l), the greater 
will be that atom's tendency to attract additional electrons. Hence, as indicated in 
Table 2.3, within a row in the Periodic Table (e.g., from C to F), electronegativity 
increases with increasing kernel charge, and within a column (e.g., from F to I), 
electronegativity decreases with increasing kernel size. The most commonly used 
quantitative scale to express electronegativity (Table 2.3) has been devised by Pauling 
(1960). On this scale, a value of 4.0 is arbitrarily assigned to the most electro- 
negative atom, fluorine, and a value of 1 .O to lithium. The difference in electronega- 
tivity between two atoms A and B is calculated from the extra bond energy in A-B 
versus the mean bond energies of A-A and B-B in which the electrons should be 
equally shared. The reason for deriving relative electronegativities based on bond 
energies is that we interpret the extra bond strength in such a polarized bond to be 
due to the attraction of the partial positive and negative charges. 

Let us discuss the importance of charge separation in bonds involving atoms of 
different electronegativity, for example, C and N, 0, or C1. The extent of partial ionic 
character in suchpolar covalent bonds is a key factor in determining a compound's 
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Table 2.3 Electronegativities of Atoms According to the Scale Devised by Pauling 
( 1960) 

ChargeofKernel: + I  +4 + 5  + 6  + 7  

H Increasing Size 
2.2 of Kernel 

C N 0 F 
2.5 3.0 3.5 4.0 

P S C1 
2.2 2.5 3.0 

Br 
2.8 

I 
2.5 

behavior and reactivity in the environment. The polarization in bonds is important in 
directing the course of chemical reactions in which either these bonds themselves or 
other bonds in the vicinity are broken. Furthermore, the partial charge separation 
makes each bond between dissimilar atoms a dipole. The (vector) sum of all bond 
dipoles in a structure yields the total dipole moment of the molecule, an entity that 
can be measured. However, it is the dipole moments of individual bonds that are 
most important with respect to the interactions of a given compound with its molecular 
surroundings. 

From Table 2.3 it can be seen that according to Pauling’s scale, carbon is slightly more 
electron-attracting than hydrogen. It should be noted, however, that the electron- 
attracting power of an atom in isolation differs from that attached to electron-attract- 
ing or electron-donating substituents in an organic molecule. For example, many 
experimental observations indicate that carbon in -CH, is significantly less 
electron-attracting than hydrogen. We may rationalize this by recognizing that each 
additional hydrogen contributes some electron density to the carbon and successively 
reduces that central atom’s electronegativity. In conclusion, we should be aware that 
the electronegativity values in Table 2.3 represent only a rough scale of the relative 
electron-attracting power of the elements. Hence in bonds between atoms of similar 
electronegativity, the direction and extent of polarization will also depend on the 
type of substitution at the two atoms. 

Hydrogen Bonding. One special result of the polarization of bonds to hydrogen 
which we should highlight at this point is the so-called hydrogen bonding. As indi- 
cated in Table 2.1 , hydrogen does not possess any inner electrons isolating its nu- 
cleus (consisting of just one proton) from the bonding electrons. Thus, in bonds of 
hydrogen with highly electronegative atoms, the bonding electrons are drawn 
strongly to the electronegative atom, leaving the proton exposed at the outer end of 
the covalent bond. This relatively bare proton can now attract another electron-rich 
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centeryespecially heteroatoms with nonbonding electrons, and form a hydrogen bond 
as schematically indicated below by the dotted line: 

-X&-H&...:Y”- X ,Y=N,O,  ... 

In organic molecules this is primarily the case if X and Y represent nitrogen or 
oxygen. 

If the electron-rich center forms part of the same molecule, one speaks of an 
intramolecular hydrogen bond; if the association involves two different molecules, 
it is referred to as an intermolecular hydrogen bond. Although, compared to covalent 
bonds, such hydrogen bonds are relatively weak (1 5 to 20 kJ. mol-’), they are of 
enormous importance with respect to the spatial arrangements and interactions of 
molecules. 

We now return to Table 2.2 to note a few simple generalities about bond lengths and 
bond strengths in organic molecules. As one can see, bond lengths of first-row 
elements (C, N, 0, F) with hydrogen are all around 1 A (0.1 nm). Bonds involving 
larger atoms (S, P, C1, Br, I) are longer and weaker. Finally, double and triple bonds 
are shorter and stronger than the corresponding single bonds; and we notice that the 
bond enthalpies of double and triple bonds are often somewhat less than twice and 
three times, respectively, the values of the single atom bonds (important exception: 
C=O bonds). 

To get an appreciation of the magnitude of bond energies, it is illustrative to compare 
bond enthalpies to the energy of molecular motion (translational, vibrational, and 
rotational), which, at room temperature, is typically on the order of a few tens of 
kilojoules per mole. As can be seen from Table 2.2, most bond energies in organic 
molecules are much larger than this, and, therefore, organic compounds are, in 
general, stable to thermal disruption at ambient temperatures. At high temperatures, 
however, the energy of intramolecular motion increases and can then exceed certain 
bond energies. This leads to a thermally induced disruption of bonds, a process that 
is commonly referred to as pyrolysis (heat splitting). 

It is important to realize that the persistence of organic compounds in the environment 
is due to the relatively high energy (of activation) needed to break bonds and not 
because the atoms in a given molecule are present in their lowest possible energetic 
state (and, therefore, would not react with other chemical species). Hence, many or- 
ganic compounds are nonreactive for kinetic, not thermodynamic, reasons. We will 
discuss the energetics and kinetics of chemical reactions in detail later in this book. 
Here a simple example helps to illustrate this point. From daily experience we know 
that heat can be gained from burning natural gas, gasoline, fuel oil, or wood. As we 
also know, all these fuels are virtually inert under environmental conditions until we 
light a match, and then provide the necessary initial activation energy to break bonds. 
Once the reaction has started, enough heat is liberated to keep it going. The amount of 
heat liberated can be estimated from the bond enthalpies given in Table 2.2. For example, 
when burning methane gas in a stove, the process that occurs is the reaction of the 
hydrocarbon, methane, with oxygen to yield CO, and H,O: 
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In this gas phase reaction we break four C-H and two 0=0 “double” bonds and we 
make two C=O and four 0-H bonds. Hence, we have to invest (4 x 41 5) + (2 x 498) 
= +2656 kJ-mol-’, and we gain (2 x 804) + (4 x 465) = -3468 kJ.mol-I. The 
estimated heat of reaction at 25OC for reaction 2-2 is therefore, -8 12 kJ. mol-’ (the 
experimental value is -802 kT.mol-’), a quite impressive amount of energy. We 
recall from basic chemistry that, by convention, we use a minus sign to indicate that 
the reaction is exothermic; that is, heat is given off to the outside. A positive sign is 
assigned to the heat of reaction if the reaction consumes heat by taking energy into 
the product structures; such reactions are then called endothermic. 

The example illustrates that enthalpy can be gained when nonpolar bonds, as commonly 
encountered in organic molecules, are broken and polar bonds, such as those in carbon 
dioxide and water, are formed. Reactions which involve the transfer of electrons 
between different chemical species are generally referred to as redox reactions. Such 
reactions form the basis for the energy production of all organisms. From this point 
of view we can consider organic compounds as energy sources. 

Oxidation State of the Atoms in an Organic Molecule 

When dealing with transformation reactions, it is important to know whether elec- 
trons have been transferred between the reactants. For evaluating the number of 
electrons transferred, it is convenient to examine the (formal) oxidation states of all 
atoms involved in the reaction. Of particular interest to us will be the oxidation state 
of carbon, nitrogen, and sulfur in a given organic molecule, since these are the 
elements most frequently involved in organic redox reactions. 

The terms oxidation and reduction refer, respectively, to the loss and gain of elec- 
trons at an atom or ion. An oxidation state of zero is assigned to the uncharged 
element; a loss of Z electrons is then an oxidation to an oxidation state of + Z. 
Similarly, a gain of electrons leads to an oxidation state lower by an amount equal to 
the number of gained electrons. A simple example is the oxidation of sodium by 
chlorine, resulting in the formation of sodium chloride: 

oxidation 
NaO - Na+’ + e- 

reduction .. 
:cI.O + e- - : CI: -1 

To bridge the gap between full electron transfer in ionic redox reactions (as shown in 
the example above) and the situation with the shared electrons encountered in covalent 
bonds, one can formally assign the possession of the electron pair in a covalent bond 
to the more electronegative atom of the two bonded atoms. By doing so, one can then 
count the electrons on each atom as one would with simple inorganic ions. For any 
atom in an organic molecule, the oxidation state may be computed by adding 0 for 
each bond to an identical atom; - 1 for each bond to a less electronegative atom or for 
each negative charge on the atom; and + 1 for each bond to a more electronegative 
atom or for each positive charge. We note that in C-S, C-I, and even C-P bonds the 



24 An Introduction to Environmental Organic Chemicals 

electrons are attributed to the heteroatom, although the electronegativities of these 
heteroatoms are very similar to that of carbon. Finally, we should also point out that 
Roman instead of Arabic numbers are frequently used to express the oxidation state 
of a covalently bound atom. 

Some examples demonstrating how to determine the oxidation states of the carbon 
atoms present in organic molecules are given in Illustrative Example 2.1. More 
examples covering the other elements that may assume several different oxidation 
states (i.e., N, S, P) will be given in Section 2.3 in our discussion of functional 
groups. 

~~ ~~ 

Illustrative Example 2.1 

2-methyl-butane 
(iso-pentane) 

1 /p 
H,C- C 2 

\ 
0-H 

acetic acid 

CI,i 2 ,H 
,c =c 

CI ‘ CI 

trichloroethene 

H - 0 8  \ / 4  CH3 

5 
H H  

4-methyl-phenol 
(pcresol) 

Determining the Oxidation States of the Carbon Atoms Present in Organic 
Molecules 

Problem 
Determine the oxidation state of each carbon present in (a) iso-pentane, (b) 
acetic acid, (c) trichloroethene, and (d) 4-methylphenol (p-cresol). Note that in 
organic molecules hydrogen always assumes an oxidation state of +I, chloride 
of -I, and oxygen (in most cases, see Section 2.3) of -11. 

Answer (a) 
The carbons of the methyl groups (Cl, C4, C,) are bound to three hydrogens and one 
carbon; hence their oxydation state is 3 (-1) + (0) = -111. The methylene group (C,) is 
bound to two hydrogens and two carbons, which yields 2(- I) +2(0) = -11. Finally, 
the methene group (C,) exhibits an oxidation state of (-1) + 3(0) = -I. 

Answer (b) 
As in example (a) the oxidation state of the carbon of the methyl group (C,) is -111, 
while the oxidation state of the carboxylic carbon (C,) is (+II) + (+I) + (0) = +III. 
Hence the “average oxidation state” of carbon in acetic acid is 0. 

Answer (c) 
In trichloroethene the oxidation states’ of the two carbons are 2(+I) + 0 = +I1 for (C,) 
and (-1) + (+I) + 0 = 0 for (C,). 

Answer (d) 
The carbons present in the benzene ring exhibit oxidation states of (+I) + 2(0) = +I 
for (C,), (-1) + 2(0) =-I for (C,, C,, C5, C,), and 3 (0) = 0 for (C,); respectively. The 
oxidation state of the methyl carbon, is again -111. 
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Figure 2.3 Examples of bond an- 
gles in some simple molecules 
(from Hendrickson et al., 1970, and 
March 1992). 

H 

H 

:S .. Go 

H..&H 

H 106.7" 

CH3 
, A -  1 1.7" 

CH3 

H3C 121" 

The Spatial Arrangement of the Atoms in Organic Molecules 

To describe the steric arrangement of the atoms in a molecule, in addition to bond 
lengths we need to know something about the angles between the bonds, the sizes of 
the atoms, and their freedom to move within the molecule, (e.g., rotations about 
bonds). 

Bond Angles. A simple but very effective rule that we may apply when considering 
bond angles in molecules is that the electrons accept the closeness to one another 
because of pairing, but that each pair of electrons, shared (i.e., involved in a chemical 
bond) or unshared, wants to stay as far as possible from the other pairs of electrons 
[for details see valence shell electron pair repulsion (VSEPR) theory; Pfennig and 
Frock, 19991. This means that in the case of a carbon atom with four single bonds, 
the bonds will generally point toward the comers of a tetrahedron. In the symmetrical 
case, that is, when a carbon is bound to four identical substituents [i.e., atoms or groups 
of atoms as -H in CH,, or -Cl in CCl,, or -CH3 in C(CH3),], the bond angles are 
109.5". In most cases, however, each carbon atom is bound to different substituents, 
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which leads to minor variations in the bond angles, as illustrated by some examples 
given in Fig. 2.3. For saturated carbon atoms, that is, carbon atoms not involved 
in a double or triple bond, the C-C-C bond angles are typically about 112”, except 
for ring systems containing less than six ring atoms, where bond angles may be 
considerably smaller. With respect to the heteroatoms N, 0, P, and S, we see from the 
examples given in Fig. 2.3 that the nonbonded electron pairs behave as if they point wiz to imaginary substituents, thus giving rise to bent or pyramidal geometry (provided 
that the heteroatoms are also only single-bonded to other atoms). 

Stereoisomerism. We should note that the association of electrons in a single, or 
sigma (ci), bond allows rotation about the axis of the linkage (Fig. 2.4). Such rotation 
does not disrupt the bonding electron pair (i.e., it does not break the bond), and 

%:X therefore under ambient temperatures the substituents attached to two carbons bonded 
by a sigma bond are usually not “frozen” in position with respect to one another. 
Thus the spatial arrangement of groups of atoms connected by such a single bond may 
change from time to time owing to such rotation, but such geometric distributions of Figure 2.4 Rotation about a D- 

bond leading to various spatial ar- the atoms in the structure are usually not separable from one another since intercon- 
rangements of the atoms in a mole- versions occur during separation. However, as discussed below, even if fast rotations 

about a single bond occur, stereoisomerism is possible. Stereoisomers are com- cule. 

pounds made up of the same atoms bonded by the same sequence of bonds, but 
having different three-dimensional stvuctures that are not superimposable. 

/ 

COOH 

H- k- cH3 

When considering stereoisomerism, one commonly distinguishes two different cases. 
First, there are molecules that are alike in every respect but one: they are mirror 
images of each other that are not superimposable. We refer to such molecules as 
being chiral. Note that, in general, any object for which the image and mirror image 
are distinguishable (e.g., our left and right hands), is denoted to be chiral. For example, 
if in a molecule a carbon atom is bound to four different substituents (as is the case 
in the herbicide mecoprop; Fig. 2.5), two structural isomers are possible. In 
this context one sometimes refers to such a carbon atom as a center of chirality. 
Mirror- image isomers are called enantiomers or optical isomers (because they 
rotate the plane of polarized light in opposite directions). In general, we may say that 
enantiomers have identical properties in a symmetrical molecular environment, but 

H-&CooH that their behavior may differ quite significantly in a chiral environment. Most 
importantly, they may react at very different rates with other chiral species. This is 
the reason why many compounds are biologically active, while their enantiomers 
are not. For example, the “R-form” of mecoprop (see Fig. 2.5) is an active herbicide, 
whereas the “S-form” is biologically rather inactive (Bosshardt, 1988). 

Figure 2.5 The two enantiomeric 
forms of the herbicide mecoprop, The second type of stereoisomerism encompasses all other cases in which the three- 
The * indicates the asymmetric dimensional structures of two isomers exhibiting the same connectivity among the 
carbon center. Ar denotes the are- atoms are not superimposable. Such stereoisomers are referred to as diastereomers. 
matic substituent. 

Diastereomers may arise due to different structural factors. One possibility is the 
presence of more than one chiral moiety. For example, many natural products 
contain 2 to 10 asymmetric centers per molecule, and molecules of compound class- 
es such as polysaccharides and proteins contain hundreds. Thus, organisms may 
build large molecules that exhibit highly stereoselective sites, which are important 
for many biochemical reactions including the transformation of organic pollutants. 

I 

CI 

rnecoprop 

+cH3 

HOO 

\2H3 ArO i H3C OAr 

mirror 

(R)-form (S)-form 
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Another important form of diastereoisomerism results from restricted rotation 
around bonds such as are encountered with double bonds and/or ring structures. 
When considering the geometry of a double bond, we imagine a combination of two 
different types of bonds between two atoms. One of the bonds would be equivalent 
to a single bond, that is, a bond in which the pair of electrons occupies the region 
around the axis between the doubly bonded atoms. We can picture the second bond, 
which is called a n-bond (e.g., carbon-carbon, carbon-oxygen, carbon-nitrogen, 
carbon-sulfur, nitrogen-oxygen), by imagining the two bonding n-electrons to be 
present in an "electron cloud" located above and below a plane in which the axes of 
all other bonds (real or imaginary in the case of nonbonded electron pairs) lay, as in 
the case of ethylene (Fig. 2.6). The atoms closest to a carbon-carbon double bond 
are in a plane with bond angles of about 120" (see examples given in Fig. 2.3). 
Rotation about the axis would mean that we would have to break this bond. In triple- 
bond compounds, as in the case for acetylene (ethyne), there are two n-bond electron 
clouds which are orthogonal to each other, thus leading to a linear (bond angles = 
180") configuration (Fig. 2.6). 

acetylene (ethyne) Let us now consider a compound XHC=CHY in which X,Y f H. In this case, there 
are two isomers (sometimes also called geometric isomers), which are distinct (and, 

Figure 2.6 Simplified picture of a in principle, separable) because we can no longer rotate about the C-C bond (Fig. 
and We (aceQ- 2.7). To distinguish between the two isomers, one commonly uses the terms cis and 

lene) bond, respectively. trans to describe the relative position of two substituents (atoms or groups other than 
hydrogen). The term cis is used if the two substituents are on the same side of the 
double bond, the term trans if they are across from one another. As in the other cases 
of isomerism, we note that such closely related compounds may exhibit quite differ- 
ent properties. For example, the boiling points of cis- and trans-l,2-dichloroethene 
(X=Y=Cl), are 60 and 48"C, respectively. More pronounced differences in proper- 
ties between cisltrans isomers are observed when interactions between two substitu- 
ents (e.g., intramolecular hydrogen bonding) occur in the cis but not in the trans 
form, as is encountered with maleic and fumaric acid (see margin). These two com- 
pounds are so different that they have been given different names. For example, their 
melting points differ by more than 150°C and their aqueous solubilities by more than 
a factor of 100. 

ethylene (ethene) 

o-bond 

H 
CIS 

H Y 
w 

trans 

H\ r 
P=C\ 

C\\ 
0.- tt 0 

maleic acid 

The organization of atoms into a ring containing less than 10 carbons also prevents 
free rotation. Consequently, cis and trans isomers are also possible in such ring sys- 
tems; the cis isomer is the one with two substituents on the same side of the ring (i.e., 
above or below); the trans isomer exhibits a substituent on either side (Fig. 2.8). 

In ring systems with more than two substituted carbons, more isomers are possible. 
An example well known to environmental scientists and engineers is 1,2,3,4,5,6- 
hexachlorocyclohexane (HCH). Three of the possible 8 isomers (the so-called a-, 
p-, y-isomers) are particularly important from an environmental point of view: 

,c =o 

(cis) 

0 
'C-  OH 

H\ C=< 
HO-d \\ H 

0 

furnaric acid 
(trans) 

Figure 2.7 Cis/truns isomerism at 
double bonds exhibiting two sub- 
stituents. a -isomer p-isomer y-isomer 
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X 

cis +: ....... - -... 

X 

trans 

Figure 2.8 Cisltrans isomerism in 
ring systems, such as in cyclohex- 
ane. 

m 
chair 

twist 

boat 

Figure 2.9 Different possible con- 
formations of a six-membered ring 
(e.g., cyclohexane). 

At this point we should reiterate that the relative positions of atoms in many struc- 
tures are continuously changing. The term different conformations of a molecule is 
used if two different three-dimensional arrangements of the atoms in a molecule are 
rapidly interconvertible, as is the case if free rotations about sigma bonds are possi- 
ble. If rotation is not possible, we speak of different con$gurutions, which represent 
isomers that can be separated. Obviously, the conformation(s) with the lowest energy 
[the most stable form(s)] is(are) the one(s) in which a molecule will preferentially 
exist. In the case of six-membered rings such as cyclohexane, three stable conformations 
(i.e., the chair, twist, and boat form) exist (Fig. 2.9). 

Depending on the type of substituents, usually one of the forms is the most stable 
one. In the case of the HCH isomers, this is the chair form. If we have a closer look 
at the chair form, we see that six of the bonds linking substituents to the ring are 
directed differently from the other six: 

a a 

The six axial bonds are directed upward or downward from the “plane” of the ring, 
while the other six equatorial bonds are more within the “plane.” Conversion of one 
chair form into another converts all axial bonds into equatorial bonds and vice versa. 
In monosubstituted cyclohexanes, for electronic reasons, the more stable form is 
usually the one with the substituent in the equatorial position. If there is more than 
one substituent, the situation is more complicated since we have to consider more 
combinations of substituents which may interact. Often the more stable form is the 
one with more substituents in the equatorial positions. For example, in a-1,2,3,4,5,6- 
hexachlorocyclohexane (see above) four chlorines are equatorial (aaeeee), and in the 
Pisomer all substituents are equatorial. The structural arrangement of the /I-isomer 
also greatly inhibits degradation reactions [the steric arrangement of the chlorine 
atoms is unfavorable for dehydrochlorination (see Chapter 13) or reductive dechlo- 
rination; see Bachmann et al. 19881. 

Delocalized Electrons, Resonance, and Aromaticity 

Having gained some insights into the’ spatial orientation of bonds in chemicals and 
the consequences for the steric arrangement of the atoms in an organic molecule, we 
can now proceed to discuss special situations in which electrons move throughout a 
region covering more than two atoms. The resulting bonds are often referred to as 
“delocalized chemical bonds.” From an energetic point of view, this diminished 
constraint on the positions of these electrons in the bonds results in their having 
lower energy and, as a consequence, the molecule exhibits greater stability. For us 
the most important case of delocalization is encountered in molecules exhibiting 
multiple n-bonds spaced so they can interact with one another. We refer to such a 
series of n-bonds as conjugated. To effectively interact, n-bonds must be adjacent to 
each other and the o-bonds of all atoms involved must lie in oneplane. In such a 
conjugated system, we can qualitatively visualize the z-electrons to be smeared over 
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the whole region, as is illustrated for propenal (also known as acrolein) in Fig. 2.10. 
If we try to consider acrolein’s structure by indicating the extreme possible positions 
of these conjugated electrons, we may write 

acrolein The back-and-fourth arrows are not intended to suggest the three structures are 
interconvertible, but rather that the location of the four electrons is best thought of 

Figure 2*10 Schematic picture Of as something in between situation of such extreme possibilities. This freedom in 
lein (CH,=CH-CHO). electron positions results in what we call their delocalization, and the visualization 

of a given molecule by a set of localized structures is called the resonance method 
for representing a structure. The relative contributions of the extremes to the overall 
resonance structure is determined by their relative stabilities. The stabilizing effect 
of delocalization is most pronounced in so-called aromatic systems. The best-known 
aromatic system is that of benzene, where we have three conjugated double bonds in 
a six-membered ring: 

x-electron delocalization in acro- 

Note again that each of the “static structures” alone does not represent the molecule, 
but that the molecule is a hybrid of these structures. Thus, as shown in parentheses, 
the electrons in the conjugated n-bonds of benzene are sometimes denoted with a 
circle. 

In substituted benzenes (i.e., benzenes in which hydrogen is substituted by another 
atom or group of atoms), depending on the type and position of the substituents, the 
different resonance forms may exhibit somewhat different stabilities. Therefore, 
their contributions are different. 

A quantitative estimate of the stabilization or resonance energy of benzene (which 
cannot be directly measured) may be obtained by determining the heat evolved when 
hydrogen is added to benzene and to cyclohexene to yield cyclohexane: 

benzene cyclohexane 

cyclohexene cyclohexane 

If each of the double bonds in benzene were identical to the one in cyclohexane, the 
heat of hydrogenation of benzene would be three times the heat evolved during 
hydrogenation of cyclohexene. The values given above show that there is a large 
discrepancy between the “expected” (-120.7 x3 = -362 kJ . mol-’) and the measured 
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Q 
.. 

furan (6) 

.. 
pyridine (6) 

\ 
H 

indole (10) 

a / /  

naphthalene (10) 

phenanthrene (14) 

(-208.6 W-mol-') @ value. Hence, benzene is about 150 M-mol-' more stable 
than would be expected if there were no resonance interactions among the n-electrons. 
Large stabilization energies are observed not only in components containing a ben- 
zene ring but, in general, in cyclic n-bond systems with 4n + 2 (i.e., 6 ,  10, 14 ...) 
electrons. In the early days of organic chemistry, it was recognized that the benzene 
ring is particularly unreactive compared to acyclic (noncyclic) compounds containing 
conjugated double bonds. The quality that renders such ring systems especially 
stable was and still is referred to as aromaticity. Some additional examples of 
aromatic ring systems are given in Fig. 2.11. We note that there are aromatic com- 
pounds containing heteroatoms that contribute either one (e.g., pyridine) or two 
electrons (e.g., furan, indole) to the conjugated n-electron systems. Also note that 
some polycyclic compounds are referred to as polycyclic aromatic compounds, 
although they are not aromatic throughout their structure in a strict sense (e.g., 
pyrene with 16 electrons in its n-bond system, see below; Fig. 2.13). 

As already indicated for acrolein and for the five-membered heteroaromatic rings 
(e.g. furan; Fig. 2.11), resonance may also be important between nonbonded 
electrons on a single atom and a n-bond system. For example, an unshared electron 
pair of oxygen greatly contributes to the stabilization of the carboxylate anion: 

: 0:- " 0  
II & - . + I  

R+O - ,Ao: 

Similarly, the two unshared electrons of the nitrogen in aniline are in resonance with 
the aromatic n-electron system: 

Figure 2.11 Some additional ex- 
amples of organic compounds that 
are aromatic (in parentheses, num- 
ber of n-electrons). 

aniline 

As we will see in Chapter 8, the delocalization of the unshared electron pair in 
aniline has an important impact on the acidhase properties of anilines as compared 
to aliphatic amino compounds. 

In summary, delocalization of electrons enhances stability, and we can visualize 
delocalized bonding by using the resonance method. In later chapters we will learn 
more about the effects of resonance on chemical equilibrium and on the kinetics of 
chemical reactions of organic compounds. 
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lindane 

Classification, Nomenclature, and Examples of Environmental 
Organic Chemicals 

When grouping or classifying environmental organic chemicals, instead of taking a 
strictly structural approach, it is common practice to use compound categories based 
on some physical chemical properties, andor based on the source or the use of the 
chemicals. Terms such as “volatile organic compounds” (VOCs), “hydrophobic 
compounds,” “surfactants,” “solvents,” plasticizers,” “pesticides” (herbicides, 
insecticides, fungicides, etc.), organic dyes and pigments, or mineral-oil products 
are very common in the literature. Using such compound categories undoubtedly has 
its practical value; however, one has to be aware that each of these groups of chem- 
icals usually encompasses compounds of very different structures. Thus the environ- 
mental behavior of chemicals within any such group can vary widely. 

If we look at organic compounds from a structural point of view, we have already 
seen that organic molecules are composed of a skeleton of carbon atoms. This 
skeleton is sheathed in hydrogens, with heteroatoms (ie., halogens, 0, N, S, P) or 
groups of heteroatoms inserted in or attached to that skeleton. Such “sites” are called 
functional groups, since they are commonly the site of reactivity or function. Hence, 
the functional groups deserve our special attention if we want to understand or 
assess a compound’s behavior in the environment. For classifying organic chemicals 
according to structural features, we may then have to base the classification on the 
type of the carbon skeleton, the type of functional group(s) present, or a combination 
of both. Consequently, particularly when dealing with a compound exhibiting several 
functionalities, its assignment to a given compound class may be somewhat 
arbitrary. 

There exists a systematic nomenclature for naming individual organic compounds. 
For a more detailed treatment of this topic we refer, however, to any organic chemistry 
textbook. It should be noted, however, that especially in environmental organic 
chemistry, one frequently uses so-called “common77 or “trivial” names instead of a 
compound’s systematic name. Furthermore, quite frequently, the systematic nomen- 
clature is applied incorrectly. For a given compound, one may therefore find a whole 
series of different names in the literature (see, for example, synonym listings in the 
Merck Index), which, unfortunately, may sometimes lead to a certain confusion. For 
example, one of the 1,2,3,4,5,6-hexachlorocyclohexane isomers, lindane (see margin), 
also goes by the following diverse aliases: y-HCH, y-benzene hexachloride, gamma 
hexachlor, ENT 7796, Aparasin, Aphtiria, y-BHC, Gammalin, Gamene, Gamiso, 
Gammexane, Gexane, Jacutin, Kwell, Lindafor, Lindatox, Lorexane, Quellada, 
Streunex, Tri-6, and Viton. In this book, however, we shall consider problems en- 
countered with nomenclature to be only of secondary importance as long as we are 
always aware of the exact structure of the compound with which we are dealing. 

In the following discussion we will try to pursue three goals at the same time. Our 
first goal is to provide an overview of the most important functional groups present 
in environmentally relevant organic chemicals. The second goal is to take a first 
qualitative look at how such functional groups may influence the chemistry of given 
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organic compounds. Finally, by introducing the nature and origins of specific 
compounds and compound classes, we will try to familiarize ourselves with the most 
important “chemical actors” that will be with us throughout the book. 

The Carbon Skeleton of Organic Compounds: Saturated, 
Unsaturated, and Aromatic Hydrocarbons 

Let us start out by a few comments about the terms used to describe carbon skeletons 
encountered in organic molecules. When considering a hydrocarbon (i.e., a compound 
consisting of only C and H) or a hydrocarbon group (i.e., a hydrocarbon substituent) 
in a molecule, the only possible “functionalities” are carbon-carbon double and 
triple bonds. A carbon skeleton is said to be saturated if it has no double or triple 
bond, and unsaturated if there is at least one such bond present. Hence, in a hydro- 
carbon, the term “saturated” indicates that the carbon skeleton contains the maxi- 
mum number of hydrogen atoms compatible with the requirement that carbon 
always forms four bonds and hydrogen one. A saturated carbon atom is one that is 
singly bound to four other separate atoms. 

Carbon skeletons exhibiting no ring structures (ie., only unbranched or branched 
chains of carbon atoms) are named aliphatic, those containing one or several rings 
are alicyclic, or in the presence of an aromatic ring system, aromatic. Of course, a 
compound may exhibit an aliphatic as well as an alicyclic and/or an aromatic entity. 
The hierarchy of assignment of the compound to one of these three subclasses is 
commonly aromatic over alicyclic over aliphatic. A saturated aliphatic hydrocarbon 
is called an alkane or a paraffin. If considered as a substituent, it is referred to as an 
alkyl group. Alkyl groups represent the most ubiquitous hydrocarbon substituents 
present in environmental organic chemicals. Their general formula is -CnH2n+l. 
Examples of common alkyl groups are methyl, ethyl, propyl, and butyl groups (see 
margin). The prefix n, which stands for normal, is used to denote an unbranched 
alkyl chain, is0 means that there are two methyl groups at the end of an otherwise 
straight chain, and neo is used to denote three methyl groups at the end of the chain. 
Alkyl groups are further classified according to whether they are primary, secondary, 
or tertiary. Hence, an alkyl group is referred to as primary if the carbon at the point 
of attachment is bonded to only one other carbon, as secondary (s-) if bonded to two 
other carbons, and as tertiary (t-) ifbonded to three other carbons (see margin). Note 
that R stands for a carbon-centered substituent. 

With respect to unsaturated hydrocarbons we should note that compounds exhibiting 
one or several double bonds are often called alkenes or olejins. Finally, we need to add 
a brief note concerning the nomenclature in aromatic systems, particularly, in 
six-numbered rings such as benzene. Here the terms ortho-, meta-, andpara-substi- 
tution are often used to express the relative position of two substituents in a given 
ring system. Identically, we could refer to those isomers as 1,2-(ortho), 1,3-(meta), 
1,4-(para) disubstituted compounds (see margin). 

Hydrocarbons are ubiquitously in the environment. Natural hydrocarbons range 
widely in size from methane to p-carotene (Fig. 2.12); many other branched, 
ole-finic, cyclic, and aromatic hydrocarbons are found in fossil hels, or tend to derive 
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Figure 2.12 Examples of aliphatic, 
alicyclic, and olefinic hydrocarbons. 

CH4 /\/\/ 
methane n-hexane n-hexadecane 

p-carotene (orange pigment in carrots; converted to vitamin A by human liver) 

Y% 0 
iso-octane 2,6,10,14-tetramethyl-pentadecane (pristane) cyclohexane 

H 

(trans-decalin) 
bicyclo[2.2.1 Iheptane trans-bicyclo[4.4.0]decane - v 

1 -hexene 1,3-butadiene 

P cis-bicyclo[4.4.0]decane 

(cis-decalin) 

from synthetic processing of fossil fuels (Figs. 2.12 and 2.13). When we recognize that 
the global annual production of liquid petroleum products (e.g., gasoline, kerosene, 
heating oils) is about 3 billion metric tons, it should be no surprise that producing, 
transporting, processing, storing, using, and disposing of these hydrocarbons poses 
major problems. Such organic chemicals are released to the atmosphere when we 
pump gasoline into the tanks of our cars, or are introduced to the surfaces of our 
streets when these same cars leak crankcase oil. Thus it is not only the spectacular 
instances such as the wreck of the Exxon Vuldez or blowout of the IXTOC-I1 off- 
shore oil well through which petroleum hydrocarbons pollute the environment. Fur- 
thermore, although they share a common source, the various hydrocarbons in the 
exceedingly complex mixture that is oil certainly do not behave the same in the 
environment. Some constituents are noted for their tendency to vaporize while oth- 
ers clearly prefer to bind to solids; some oil hydrocarbons are extremely unreactive 
(“methane is the billiard ball of organic chemistry”) while others interact beautifully 
with light; some are quite nontoxic while others are renowned for their carcinogenic- 
ity. Thus petroleum hydrocarbons have motivated a great deal of the research in 
environmental organic chemistry, and the individual components are a good exam- 
ple of why chemical structures must be visualized to predict fate. We should note at 
this point that hydrocarbons are not capable of forming hydrogen bonds to polar 
species such as water. As a consequence, many of these compounds are hydrophobic 
(“water-hating”). 



34 An Introduction to Environmental Organic Chemicals 

Figure 2.13 Examples of aromatic 
hydrocarbons. 
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Among the very large number of hydrocarbons present in the environment, we want 
to specifically mention two groups of compounds that are of particular interest to 
many environmental chemists and engineers: the so-called BTEX compounds 
(BTEX stands for benzene, toluene, ethylbenzene, and the three xylene isomers; 
Fig. 2.13), and thepolycyclic aromatic hydrocarbons (PAHs; Fig. 2.13). The BTEX 
components are important gasoline constitutents, and they are also widely used as 
solvents. They are very common soil and groundwater pollutants, and, particularly 
because of the high toxicity of benzene, they have triggered much research in the 
field of soil and groundwater remediation. The major sources of PAHs in the 
environment include the combustion of fossil fuels (gasoline, oil, coal), forest fires, 
(accidental) direct inputs of mineral oils, and the use of creosotes as wood preservatives. 
We should note that we produce PAHs when barbecuing steaks or other meat. From 
a human health perspective, PAHs have drawn considerable interest primarily 
because some of them (e.g., benzo(a)pyrene, Fig. 2.13) are very potent carcinogens. 
This is the main reason why PAHs are considered to be among the most important air 
pollutants. Furthermore, because of their high tendency to bioaccumulate (Chapter lo), 
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PAHs are also of great ecotoxicological concern. It is, therefore, not surprising that 
these compounds are among the most intensively investigated organic pollutants. 
Hence, they will serve us as important model compounds throughout this book. 

Organohalogens 

Many of the organic chemicals that are of particular environmental concern contain 
one or several halogen atoms, especially chlorine (Cl), and, to a lesser extent, fluorine 
(F) and/or bromine (Br). Although the number of known naturally produced organo- 
halogens (e.g., produced by marine algae) has increased drastically over the last two 
decades, the problems connected with the ubiquitous occurrence of halogenated 
compounds in the environment are primarily due to anthropogenic inputs. There are 
several reasons for the still-vast industrial production of halogen-containing chemicals. 
First, because of their high electronegativity (Table 2.3), particularly fluorine and 
chlorine form rather strong bonds with carbon (Table 2.2). Hence, in many cases, 
substitution of carbon-bound hydrogens by halogens enhances the inertness of a 
molecule (and thus also its persistence in the environment). For example, many 
agrochemicals capable of enzyme inhibition are fluorine-stabilized analogues of the 
natural enzyme substrate (e.g., they exhibit a CF,- instead of a CH,-group; see Key 
et al., 1997). Furthermore, we should note that halogens (including fluorine) present 
in organic compounds, particularly when bound to aromatic carbon atoms, have a 
very weak tendency to be engaged in hydrogen bonds with H-donors such as water. 
Therefore, as we will learn in later chapters, the presence of the larger halogens (i.e., 
chlorine and bromine) renders a compound more hydrophobic, which increases its 
tendency to partition into organic phases including organisms. This is one reason 
why numerous pesticides contain one or several halogens. 

From a quantitative point of view, the major halogenated compounds used and re- 
leased into the environment are the polyhalogenated hydrocarbons, that is, com- 
pounds that are made up only of carbon, hydrogen, and halogens. By choosing the 
appropriate type and number of halogens, inert, nonflammable gases, liquids, and 
solids exhibiting specific physical-chemical properties that make them suitable for 
specific purposes can be designed. Prominent examples include the polyhalogenated 
C,- and C,-compounds that are used in enormous quantities (i.e., in tens to hundreds 
of thousands of tons per year) as aerosol propellants, refrigerants, blowing agents for 
plastic forms, anaesthetics, and, last but not least, as solvents for various purposes 
(see examples given in Table 2.4). Due to their high volatility and persistence in the 
troposphere, particularly the fluoro- and chlorofluorocarbons (FCs and CFCs, also 
calledfreons) are of great concern because of their significant stratospheric ozone- 
depletion and global-warming potential. This is the reason why these compounds are 
being replaced by hydrofluoro- and hydrochlorofluorocarbons (HFCs and HCFCs, 
respectively), which exhibit significantly shorter atmospheric lifetimes (Wallington 
et al., 1994). However, they are still not the ultimate solution to the problem. 

The chlorinated solvents, including dichloromethane, tri- and tetrachloroethene, and 
1,l , 1-trichloroethane (see Table 2.4), are still among the top groundwater pollutants. 
Under oxic conditions these compounds are quite persistent and, because they are 
also quite mobile in the subsurface, they can lead to the contamination of large 
groundwater areas. As we will discuss in detail in Chapters 14 and 17, in anoxic 
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Table 2.4 Examples of Important Industrially Produced C, - and C,-Halocarbons 

Compound Name( s) Formula Major Use 

Dichlorodi fluoromethane 
(CFC- 12) 

Trichlorofluoromethane 
(CFC- 11) 

Chlorodifluoromethane 
(HCFC -22) 

1, 1,1,2-Tetrafluoroethane 
(HCFC- 134a) 

1,1 -Dichloro-1 -fluoroethane 

Dichloromethane 
(Methy lene chloride) 

Trichloroethene 
(Trichloroethylene, TRI) 

Tetrachloroethene 
(Tetrachloroethylene, 
Perchloroethylene, PER) 

1,l ,l -Trichloroethane 

(HCFC- 14 1 b) 

CC12F2 

CC13F 

CHClFz 

CF3-CHF 

CClZF-CH3 

CH2C12 

CHCkCC12 

cc12=cc12 

CCI3-CH3 

Aerosol propellants, 
refrigerants (domestic, 
automobile air 
conditioning), flowing 
agents for plastic 
foams. etc. 

solvent 

solvent 

solvent 

solvent 

environments (i.e., in the absence of oxygen), such polyhalogenated hydrocarbons 
may be reduced to less halogenated compounds by a process called reductive deha- 
logenation. We should note that substitution of a carbon-bound hydrogen (oxidation 
state +I) by a halogen (-I) increases the oxidation state of the corresponding carbon 
atom by +II. Hence, for example, in tetrachloromethane (CCI,) the carbon atom is 
fully oxidized (i.e., its oxidation state is +IV). Therefore, it should not be surprising 
that some of the polyhalogenated hydroarbons are very effective electron acceptors 
in abiotic and biological redox reactions. 

The C,- and C,-halocarbons are, of course, not the only group of persistent polyhalo- 
genated hydrocarbons that are of great environmental concern. Because of their hy- 
drophobic character and tendency to bioaccumulate (see Chapter lo), a variety of 
polychlorinated aromatic hydrocarbons have gained a very bad reputation. Recently, 
some of these classical environmental contaminants have again been subject of 
considerable debates, because some of the compounds are suspected to exhibit 
endocrine-disrupting properties (i.e., they may disturb the hormonal balance ir? 
organisms; see Keith, 1997). Examples of such compounds include the polychlori- 
nated biphenyls (PCBs) and the polychlorinated terphenyls (PCTs) (see Fig. 2.14). 
These chemicals are commonly used as complex technical mixtures of different 
congeners; that is isomers and compounds exhibiting different numbers of chlorine 
atoms but having the same source (i.e., chlorination of a biphenyl skeleton). Note 
that there are 209 possible PCB congeners (Ballschmiter et al., 1992), and as many 
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polychlorinated biphenyls polychlorinated terphenyls 
(PCBs, 209 possible congeners) (PCTs, 8149 possible congeners) 

CI H CI 
p,p'-DDT hexachlorobenzene 1,2,3,4,5,6-hexachlorocyclohexane 

(HCB) (HCH, 8 isomers, 
one of them exists as a pair 

of enantiomers) 

Figure 2.14 Some examples of 
classical polychlorinated hydrocar- 
bons that are globally distributed. 

as 8149 possible PCT congeners (Wester et al., 1996). To date, more than 1 million 
metric tons of PCBs and PCTs have been produced and have been used in waxes, 
printing inks, paints and lacquers and as capacitor dielectric fluids, transformer 
coolants, hydraulic fluids, heat-transfer fluids, lubricants, plasticizers, and fire 
retardants. They are lost to the environment during production and storage, and 
particularly from disposal sites. Although PCBs and PCTs have been banned or at 
least severely restricted in numerous countries, they are still ubiquitous in the 
environment. Together with other polychlorinated hydrocarbons (e.g., the classical 
organochlorine pesticides, p,p'-DDT, HCB, and HCH; see Fig. 2.14), they can be 
detected everywhere in the world, at the bottom of the ocean as well as in arctic 
snow, indicating the powerful environmental transport mechanisms acting on such 
chemicals (Vallack et al., 1998; Kallenborn et al., 1998). A group of compounds 
that is structurally related to the PCBs, and that cause similar environmental problems, 
are thepolybrominated biphenyls (PBBs) that are used in large quantities as flame 
retardants (de Boer et al., 2000). 

Finally, we should note that large amounts of known and unknown chlorinated 
compounds are formed and released to the environment due to the use of chlorine in 
waste and drinking water disinfection, and in bleaching processes in the pulp and 
paper industry. Important in this group are, for example, the trihalomethanes 
(THMs; CHCl,, CHBrCl,, CHBr2C1, and CHBr,). 

Oxygen-Containing Functional Groups 

Among the heteroatoms present in natural and anthropogenic organic compounds, 
oxygen plays a unique role because it is part of a large number of important functional 
groups. Due to its high electronegativity (Table 2.3), oxygen forms polar bonds with 
hydrogen, carbon, nitrogen, phosphorus, and sulfur. As a consequence, these 
functionalities have a significant impact on the physical-chemical properties as well 
as on the reactivity of a given compound. In the following we will discuss some 
functional groups involving solely oxygen. Additional oxygen-containing function- 
alities will be addressed below when discussing functional groups exhibiting also 
other heteroatoms (i.e., N, S, P). Finally, we should note again that, in general, 



38 An Introduction to Environmental Organic Chemicals 

w 

functionalities. Some o f  the com- 
mon  uses and/or sources o f  the 

Figure 2.15 Examples o f  impor- 
tant industrially and/or environ- 
mentally relevant chemicals exhib- 
iting either alcohol or ether 

1 -chloro-2,3-epoxy-propane polychlorinated dibenzo- 
(epichlorohydrine, pdioxines (PCDDs, 

chemical intermediate) 175 possible congeners) 

alcohols (R-OH) and phenols (Ar-OH) 

H3C- OH OH Ho-OH G O H  % /  D O H  

methanol, ethanol, ethylene glycol 
CInl 

phenol chlorophenols, 
(chemical inter- (chemical inter- (chemical intermediate, (chemical intermediate) m = 1 - 5. 

mediate, solvent) mediate, solvent) solvent, coolant, chemical inter. 
antifreeze agent) mediates, biocides) 

2,2-bis-(4-hydroxy-phenyl)-propane 4-nonylphenol 
("bisphenol A," chemical intermediate) (metabolite of nonionic surfactants) 

ethers (R,-O-RJ 

diethyl ether 1,4-dioxane methyl-t-butyl-ether 
(solvent) (solvent) (MTBE, gasoline 

additive) 

xc1 0 

2,6di-t-butyl-pcresol 
(DBPC, antioxidant) 

methyl-phenyl-ether 
(anisole, methoxy-benzene) 

polychlorinated dibenzo- 
furans (PCDFs, 

135 possible congeners) 

oxygen forms two bonds and that its oxidation state in organic molecules is 
commonly -11, except for peroxides (e.g., R-0-0-R), where its oxidation state is -I. 

Alcohol and Ether Functions. Let us start by looking at the simplest oxygen func- 
tions, that is, an oxygen atom that forms single bonds to a carbon and a hydrogen 
atom, or to two carbon atoms. The former group is called a hydroxyl group or alco- 
hol function (R-OH), while in the latter case we speak of an ether function 
(R1-O-R2). Some illustrative examples of industrially and/or environmentally rele- 
vant chemicals exhibiting such functional groups are given in Fig. 2.15. 

As we will see in Part 11, both alcohol and ether functions have a great influence on 
the physical-chemical properties and the partitioning behavior of an organic chemi- 
cal, because of the ability of the oxygen atom to participate in hydrogen bonds. We 
should, however, note that this ability is significantly greater in the case of the 
hydroxyl group, because R-OH may act as both H-donor and H-acceptor, while 
Rl-O-R2 is only an H-acceptor. Furthermore, depending on the nature of R, the 
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Figure 2.16 One example of a 
group of wide ly  used chemicals 
that, as a consequence of biologi- 
cal waste-water treatment, are con- 
verted into persistent objectionable 
degradation intermediates. 
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R-OH group may dissociate in aqueous solution; that is, it may act as a weak acid. 
This is primarily the case for aromatic alcohols, including phenols, that are substi- 
tuted with electron-withdrawing substituents. A prominent example is the biocide 
pentachlorophenol (see margin), which in aqueous solution at pH 7.0, is present 
primarily (> 99%) as pentachloro-phenolate anion. As will be discussed in detail in 
Chapter 8 and in Part 111, such charged species have very different properties and 
reactivities as compared to their neutral counterparts. Finally, we should note that 
phenols, particularly those that are substituted with electron-donating substituents 
(e.g., alkyl groups), may be oxidized in the environment, leading to a variety of 
products (Chapters 14 and 16). Some phenols that are especially easily oxidized 
and that form stable radicals are even used as antioxidants (e.g., DBPC, Fig. 2.15) 
in petroleum products, rubber, plastics, food packages, animal feeds, and so on 
(Kirk-Othmer, 1992). 

Before we turn to other bctional groups a few remarks about some of the compounds 
listed in Fig. 2.15 are necessary. First, we should note that with an annual global 
production of between 15 to 20 million metric tons (!), methanol and methyl-t-butyl 
ether (MTBE) are among the top high-volume industrial chemicals. While methanol 
does not have to be considered as a major environmental problem, MBTE, which is 
used as oxygenate in gasoline to improve the combustion process, has become a wide- 
spread pollutant in the aquatic environment, particularly in groundwater (Squillace 
et al., 1997). The reason is the significant water solubility of MBTE and its rather 
high persistence toward biodegradation. In Chapter 7 we will address the issue of the 
dissolution of chemicals from complex mixtures such as gasoline into water. 

Phenols. Phenolic compounds are used in very large quantities for a variety of industrial 
purposes. They may also be formed in the environment by abiotic (e.g., hydroxylation 
in the atmosphere; see Chapter 16) or biological processes (Chapter 17). A prominent 
example for the latter case is the formation of 4-nonylphenol from the microbial 
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Figure 2.17 Examples o f  impor- degradation of 4-nonylphenol polyethyleneglycol ethers (Fig. 2.16) that are used as 
tant and/or environ- nonionic surfactants (Giger et al., 1984; Ahel et al., 1996). We will make some 
mentally relevant chemicals exhib- general comments on surfactants later when discussing some other types of iting carbon-oxygen functions 
with a doubly bound oxygen. Some commercially important surface active chemicals. The case of the 4-nonylphenol 
ofthe common uses and/or S O ~ ~ S  polyethyleneglycol ethers is an illustrative example demonstrating that under 

certain circumstances, microbial transformation processes may lead to compounds o f  the chemicals are given in pa- 
rentheses. 

that are of significantly greater concern than the parent compounds. Particularly 
4-nonylphenol has been shown to exhibit some endocrine-disrupting activity. This is 
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Q 10 1 

2,3,7,8-tetrachloro- 
dibenzo-p-dioxin 

polybrominated diphenylethers 
(PBDEs) 

the major reason why in many countries the use of 4-nonylphenol polyethyleneglycol 
ethers has been significantly restricted. 

Polychlorinated Dibenzo-@)-Dioxins and Dibenzo-Furans. Another group of com- 
pounds that we need to specifically address are the polychlorinated dibenzo-p-dioxins 
(PCDDs) and dibenzo-furans (PCDFs) (Fig. 2.15). The PCDDs and PCDFs are not 
intentionally produced but are released into the environment from various combustion 
processes and as a result of their occurrence as unwanted byproducts in various 
chlorinated chemical formulations (e.g., chlorinated phenols, chlorinated phenoxy 
herbicides; see Alcock and Jones, 1996). Because some of the PCDD and PCDF 
congeners are very toxic (e.g., 2,3,7,8-tetrachloro dibenzo-p-dioxin, see margin), 
there have been and still are considerable efforts to assess their sources, distribution, 
and fate in the environment. Similarly to the PCBs or DDT (see above), the PCDDs 
and PCDFs are highly hydrophobic and very persistent in the environment. It is 
therefore not surprising that they have also been detected everywhere on earth 
(Brzuzy and Hites, 1996; Lohmann and Jones, 1998; Vallack et al., 1998). Finally, 
we should note that polybrominated diphenylethers (PBDEs, see margin) that, like 
the PBBs (see above), are used as flame retardants, are of increasing environmental 
concern (de Boer et al., 2000). 

Aldehyde and Keto Functions. There are a number of other carbon-oxygen functions 
in which one oxygen forms a double bond with the carbon atom. If there is only one 
oxygen involved, depending on whether the carbon is bound to a hydrogen or not, 
one refers to the hnction as an aldehyde (R-CHO) or keto (R,-CO-R,) group, re- 
spectively (Fig. 2.17). As in the case of the ether oxygens, the aldehyde and keto 
oxygens are H-acceptors, which makes some simple aldehydes and ketones suitable 
solvents for many purposes ( e g ,  acetaldehyde, acetone, 2-butanone; see Fig. 2.17). 
Furthermore, because these functional groups are quite reactive, many important 
chemical intermediates used in industry exhibit an aldehyde or keto group. Finally, 
we should note that a variety of simple aldehydes such as isobutyraldehyde (Fig. 
2.17) may be formed during water treatment. Since some of these compounds have 
an extremely unpleasant odor, their formation (e.g. as disinfection byproducts in 
drinking water) may cause considerable problems (Froese et al., 1999). 

Carboxyl Groups. If we oxidize an aldehyde group, that is, if we replace the hydrogen 
by hydroxyl, we obtain an acidic function that is referred to as carboxylic acid 
(R-COOH) group (Fig. 2.17). As 'the name implies, carboxylic acids may dissociate 
in aqueous solution. Depending on R, their pl(,-values (see Chapter 8) are in the 
range between 0 and 6. Therefore, compounds exhibiting one or several carboxylic 
groups are present in natural waters primarily in dissociated (anionic) forms. 
Furthermore, we should point out that carboxylic acid functions are both strong 
H-donors and H-acceptors. Hence, the presence of a carboxylic function increases 
the water solubility of a compound significantly. The presence of such compounds in 
the environment may be due to direct input (e.g., as herbicides such as mecoprop, 
Fig. 2.17) or due to abiotic or biological transformation of other compounds (see 
Part 111). For example, the halogenated acetic acids, including mono-, di-, and 
trichloroacetic acid, as well as trifluoroacetic acid, have been detected in high 
concentrations (> 1 pg-L-') in rainwater. These acids are considered to be, at least in 
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part, atmospheric oxidation products of some of the chlorinated and fluorinated 
ethanes and ethenes discussed above (see, e.g., Berg et al., 2000). Carboxylic acids 
in the environment are also formed from hydrolysis reactions of carboxylic acid 
derivatives such as carboxylic acid esters and amides (see below). We will discuss 
such reactions in detail in Chapter 13. 

Carboxylic Acid Ester Functions. As illustrated by Fig. 2.17, we generally talk of an 
ester hnction if we replace the OH of an acid by an OR group. Hence, because of the 
lack of an OH, an ester function (R,-COOR,) can only act as a H-acceptor. Therefore, 
it has a smaller impact on a compound’s water solubility as compared to the 
corresponding acid group. Ester functions can be found in many natural (e.g., oils 
and fats) and anthropogenic chemicals. One important group of man-made chemi- 
cals exhibiting carboxylic ester functions are the phthalates (Fig. 2.17), which are 
diesters of phthalic acid. The R, and R2 in Fig. 2.17 denote hydrocarbon groups, in 
most cases alkyl groups consisting of between 1 and 10 carbon atoms. The annual 
global production of phthalates, which are used primarily as plasticizers, exceeds 
1 million metric tons. Phthalates are ubiquitous in the environment, and they are 
among the most notorious laboratory contaminants encountered when analyzing 
environmental samples. Carboxylic ester functions are also frequently encountered 
in compounds used as pesticides, or, more generally, as biocides. In some cases, the 
biologically active compound is actually the “free” carboxylic acid. The ester, which 
can be designed to have very different physical-chemical properties, is then used to 
provide the active compound continuously at the target site by (slow) hydrolysis of 
the ester function. An example is Preventol@ B2 (Fig. 2.17), which is applied to 
prevent root penetration in bituminous construction materials such as roofing felts, 
sealants, insulations, and asphalt mixtures. When hydrolyzed, Preventol@ B2 releases 
both (R,S)-mecoprop enantiomers (see Fig. 2.5 and Section 2.1, discussion on 
chirality). In a study on the occurrence and behavior of pesticides during artificial 
groundwater infiltration of roof runoff (Bucheli et al., 1998a), both mecoprop 
enantiomers were detected in roof runoff in much higher concentrations (up to 
500 pg-  L-’) than in the corresponding rainwater. It could be shown (Bucheli et al., 
1998b) that Preventol@ B2 present in bituminous sealing sheets used on flat roofs 
was the source of these compounds. A comparison of the (R,S) mecoprop loads from 
flat roofs and from agricultural applications into surface waters in Switzerland 
revealed that these loads were in the same order of magnitude! 

We conclude this brief discussion of carbon-oxygen functions by noting that, 
particularly among the pesticides, there are numerous compounds that are carbon- 
ic acid derivatives including carbonic acid esters (“carbonates,” R,OCOOR,). In 
this functional group, the carbon atom is fully oxidized, and therefore, hydrolysis 
yields CO, and the corresponding alcohols (see Chapter 13). We will encounter 
other carboxylic and carbonic acid derivatives in the following when introducing 
additional heteroatoms. 

Nitrogen-Containing Functional Groups 

Among the heteroatoms present in organic molecules, nitrogen and sulfur (which 
will be discussed later) are somewhat special cases in that, like carbon, they may 
assume many different oxidation states. Therefore, there are many nitrogen- and 
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Table 2.5 Some Important Nitrogen-Containing Functional Groups Present in Anthropogenic Organic 
Compounds 

Name 
Group (oxidation state of nitrogen) 

Name 
(oxidation state of nitrogen) Group 

R2 
I +  

R4 

RI-N-R~ ammonium (-111) R1-NH-NH-Rz hydrazo (-11) 
I 

RI-N 
\ 
R3 

amino' (-111) 
(amine) 

0 
carboxylic acid 

R i  ANNA. I amide' (-111) 
R3 

, R2 
,N=N 

R i  
azo (-1) 

hydroxyl-amine (-I) /OH 
R-N, 

H 

0 
R-CIN cyano, nitrilo (-111) R- N '/ nitroso (+I) 

0 

urea (-111) 

carbamate (-111) 

+,0- 

+O 
R-N 

+,0- 

"0 
R-0-N 

nitro (+III) 

nitrato (+V) 
(nitrate) 

"Primary if R2 = R3 = H; secondary if R2 = H and R3 # H; tertiary if R2 # H and R3 # H. 

sulfur-containing bctional groups exhibiting very different properties and reactivities. 
Table 2.5 gives an overview of the most important hc t iona l  groups containing 
nitrogen, carbon and/or oxygen, but no other heteroatoms. As is evident from this 
table, nitrogen forms, in general, three, and in some special cases, four bonds, and it 
may assume oxidation states between -111 and +V. In the following we will confine 
our discussions to a few of the functional groups listed in Table 2.5. Some of the 
others will be addressed in later chapters (e.g., the carboxylic and carbonic acid 
derivatives including amides, nitriles, ureas, and carbamates will be discussed in the 
context of hydrolysis reactions in Chapter 13). 

Amino Group. Nitrogen-containing groups often have a significant impact on the 
physical-chemical properties and reactivities of environmentally relevant chemicals 
in which they occur (Fig. 2.18). A very important group is the amino group that is 
present in numerous natural (e.g., amino acids, amino sugars) and anthropogenic 
chemicals. For example, aromatic amino compounds, particularly aminobenzenes 
(anilines; Fig. 2.18) are important intermediates for the synthesis of numerous 
different chemicals including dyes, pharmaceuticals, pesticides, antioxidants, and 
many more (Fishbein, 1984). Furthermore, benzene rings carrying amino groups are 
present in a variety of other, more complex molecules. In addition, as we will see in 
Chapters 13 and 14, hydrolysis of various acid derivatives including the ones 
mentioned above, as well as reductive transformations of aromatic azo- and nitro- 
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Figure 2.18 Examples of industrial- 
ly and/or environmentally important 
chemicals exhibit ing pr imar i ly  nitro- 
gen-containing functional groups. 
Some of the common uses andor  
sources o f t h e  chemicals are given in 
parentheses. 

aniline and substituted 
anilines (chemical 

intermediates) 

f 
vNl 

triethylamine 
(solvent, wetting agent, 

corrosion inhibitor, 
propellant) 

"0. NO2 O2 

2,4,6-trinitrotoluene 
(TNT, explosive) 

CI 
I 

H H 

atrazine 
(a triazine herbicide) 

quaternary ammonium 
salts (cationic surfactants) 

2,4-dinitro-ecresol 
(DNOC, herbicide) 

N,N'-dialkyl/aryl 
p-phenylendiamines 

(antioxidants) 

azobenzene 
(chemical intermediate, 

pesticide) 

"nitroglycerin" 
(explosive) 

Br 

Dispersive Blue 79 1 -nitropyrene 
(textile dye) (airborne pollutant, 

fuel combustion product) 

compounds (see below), may lead to the formation of aromatic amino compounds in 
the environment. 

From a chemical point of view, amino groups have several effects on the properties 
and on the reactivity of a given compound. Amino groups may engage in hydrogen 
bonding, both as H-acceptors and (to a somewhat lesser extent) as H-donors (only 
primary and secondary amines; see footnote in Table 2.5). However, in contrast to 
the weakly acidic OH, amino groups are weak bases. Hence, in aqueous solution 
they may acquire a proton, thus forming a cationic ammonium species (see 
Chapter 8). This is particularly important for aliphatic amino groups (e.g., triethy- 
lamine, Fig. 2.18) that are significantly stronger bases as compared to aromatic amino 
groups. Note that for use as surfactants, some amines are alkylated to quaternary 
ammonium compounds, thus forming stable cations (see example given in 
Fig. 2.18). We will address some of the special properties of surfactants below when 
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discussing another functional group that is widely used in this type of chemicals, the 
sulfonate group. 

A second important feature of amino groups, particularly when bound to aromatic 
systems, is their capability to act as a n-electron donor (see Section 2.1). An interesting 
example is the azo dye, Disperse Blue 79 (Fig. 2.1 S), where the extreme shift in light 
absorption (blue color) is achieved by introducing a strong electron-donating 
substituent (i.e., a dialkylamino group) in para-position to the azo group at one of 
the benzene rings, and two strong electron-withdrawing substituents (i.e., two nitro 
groups, see below) in ortho- and para-position at the other benzene ring. We will 
discuss the effect of such substituents on the light absorption of organic compounds, 
and we will explain the reason why aromatic azo compounds absorb light quite 
strongly in the visible wavelength range (hence their use as dyes) in Chapter 15 
when treating direct photolysis reactions. 

Like some phenolic groups, amino groups bound to an aromatic system (e.g., benzene) 
may be oxidized in the environment. In some cases such transformations may lead to 
the formation of products that are of considerable concern (Chapter 14). Finally, some 
aromatic amines that form stable radicals are actually also used as antioxidants (see 
example given in Fig. 2.18 and Kirk-Other, 1992). 

Nitro Group. The second nitrogen-containing functional group to discuss here is the 
nitro group. Numerous synthetic high-volume chemicals contain one or several nitro 
groups that are bound to an aromatic system, in particular to a benzene ring. Aromatic 
compounds exhibiting nitro groups are pivotal intermediates in various branches of 
the chemical industry, and they are also present in many end products including 
explosives ( e g ,  TNT, Fig. 2.18), agrochemicals (e.g., DNOC, Fig. 2.18), and dyes 
(e.g., Dispersive Blue 79, Fig. 2.18). In addition, a large number of nitroaromatic 
compounds are formed in the atmosphere by photochemically induced reactions of 
aromatic hydrocarbons involving hydroxyl radicals and nitrous oxides (Atkinson, 
2000). Furthermore, such compounds have also been shown to be produced during 
fuel combustion, for example, in car engines (Tremp et al., 1993). Hence, such nitration 
processes may lead to a significant input of quite toxic compounds in the environment 
(e.g., nitropyrene, Fig. 2.18; see also Fiedler and Mucke, 1991). 

In order to understand how a nitro group affects the properties and reactivity of a 
compound, we recall that the nitro group has a strong electron-withdrawing character 
and that it may delocalize z-electrons (see Chapter 8). Thus, particularly aromatic 
nitro groups have a big influence on the electron distribution in a molecule (or in 
parts of the molecule). This affects properties such as the acidity constant of an acid 
or base group bound to an aromatic system (Chapter S), the specific interaction of 
aromatic compounds with electron donors such as oxygen atoms present at clay 
mineral surfaces (Chapter 1 l), or the light absorption properties of the compound 
(Chapter 15). Furthermore, because in a nitro group the nitrogen exhibits an oxidation 
state of +I11 (Table 2.5), this group may act as an oxidant (i.e., as an electron acceptor). 
This is most evident in explosives (e.g., TNT, Fig. 2.18) where the nitro group hctions 
as built-in oxidant, thus ensuring a very fast oxidation of the molecule leading to the 
liberation of a large amount of energy in a very short time period. This effect can also 
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Table 2.6 Some Important Sulfur-Containing Functional groups Present in Anthropogenic Organic Compounds 

Group 
Name 

(oxidation state of sulfur) Group 
Name 

(oxidation state of sulfur) 

0 
I I  

II 
0 

0 
I I  

I I  

R-SH thiol, mercaptan (-11) R-S-OH sulfonic acid (+IV) 

R1- S- R2 thioether, sulfide (-11) RI-S-O-R~ sulfonic acid ester (+IV) 
0 

Ri- S-S-Rp 

0 
It 

0 
I I  

RI-S-Rz 
II 
0 

thiocarbonyl (-11) 

disulfide (-1) 

sulfoxide (0) 

sulfone (+II) 

0 R2 
II / sulfonic acid amide, 

R1-S-N sulfonamide (+N) 1 ‘R, 

0 
It 

R i -0 -  S- 0- R2 

I I  
0 

sulfuric acid ester, 
sulfate (+VI) 

be achieved with nitrate groups (e.g., nitroglycerin, Fig. 2.18). Finally, in the 
environment, under reducing conditions, nitro groups may be reductively trans- 
formed into nitroso-, hydroxylamine-, and ultimately, amino groups (see Table 
2.5),  yielding products that may be of similar or even greater concern than the par- 
ent nitro compound (Chapter 14). This is particularly important when dealing with 
the assessment of ammunition waste sites, which, in many countries, cause severe 
problems with respect to soil and groundwater contaminations (Haderlein et al., 
2000). 

Sulfur-Containing Functional Groups 

Sulfur in organic molecules may assume various different oxidation states (i.e., -11 
to +VI, see examples given in Table 2.6). Because sulfur is a third-row element with 
d-orbitals, it is capable of valence-shell expansion to accommodate more electrons 
than are allowed by the simple octet rule. Hence, as can be seen from Table 2.6, 
sulfur may be surrounded by 10 ( e g ,  sulfoxide) or even 12 (e.g., sulfone, 
sulfonic acid and its derivatives) electrons, and this capacity allows for (redox) 
reactions that are inaccessible to the corresponding oxygen analogues. Other important 
differences from oxygen include its significantly smaller electronegativity 
(Table 2.3) and its much weaker tendency to be engaged in H-bonding. Furthermore, 
as compared to oxygen, sulfur forms weaker bonds with carbon and hydrogen (Table 
2.3), causing mercapto groups to be more acidic (Chapter 8) and more nucleophilic 
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Figure 2.19 Examples o f  “special” 
double bonds between sulfur and 
oxygen. 

Figure 2.20 Examples o f  industri- 
a l l y  and/or environmentally im- 
portant chemicals exhibit ing a sul- 
fur-containing functional group. 
Some (not all) of the common uses 
and/or sources of the chemicals are 
given in parentheses. 

(Chapters 13 and 14) as compared to their oxygen analogues. Finally, we should 
point out that sulfur may not only form regular n-double bonds (as in a thiocarbonyl, 
Table 2.6), but may also undergo a special type of double bond in which the sulfur’s 
d-orbitals participate (indicated by an arrow between S and 0 in Fig. 2.19). Such 
double bonds exist in functional groups in which sulfur is engaged in more than two 
bonds. In such cases we may represent the functional group by two resonance struc- 
tures, but the bond is nevertheless localized. We should note that this type of double 
bond does not significantly change the geometry at the atoms involved (in contrast 
to the regular n-bond). Hence, the geometry at the sulfur atom is pyramidal. In fact, 
unsymmetrical sulfoxides (R, # R, in Fig. 2.19) are chiral (like an asymmetrically 
substituted carbon atom, see Section 2.2) in that the oxygen and the lone electron 
pair play the role of the other two substituents. 

Figure 2.20 gives some examples of chemicals in which sulfur-containing functional 
groups govern the compound’s properties and/or reactivity. Among the compounds 
exhibiting reduced sulfur atoms (-1, -11), the low-molecular-weight mercaptans, 
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/O  fNTO CI 

Alachlor 

‘ I  

SO,H 

Sulfonic acid 
metabolite of 

alachlor 

Figure 2.21 Gluthathione S-trans- 
ferase enzyme-mediated reaction 
ultimately yielding a sulfonated 
metabolite (from Field and Thur- 
man, 1996). 

dialkylsulfides, and dialkyldisulfides have anthropogenic and very important 
biogenic sources. For example, dimethyl sulfide is one of the major volatile sulfur 
compounds in the global sulfur cycle. Furthermore, thioether (R,-S-R,) or thioester 
(R,-CO-SR,) groups can be found in many pesticides. Finally, again in the world of 
pesticides, a C=S (e.g., chlorthiamide, Fig. 2.20) and, particularly, a P=S function 
(see below) is sometimes introduced instead of a C=O or P=O function, respectively. 
This change is made primarily with the goal of lowering the general toxicity of the 
compound. In some cases, the sulfur is then enzymatically replaced by an oxygen in 
the target organism(s), thus increasing the toxic effect of the compound at the target site. 

With respect to the groups exhibiting oxidized sulfur atoms, aromatic sulfonic acid 
groups, in particular, benzene- and naphthalene sulfonic acids, are the most important 
ones (see in Fig. 2.20). Because sulfonic acid groups have very low pK, values (< 1, 
Chapter S), they dissociate completely in aqueous solution, thus forming the corres- 
sponding negatively charged sulfonates. Hence, such groups significantly increase 
the hydrophilicity (and thus the water solubility) of a compound. This is the major 
reason why aromatic sulfonate groups are present in a variety of commercially 
important chemicals including surfactants (e.g., linear alkylbenzene sulfonates, 
LAS, Fig. 2.20), anionic azo dyes, fluorescent whitening agents (Fig. 2.20), con- 
struction chemicals, and many more. In addition, introduction of a sulfonic acid 
group with the goal of forming a highly water-soluble metabolite is a detoxification 
strategy of a variety of organisms (see example given in Fig. 2.2 1). It is therefore not 
too surprising that numerous compounds exhibiting aromatic sulfonate groups have 
been detected in waste waters and leachates, as well as in natural waters (Altenbach 
and Giger, 1995; Field and Thurman, 1996; Stoll and Giger, 1998; Suter et al., 
1999). 

Among the compounds containing sulfonate groups the linear alkylbenzene 
sulfonates (LAS) have drawn particular interest, because they are produced and used 
in very large quantities (i.e., > 2 million metric tons per year; Ainsworth, 1996). 
They have been widely detected in aquatic (Matthis et al., 1999) as well as in terres- 
trial environments (where they are introduced primarily as a result of sewage sludge 
amendment; Jensen, 1999). We should note that LAS as well as other commercially 
available surfactants [e.g., alkylphenol polyethylene glycol ethers (Fig. 2.16), quar- 
ternary ammonium salts (Fig. 2.18), or fatty alcohol sulfates (Fig. 2.20)] are not 
single substances, but are mixtures of compounds of different carbon chain lengths. 
Owing to their amphiphilic character (partly hydrophilic and partly hydrophobic), 
the surfactants have special properties that render them unique among environmental 
chemicals. In aqueous solutions they distribute in such a manner that their concen- 
tration at the interfaces of water with gases or solids is higher than in the innex 
regions of the solution. This results in a change of system properties, for example, a 
lowering of the interfacial tension between water and an adjacent nonaqueous phase, 
and in a change of wetting properties. Furthermore, inside the solution, on exceeding 
certain concentrations surfactants form aggregates, called micelles. Hence, surfac- 
tants may keep otherwise-insoluble compounds in the aqueous phase, and they form 
an important part of any kind of detergent. Surfactants are also widely used as 
wetting agents, dispersing agents, and emulsifiers in all kinds of consumer products 
and industrial applications (Pion, 1987). 
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Figure 2.22 Examples of impor- 
tant anthropogenic chemicals ex- 
hibiting a phosphorus-containing 
functional group. Some of the 
common uses of the chemicals are 
given in parentheses. 
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Figure 2.23 Examples of a “spe- 
cial” double bond between phos- 
phorus and oxygen indicated by 
the arrow between 0 and P. 
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We conclude this section by noting that, as in the case of other acids, there are vari- 
ous sulfonic and sulhric acid derivatives including esters and amides. Fig. 2.20 
shows two examples of sulfonic acid amides that are representatives of important 
groups of drugs (sulfodiazine) and herbicides (sulfometuron), respectively. 

Phosphorus-Containing Functional Groups 

Although in principle, phosphorus may, like nitrogen, assume a variety of oxidation 
states (i.e., -111 to +V), in environmentally relevant compounds, it is present prima- 
rily in the more oxidized forms [i.e., +I11 (e.g., phosphonic acid derivatives) and, +V 
(e.g., phosphoric and thiophosphoric acid derivatives); see Fig. 2.221. In these oxi- 
dation states, P forms in most cases three single bonds and one double bond, the 
latter commonly with either an oxygen or a sulfur atom. As in the case of the other 
third-row element sulfur (Fig. 2.19), these double bonds are “special” double bonds 
(Fig. 2.23) that do not change the geometry at the atoms involved. From the exam- 
ples given in Fig. 2.22 it can be seen that particularly esters and thioesters of phos- 
phonic-, phosphoric-, and thiophosphoric acid are used for a variety of purposes 
including as plasticizers and/or flame retardants (Carlsson et al., 1997), and as pes- 
ticides, mostly as insecticides and acaricides (Tomlin, 1994; Hornsby et al., 1996). 
We will address these types of compounds in more detail in Chapter 13 when dis- 
cussing hydrolysis reactions. Finally, we note that phosphonates (exhibiting one 
P-C bond) that contain several phosphonic acid groups are increasingly used as 
chelating agents (Nowack, 1998). Some phosphonic acid derivatives are extremely 
toxic nerve gases and, therefore, used as chemical weapons (e.g., sarin, Fig. 2.22). 

Some Additional Examples of Compounds Exhibiting 
More Complex Structures 

To round out our tour through the jungle of environmental organic chemicals, we 
shall have a brief look at some additional examples of compounds that have more 
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Figure 2.24 Some additional ex- 
amples of pesticides exhibit ing a 
somewhat more complex structure. 
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metobenzuron 
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complex structures, both with respect to the carbon skeleton as well as with respect 
to the type and number of functional groups (Figs. 2.24 and 2.25). Obviously, 
assessing the environmental behavior of such compounds poses a particular 
challenge, since the mutual electronic and steric interactions of functional groups 
may influence the properties and reactivities of a compound in a way that cannot be 
a priori predicted from looking at the various fkctionalities in isolation. Nevertheless, 
with the general knowledge that we will acquire in Parts I1 and 111 on how structural 
moieties influence the environmental behavior of organic compounds, we should be 
able to put ourselves into the position to also tackle the assessment of such “com- 
plex” chemicals in the environment. 

Some examples of compounds with structures that are somewhat more complex than 
the structures of the majority of the chemicals that we will encounter throughout the 
book include pesticides and pharmaceuticals. Such compounds are designed to be 
biologically highly active. Pesticides and pharmaceuticals are used by human society 
to exert a desired biological effect at a given target site. Obviously, from an environ- 
mental point of view, such compounds are of particular concern when they are 
present at locations where they are not supposed to be. For pesticides, this has been 
recognized for a long time, and therefore, there is quite a lot of information available 
on the environmental behavior of such compounds (e.g., Tomkin, 1994; Homsby et 
al., 1996; Montgomery, 1997). In contrast, for pharmaceutical chemicals, and in 
particular, for drugs and hormones used in human and veterinary applications, 
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Figure 2.25 Some examples of environmental aspects are only an emerging issue (Halling-Ssrensen et al., 1998; 
Pharmaceutical 
ing a somewhat more complex 
structure. Note that such com- 
pounds have been detected in 
waste waters and in surface waters 
(Ternes and Wilken, 1999). 

exhibit- Ternes and Wilken, 1999; Sedlak et al., 2000; Kolpin et al., 2002). 

Questions and Problems 

Questions 

Q 2.1 

Which are the most common elements encountered in organic chemicals? What is a 
heteroatom in an organic molecule? 

Q 2.2 

Explain the simplest model used to describe the tendency of the various elements 
present in organic chemicals to undergo covalent bonding. For which elements is 
this simple model not strictly applicable? 
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Q 2.3 

What does the structure of a given compound describe? What are structural isomers? 

Q 2.4 

What types of covalent bonds exist between the atoms present in organic molecules? 
What factors determine the strength of covalent bonds? Give some examples of very 
strong and very weak bonds. 

Q 2.5 

Which atoms present in organic molecules may exhibit different oxidation states? 
Explain in words how you assign the oxidation states to the different atoms present 
in a given molecule. 

Q 2.6 

What is stereoisomerism? What type of stereoismerism exists? Give some examples 
of different types of stereoisomers. 

Q 2.7 

In what context do you use the terms cis and trans? In what context do you use ortho, 
meta, and para? 

Q 2.8 

Explain the terms delocalized electrons, resonance, and aromaticity. Give examples 
of compounds for which these terms apply. 

Q 2.9 

What are the major sources of the BTEX compounds in the environment? Why are 
these compounds considered to be a problem? 

Q 2.10 

What are the major sources of PAHs in the environment? What are the major prob- 
lems connected with this class of compounds? 

Q 2.11 

Why do so many high-volume production chemicals contain several halogen atoms? 
Why are polyhalogenated hydrocarbons rather persistent in the environment? 

Q 2.12 

Give at least five examples of polyhalogenated hydrocarbons and explain what kind 
of environmental problems they cause. 

Q 2.13 

How may an OH-group influence the behavior of an organic compound in aqueous 
solution? 
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Q 2.14 

What is an ester function? Give some examples of environmentally relevant chemi- 
cals exhibiting carboxylic acid ester functions. 

Q 2.15 

How do amino groups and nitro groups affect the properties of (a) aliphatic, and (b) 
aromatic compounds? 

Q 2.16 

Name some important differences in the chemical nature of oxygen and sulfur. How 
is this reflected in sulfur-containing functional groups? 

Q 2.17 

For which major purpose(s) are sulfonic acid groups introduced into man-made or- 
ganic chemicals? 

Q 2.18 

What are the characteristics and the major uses of surfactants? Give some examples 
of important commercially available surfactants. 

Q 2.19 

What is special about double bonds between oxygen and sulfur or phosphorus? 

Q 2.20 

What are the most common phosphorus-containing functional groups encountered 
in environmentally relevant compounds? What are the major uses of such com- 
pounds? 

Problems 

P2.1 Determining the Oxidation State of the Atoms in an Organic Molecule 

Determine the oxidation states of the numbered atoms in the following organic 
molecules: 

1 

1 4 
0 

(b) 

1 
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P2.2 Assessing the Number of Stereiosorners 

Write down all possible stereoisomers of 1,2,3,5- and 1,2,4,5-tetrachlorocyclo- 
hexane. Which of them are chiral, that is, which ones exist as pair of enantiomers? 

CI 

1,2,3,5-tetrachlorocyclohexane 1,2,4,5-tetrachlorocyclohexane 
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PART I1 

EQUILIBRIUM PARTITIONING BETWEEN GASEOUS, LIQUID, 
AND SOLID PHASES 

To assess the behavior of an organic chemical in natural or engineered systems, one 
must determine how the molecules of that compound distribute themselves among 
the different environmental compartments or phases present. Such phases may 
include air, water, organic matter, mineral solids, and even organisms. The chapters 
of Part I1 (Chapters 3 through 11) examine the pertinent compound properties and 
environmental factors that are needed for quantifying such partitioning. 

In these chapters, we focus on equilibrium situations and the associated problem of 
calculating the distribution of a compound between the different phases, when no net 
exchange occurs anymore. There are many situations in which it is correct to assume 
that phase transfer processes are fast compared to the other processes (e.g., 
transformations) determining a compound’s fate. In such cases, it is appropriate to 
describe phase interchanges with an equilibrium approach. One example would be 
partitioning of compounds between a parcel of air and the aerosols suspended in it. 
Another case might be partitioning between the pore water and solids in sediment beds. 

Of course, in the real world there are also many situations where partitioning equi- 
librium is not reached. However, even in such cases, parameters are extremely useful 
which characterize what the equilibrium distributions would be given sufficient 
time. These parameters can be used to ascertain a compound’s tendency to accumulate 
in particular environmental compartments. For example, knowing the relevant parti- 
tioning parameters we would deduce that a freon like CF,Cl, would tend to move to 
the atmosphere or that a pesticide like DDT would concentrate in biota. Moreover, 
we can use quantitative descriptions of partitioning equilibria to identify the 
direction of chemical transport when environmental compartments are exchanging 
chemicals. Hence, some time after an underground gasoline spill, we can evaluate 
whether gasoline components are still dissolving into the adjacent groundwater and 
volatilizing into the overlying soil gases. Finally, the equilibrium partition constant 
is needed for calculating the rate of transfer of a compound across interfaces. 
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As we have already pointed out in Chapter 1, one of our primary goals is to gain 
insight into how a compound’s structure determines its fate in the environment. 
When dealing with phase partitioning, we need to develop an understanding of the 
intermolecular interactions between a compound’s molecules and a given molecular 
environment in which it occurs. Thus, we need to see how structural moieties are 
related to measurable, macroscopic quantities. Throughout the chapters in Part I1 we 
will, therefore, put considerable effort into visualizing and quantifying (1) the inter- 
action energies arising from contacts between the molecules (enthalpies), and (2) the 
freedom of motion of the molecules in a given phase (entropies). This will enable us 
to build a conceptual framework that allows us to treat partitioning processes in a 
holistic way. We will try to do this step by step. First, we will evaluate some simple, 
well-defined systems. These will include the partitioning of organic compounds 
between the gas phase and the pure compound (Chapter 4), between the pure 
compound and water (Chapter 5), between the gas phase and bulk liquid phases 
including organic solvents and water (Chapter 6) ,  and finally between organic 
solvents and water (Chapter 7). For simplicity, the discussions in Chapters 4 through 
7 will be confined to nonionic organic species only. The partitioning behavior of 
ionizable organic acids and bases will be treated separately in Chapter 8 together 
with a discussion of acidity constants. 

Armed with the basic knowledge and insights acquired in Chapters 3 through 8, 
we will then be able to tackle partitioning processes involving more complex 
environmental phases (or matrices) including natural organic matter (NOM; Chapter 
9), biota (Chapter lo), and environmentally relevant solids (Chapter 11). In these 
cases, the major challenge will be to identify and quantify environmental factors that 
determine the partitioning behavior of a given type of organic compound. Hence, in 
Chapters 9 through 11 the molecular nature of NOM, of biological systems, and of 
solid surfaces will be important issues with respect to partitioning processes of 
organic chemicals. 

In conclusion, it should be noted that Part I1 is organized in a way that each chapter 
builds, at least in part, on the knowledge acquired in the preceeding chapters. Thus, 
particularly for the inexperienced reader, it is advisable to follow the chapters in the 
given sequence. Furthermore, even for the experienced reader, it might be usehl to 
read Chapter 3. In this chapter, all the background theory and terminology used in 
the following chapters is summarized and discussed. 
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Chapter 3 

PARTITIONING: MOLECULAR INTERACTIONS AND 

THERMODYNAMICS 

3.1 Introduction 

3.2 Molecular Interactions Determining the Partitioning of Organic 
Compounds Between Different Phases 
Partitioning “Reactions” 
Origins of Intermolecular Attractions 
Box 3.1: ClassiJication of Organic Compounds According to Their Ability 

to Undergo Particular Molecular Interactions 
Relative Strengths of Dispersive Energies Between Partitioning Partners 
A First Glance at Equilibrium Partition Constants 
Examples of Absorption from the Gas Phase 

Example 1 : Vapor Pressure and Molecular Interactions in the Pure 
Liquid Compound 
Example 2: Air-Solvent Partitioning 

Examples of Adsorption from the Gas Phase 
Example 3 : Air-Solid Surface Partitioning 

3.3 Using Thermodynamic Functions to Quantify Molecular Energies 
Chemical Potential 
Fugacity 
Pressure and Fugacities of a Compound in the Gas State 
Reference States and Standard States 
Fugacities of Liquids and Solids 
Activity Coefficient and Chemical Potential 
Excess Free Energy, Excess Enthalpy, and Excess Entropy 
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3.4 Using Thermodynaimc Functions to Quantify Equilibrium Partitioning 
Equilibrium Partition Constants and Standard Free Energy of Transfer 
Effect of Temperature on Equilibrium Partitioning 
Using Linear Free Energy Relationships (LFERs) to Predict and/or to 

Box 3.2: Partition Constants, Partition Coeflcients, and Distribution Ratios 

Concluding Remarks 

Evaluate Partition Constants and/or Partition Coefficients 

- A  Few Comments on Nomenclature 

3.5 Using Partition Constants/Coefficients to Assess the Equilibrium 
Distribution of Neutral Organic Compounds in Multiphase Systems 
Illustrative Example 3.1 : The “Soup Bowl” Problem 

3.6 Questions and Problems 
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%:I Introduction 

The goal of this chapter is to summarize the concepts needed in the following chapters 
for a qualitative and quantitative treatment of environmental equilibrium partitioning 
processes. We start by developing some general understanding of the intermolecular 
forces that govern the partitioning of organic compounds between different phases. 
This is done by visualizing the interactions between molecules using examples that 
will be treated in more detail in later chapters. Then, in Sections 3.3 and 3.4 we discuss 
how molecular interactions are characterized via thermodynamic functions that enable 
us to quantitatively describe the distribution of molecules participating in a specific 
partitioning process. Here, we will focus on those thermodynamic entities that are 
relevant to our problem: Gibbs free energy (G), enthalpy (H), entropy (S), chemical 
potential (p), fugacity (4, activity (a), and activity coefficient (y). In Section 3.4 we 
also discuss some common “extrathermodynamic” approaches with which we may 
estimate data for new chemicals of interest from experience with old ones. Finally, in 
Section 3.5 we address the issue of how we may generally calculate the fraction of a 
substance’s occurrence in any environmental phase of interest at equilibrium with 
other environmental media. 

Molecular Interactions Determining the Partitioning 
of Organic Compounds Between Different Phases 

Partitioning “Reactions” 

The partitioning of an organic compound, i, between two phases, 1 and 2, may be 
thought of like a chemical reaction in which “bonds” are broken and formed. In this 
case, however, the “bonds” involve intermolecular attraction energies, which are, 
however, much weaker than covalent bonds. For example, if the process of interest 
involves moving i from within phase 1 (i.e., desorption from phase 1 )  to within a 
different phase 2 (i.e., absorption into phase 2), or vice versa, we may write the 
partitioning “reaction”: 

(3-1) 1:i:l + 2:2 C 1:l  + 2:i:2 

where the colons indicate intermolecular “attractions” which are broken and formed 
during the exchange. Here we show the compound, i, to be inside phase 1 ( 1  :i: 1) and 
phase 2 (2:i:2) by putting it between two numbers. 

We distinguish this absorptive exchange (Eq. 3-1) from one in which i partitions to 
an interface. In this new case, the process should be viewed as an adsorption of i to 
the surface of phase 2: 

(3-2) 1:i:l + 1:2 c 1:l + l:i:2 

Here, the reaction shown as Eq. 3-2 indicates the presence of an interface between 
phases 1 and 2. Unlike the case of absorption where attractions between 2 and 2 had 
to be broken and ones between 1 and 1 were made, now in this adsorption case the 
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intermolecular bonds between 1 and 2 must be broken as such bonds between 1 and 
1 are made. 

This “reaction” point of view enables us to organize our thinking about partitioning. 
First, we must identify the combinations of materials that are juxtaposed before and 
after the partitioning process. Second, we must ascertain what kinds of chemical 
structure elements (e.g., -CH,-, -OH) are present in the partitioning molecules (i.e., 
in i )  and the material of which each participating phase is made (i.e., 1 or 2 above). 
This allows us to identify the kinds of intermolecular interactions that control the 
strengths of the “bonds” that are broken and formed. Finally, we need to consider the 
numbers of interactions, or areas of contact, which are changed in the process. 

To understand the extent of such partitioning processes, we have to evaluate how 
various parts of i are attracted to structures of phases 1 and 2. It will be the summation 
of all these attractions that are broken and formed that will dictate the relative affinity 
of i for the two competing phases with which it could associate. Since these attractive 
forces stem from uneven electron distributions, we need to discuss where in the 
structures of organic chemicals and in condensed phases there are electron enrich- 
ments and deficiencies. Subsequently, we can examine the importance of these 
uneven electron distributions with respect to attracting molecules to other 
materials. 

Origins of Intermolecular Attractions 

The attractive forces between uncharged molecules generally result from the electron- 
deficient regions in a molecule attracting electron-rich counterparts in neighboring 
molecules or the atoms making up surfaces. The total affinity of molecules for one 
another comes from the summation of all attractions. The resulting interactions 
(Fig. 3.1) can be divided into two categories: 

(1) ”Nonspeczjic” interactions that exist between any kinds of molecules, no matter 
what chemical structure these molecules may have. These nonspecific interactions 
are generally referred to as van der Waals (vd W) interactions. They are a superposition 
of the following components: 

(i) Attractions between time-varying, uneven electron distributions in adjacent 
molecules are the origin of London dispersive energies. The intensity of such 
unevenness in a particular molecule or material is related to its polarizability. As a 
result, the strength of intermolecular attraction energies arising from these time- 
varying dipoles is proportional to the product of the polarizabilities of each of the 
interacting sets of atoms. 

(ii) Dipole-induced dipole interactions are the source of Debye energies. Dipoles 
exist within chemical structures because of the juxtaposition of atoms with different 
electronegativities (e.g., an oxygen bonded to a carbon atom). When such a permanent 
dipole moment in one chemical is juxtaposed to material with a time-averaged even 
electron distribution, then the first molecule causes an uneven electron distribution 
to form in the second material. The strength of the resultant intermolecular attraction 
is proportional to the product of the dipole moment of the first molecule and the 
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Figure 3.1 Illustration of the vari- 
ous molecular interactions arising 
from uneven electron distributions: 
(a) dispersive forces, (b)  dipole- 
induced dipole forces, (c)  dipole- 
dipole forces, (4 electron accep- 
tor-electron donor forces. 

7\ (a) vdW dispersive forces 

locations of 
temporaly increased 
electron density 

(b) dipole - induced dipole forces 

permanently increased 
electron density 

n 

(c) dipole - dipole forces 

(cfj H -bonding (or more 
generally, electron donor- 
acceptor interactions) 

polarizability of the second molecule. 

(iii) Dipole-dipole interactions are the cause of Keesom energies. In this case, 
permanent dipoles in each substance cause the molecules to orient so that the two 
dipoles face each other in a head-to-tail fashion. The strengths of these attractions 
are proportional to the product of the dipole moments of the two interacting mole- 
cules and depend on the orientation of the interacting partners. 

(2) Speczjk interactions (Fig. 3. Id) that result from particular molecular structures 
that enable relatively strong local attractions between permanently electron-poor parts 
of a chemical structure (e.g., the hydrogen attached to an oxygen) and corresponding 
permanently electron-rich sites of another molecule (e.g., the nonbonded electrons 
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Box 3.1 Classification of Organic Compounds According to Their Ability to Undergo Particular 
Molecular Interactions 

Compounds that undergo only vdW interactions (London plus Debye plus Keesom interactions) are commonly 
referred to as apolar. Examples include alkanes, chlorinated benzenes, and PCBs. 

If a chemical exhibits a hctionality that has either donor or acceptor character but not both, we call such a 
compound monopolar. Examples include structures with an ether hc t ion ,  -C-0-C- (an electron donor or 
H-acceptor), a keto group, >C=O (an electron donor or H-acceptor), or an aromatic ring carrying electron 
withdrawing substituents (an electron acceptor). 

Some molecules contain moieties like amino (-NH,), hydroxyl (-OH), and carboxyl groups (-COOH) that exhibit 
both donor and acceptor properties. We refer to these compounds as bipolar. 

For large, complex compounds, it is often not obvious how the whole compound should be classified. Such 
compounds may exhibit functional groups that participate in locally strong polar interactions. However, due to the 
large size of the molecule, the overall behavior of the compound is dominated by vdW-interactions. It has, 
therefore, become common practice to divide the world of chemicals into only two categories, namely, polar and 
nonpolar compounds. The nonpolar chemicals include all those chemicals whose molecular interactions are 
dominated by vdW forces. 

of atoms like oxygen and nitrogen). These specific interactions, which we will refer 
to as polar interactions are, of course, only possible between molecules that exhibit 
complementary structural moieties, that is, if one moiety acts as an electron acceptor 
(often also referred to as H-donor) and the other one as an electron donor (or 
H-acceptor). Hence, polar interactions can be classified as electron donor-acceptor 
(EDA) or hydrogen donor-acceptor (HDA) interactions. Note that both terms are 
widely used in the literature. 

As indicated in Box 3.1, the ability (or inability) of a given compound to undergo 
specific interactions can be used to divide organic chemicals into different categories. 
This classification will ultimately be useful when we want to determine whether we 
should include various factors for quantifying the contributions of these forces in our 
estimates of the energies controlling specific absorption or adsorption associations 
in which we are interested. 

In the absence of electron donor-acceptor interactions, the London dispersive energy 
is the dominant contributor to the overall attractions of many molecules to their 
surroundings. Hence, understanding this type of intermolecular interaction and its 
dependency on chemical structure allows us to establish a baseline for chemical 
attractions. If molecules exhibit stronger attractions than expected from these inter- 
actions, then this implies the importance of other intermolecular forces. To see the 
superposition of these additional interactions and their effect on various partitioning 
phenomena below, we have to examine the role of dispersive forces in more detail, 
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because these forces generally dominate the vdW interactions (Fowkes, 199 1 ; Good 
and Chaudhury, 199 1). The goal of the following discussion is to derive a quantitative 
measure for these forces. In Chapters 4 and 5 we will then address approaches to 
quantify polar interactions. 

Relative Strengths of Dispersive Energies Between Partitioning Partners 

As noted above, London dispersive interactions occur even between molecules of 
apolar compounds like alkanes, that on average over time exhibit a rather smooth 
distribution of electrons throughout the whole molecular structure. This interaction 
occurs in all chemicals because there are momentary (order of femtosecond times- 
cales) displacements of the electrons within the structure such that short-iived elec- 
tron-rich and electron-poor regions temporarily develop. This continuous movement 
of electrons implies the continuous presence of short-lived dipoles in the structure. 
This fleeting dipole is felt by neighboring molecules whose electrons respond in a 
complementary fashion. Consequently, there is an intermolecular attraction between 
these molecular regions. In the next moment, these attractive interactions shift 
elsewhere in the molecule. 

To think about the strength of dispersive attractions, we consider a situation in which 
a molecule, i, is moved from a gas phase and mixed into (i.e., absorbed by) a liquid 
made of the substance, 1 : 

i(g) + 1:l + 1:i:l (3-3) 

where the parenthetic g indicates that i is coming from a gas phase. In this particular 
partitioning process, we assume ideal behavior in the gas phase, that is, we ignore 
intermolecular attractions in this phase. Hence, we can focus on the forming inter- 
actions between the molecules of i and the liquid 1 medium. Even if the structure of 
i does not give rise to permanently uneven electron distributions, there will at least 
be a dispersive interaction energy with 1. 

Considering one molecule of i next to one molecule of 1, we have a dispersive attraction 
energy, Adis&, given by (Israelachvili, 1992): 

Adis& /J per interaction = - ( 3/2 ) ( I / d )( a, a, ) / (47~5,)~ (3-4) 

where I is equal to (Ii I,/I,+I,) and I, and I, are the first ionization energies of 
chemicals i and 1 , respectively, 

(3 is the distance of separation between the temporary dipoles, 
a, is the polarizability of i, 
a, is the polarizability of 1, and 
E, is the permittivity of vacuum. 

Generally, molecules exhibit Ivalues between 8 and 12 eV (i.e., 1.3 and 2 x J), 
and the separations between molecules must be related to the molecular sizes. The 
polarizability, a, of a molecule is related to its ability to develop uneven electron 
distributions in response to imposed electric fields on femtosecond timescales. 
Since visible light corresponds to electromagnetic radiation with frequencies around 
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l O I 5  Hz, a material’s ability to respond to light, as indicated by a property like the 
refractive indices, nDi, is related to the material’s polarizability. This relationship is 
known as the Lorenz-Lorentz equation (Israelachvili, 1992): 

where Mi is the molar mass, 
p is the density, and 
NA is Avogadro constant. 

It is instructive to look at the refractive indices for a variety of chemical structures 
(Table 3.1.) What one quickly sees is that polar compounds are not the same as 
polarizable compounds. Indeed, polarizability is more related to chemical structure 
features like overall size (higher homologs within a compound family have greater 
polarizabilities), and presence of conjugated electron systems (benzene is more 
polarizable than hexane; polarizability increases in the order: benzene < naphthalene 
< pyrene). Finally, molecules with large atoms containing nonbonded electrons far 
from the nucleus (e.g., bromine, iodine) are generally more polarizable. After this 
brief diversion, now we continue to use refractive indices to estimate polarizabilities. 

We may modify the Lorenz-Lorentz expression, if we note that Mi / P N A  is an estimate 
of an individual molecule’s volume. Assuming the molecule is spherical, we may 
deduce that: 

Ml / PNA = (47~ / 3) (0 / 2)3 (3-6) 

Note that here we assume that the distance separating the temporary dipoles in adjacent 
molecules is, on average, the same as the sum of the radii of those molecules. There- 
fore, we find: 

(3M1 / 4 n p N ~ ) = ( 0 ) ~ / 8  (3-7) 

Substituting this result into the Lorenz-Lorentz equation, and then using that result 
in Eq. 3-4, we find: 

Adispg / J per interaction = - (31 /  256) 

Finally, the molecule i does not interact with one solvent molecule, 1, but rather is 
surrounded by a number of molecules. This “stoichiometry” (i.e., ratio of i to 1) is 
given by the ratio of the total surface area, TSA; (m2), of i and the contact area, 
CA (m2), of i with each solvent molecule. Hence, the integrated intermolecular inter- 
action may be: 

A,,,,G/ J.mo1-l = NA(TSAi /CA)Adispg 

= - NA (TSA,/ CA)(3 I /  256) * ?!ELI- 
[n;;+2][n;l+:] 

(3-9) 

Since parameters like the solvent contact area, the first ionization potential, and the 
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Table 3.1 Some Examples of Refractive Indices, nDi ,  of Organic Compounds. 
Note that Larger Values of nDj Imply Greater Molecular Polarizability and 
Dispersive Interactions with a Molecule's Surroundings" 

Compound Structure Refractive Index' 

Methanol 

Acetone 

Ethanol 

Acetic acid 

Hexane 

Octanol 

Ethylene glycol 

Trichloromethane 

Benzene 

Chlorobenzene 

Nitrobenzene 

Naphthalene 

Tribromomethane 

Pyrene 

CH3-OH 

+OH 

-OH 

HOWOH 

QJ / /  

1.326 

1.342 

1.359 

1.370 

1.372 

1.427 

1.429 

1.444 

1.498 

1.523 

1.550 

1.590 

1.601 

1.770 

' Data from Lide (1 995). 

distance of separation between neighboring molecules are fairly invariant, one may 
expect the dispersive energies to vary between various molecules as: 

This result suggests that we can look at the partitioning of various compounds (i.e., 
vary i) from the gas phase and expect that their relative tendencies to go into or onto 
differing media (i.e., vary the chemical nature of medium 1) will depend, at least in 
part, on predictable dispersive force attractions. Partitioning that is in excess of what 
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we expect from this baseline attractive energy for any chemical must indicate the 
presence of functional groups in that chemical’s structure andor in the interacting 
medium that allows additional attractive intermolecular forces [Debye, Keesom, or 
EDA (HDA) interactions]. Hence, in the next section, we examine partitioning of 
various chemicals into and onto different defined media to see the roles of chemical 
structure. 

A First Glance at Equilibrium Partition Constants 

To explore how molecular structures give rise to intermolecular attractions, and 
these in turn dictate phase partitioning of those molecules, we need to introduce a 
parameter that quantifies the relative abundance of the molecules of a given organic 
compound i in each phase at equilibrium. First, we note that we consider the reversible 
partitioning of a compound i between a phase 1 and a phase 2. As we have done 
before, but now only mentioning the chemical which is partitioning, we can write 
this process as a “reaction” by arbitrarily choosing phase 2 as “reactant” and phase 1 
as product: 

i in phase 2 i i in phase 1 

“reactant” “product” 
(3-1 1) 

The equilibrium situation can thus be described by an equilibrium partition 
constant, KiI2, which we define as: 

concentration of i in phase 1 
concentration of i in phase 2 

Ki12 = (3-12) 

Note that we have chosen z in phase 2 as the “reactant” in order to have the abun- 
dance of i in phase 1 in the numerator of Eq. 3-12. Furthermore, for practical purposes, 
we define a constant expressed as a ratio of concentrations rather than activities (see 
Section 3.4). Finally, we consider only situations in which the compound is present 
as a solute, that is, at low concentrations at which it does not significantly affect the 
properties of the bulk phase. 

Ki12 is related to a (Gibbs) free energy term, A12Gi by a Boltzmann-type expression 
(e.g., Atkins, 1998): 

K~~~ = constant. e-A12Gi IRT 

(3-13) 

A G  
In K .  I12 = -- RT +In (constant) 

where we will refer to A12Gi as the free energy of transfer of i from phase 2 to phase 1, 
R is the universal gas constant (8.31 J.mol-’K-’), and Tis the absolute temperature in 
Kelvin. The constant in Eq. 3-13 depends on how we express the abundance of the 
compounds in the two phases (e.g., as partial pressure, mole fraction, or molar 
concentration). We will address this issue as well as the derivation of A12Gi in 
Sections 3.3 and 3.4 when we discuss some important thermodynamic functions. At 
this point, we note that A12Gi expresses the free energy change (per mole i )  for the 
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ideal gas (9) (no interactions) process of taking molecules of the compound i out of phase 2 and putting them into 
phase 1 under standard conditions. Hence, A,,Gi sums both the enthalpic and entropic 
effects (see Section 3.3) that result from the changes occurring in the intermolecular 
interactions in both phases when removing or adding molecules of compound i. 
These changes are caused by differences in the interactions of i with the molecules 
forming the bulk phases between which the compound is partitioned (e.g., i: 1 inter- 
actions), and also by changes in the interactions among the bulk phase molecules 
themselves (e.g., 1: 1 interactions). As we will soon see, these latter contributions to 
A12Gl are particularly important for partitioning processes involving aqueous phases 
(i.e., 1 = H20) . If the overall A12Gj is negative, the compound prefers to be in phase 
1 as compared to phase 2. Thus, at equilibrium, its abundance will be higher in phase 
1 (and vice versa, if A12Gj is positive). By examining the relative sizes of In Ki,2 as a 
function of chemical structure, we will be able to see when particular types of inter- 
molecular interactions become important. 

Examples of Absorption from the Gas Phase 

Let us now look at some partitioning data. We will discuss the two general cases: (i) 
the partitioning of organic compounds between the (ideal) gas phase and a bulk 
liquid (absorption, Fig. 3.2), and (ii) the partitioning between the gas phase and a 
solid surface (adsorption, Fig. 3.3). In order to emphasize the influence of single 
pairs of molecu1e:molecule interactions, we confine our discussion to the partitioning 
of neutral organic compounds from an ideal gasphase (e.g., air). This is another way 
of saying that there are no intermolecular attractions to break when i leaves the gas 
phase. First, we consider partitioning “reactions” of the form: 

Figure 3.2 Absorption of a com- 
pound i from an ideal gas phase 
into a bulk liquid. 

i(g) + 1:l C 1:i:l (3-14) 

ideal gas (9) (no interactions) 

adsorption to 
solid surface 

Wsurface P 
surface 

Figure 3.3 Adsorption of a com- 
pound i from an ideal gas phase to 
a surface. 

As is illustrated in Fig. 3.2, when considering the absorption of a gaseous molecule 
into a bulk liquid, the free energy term can be broken up into a term describing the 
energy that has to be spent to create a cavity in the liquid (AG,,,, = breaking 1:l 
interactions in Eq. 3-3) and a term describing the free energy change caused upon 
insertion of the compound into the cavity (AGlllquid = making i: 1 interactions in Eq. 3-3). 
The former energy involves disruption of so1vent:solvent interactions as we dis- 
cussed earlier. The latter free energy involves the formation of so1ute:solvent attrac- 
tions. It is easy to conceive that the overall free energy of transfer, and thus the parti- 
tion constant of a compound i (see Eq 3-12), will depend strongly on the type of 
compound as well as on the type of bulk liquid considered. Therefore, in our following 
examples, we will inspect gas-liquid equilibrium partition constants of members of a 
variety of different compound classes for bulk liquids exhibiting very different prop- 
erties: (1) the pure organic liquid compound itself, (2) one apolar organic liquid, 
hexadecane, and (3) one polar solvent, water. 

Example 1: Vapor Pressure and 
Molecular Interactions in the Pure Liquid Compound 

We start out by evaluating the intermolecular interactions among the molecules of a 
given compound in its own pure liquid state by considering the equilibrium parti- 
tioning with the gas phase: 
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i ( g )  + i:i + i;i;i (3-15) 

In this case, the free energy of transfer of i from the pure liquid to an ideal gas phase 
(i.e., air) A,LGi, and thus the corresponding gas (airkliquid equilibrium partition 
constant, KiaL (see Eq. 3-16 below), are direct measures of the attractive forces 
between like molecules in the liquid (recall we assume no interactions among gas 
phase molecules). Note that for the following discussion we use a subscript “a” (air) 
to denote the ideal gas phase. Furthermore a capital “L” is used to describe the pure 
liquid in order to distinguish from other liquid phases (subscript !). Finally, the 
superscript * indicates that we are dealing with a property of a pure compound. 

Commonly, gas-liquid partitioning is expressed by the saturated liquid vapor 
pressure, p k ,  of the compound i. This important chemical property will be dis- 
cussed in detail in Chapter 4. Briefly, p,; is the pressure exerted by the compound’s 
molecules in the gas phase above the pure liquid at equilibrium. Since this pressure 
generally involves only part of the total pressure, we often refer to it as a partial 
pressure due to the chemical of interest. In this case, when there is no more build up 
of vapor molecules in a closed system, we say that the gas phase is “saturated” with 
the compound. Note that because pi; is strongly temperature dependent, when 
comparing vapor pressures of different compounds to see the influence of chemical 
structure, we have to use pi*L values measured at the same temperature (which also 
holds for all other equilibrium constants discussed later; see Section 3.4). 

For comparison of chemical’s partition constants between air and different bulk 
liquids, it is useful to express p;  as a constant, KiaL, that describes the relative 
amount of the compound in the two phases in molar concentrations (i.e., mol ‘L-’): 

m o ~ .  L-’ air 

mol ‘6’ pure liquid compound 
K .  =- 

raL (3-16) 

Using the ideal gas law (pV = nRT), the saturation concentration in the air, 
Cpt (= IZ / V) , can be calculated from p k  by: 

sat - P ~ L  c. -- 
la RT (3-17) 

t 

C,, can be derived from the density, piL, of the liquid compound and from its molar 
mass, Mi : 

(3-18) 

Note that Ci, is the inverse of the molar volume of the liquid compound, which we 
denote as V;,. Substitution of Eqs. 3-17 and 3-18 into Eq. 3-16 yields: 

(3-19) 

Armed with such partition constants, we can calculate the free energies involved in 
exchanging substances between a gas and their own pure liquids. 



Molecular Interactions 69 

Figure 3.4 Plot of In KiaL (25°C) 
(Eq. 3-19) versus the dispersive 
vdW-parameter defined by Eq. 
3- 10 with 1 = i. Note that TSAi is in 
cm2 mol-'. 
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1 . 3 ~  we are prepared to observe how chemical structures control 1 is particular case 
of partitioning: the distribution of molecules between their own pure liquid phase and 
an equilibrated gas phase. To indicate the importance of the dispersion forces among 
the molecules in their pure liquid phase, we examine KiaL values determined for a 
wide variety of liquid compounds as a function of their AdispG defined above by 
Eq. 3-10 (Fig. 3.4). The compounds chosen are composed of less than 10 carbon 
atoms and exhibit no more than one functional group. Hence, the functional group 
can be considered to contribute significantly to the overall capability of the 
molecules to interact with neighboring molecules. Compound classes are n-alkanes, 
alkylated benzenes, polychlorinated methanes and ethanes (include permanent 
dipoles), aliphatic ketones (include permanent dipoles and can act as electron 
donors), aldehydes (include permanent dipoles and can act as electron donors), 
carboxylic acid esters (include permanent dipoles and can act as electron donors), 
alcohols (include permanent dipoles, can act as electron acceptors and donors), and 
carboxylic acids (include permanent dipoles and can act as electron acceptors and 
donors). Note that these functional groups are discussed in Section 2.3 (Figs. 2-15 and 2-17). 

As demonstrated for all apolar and monopolar compounds (see Box 3.1 for defini- 
tions), which cannot undergo electron donor-acceptor interactions with like mole- 
cules in their pure liquid, a good inverse linear correlation is found between In KiaL 
and our metric of AdispG. Some of the variation in In KiaL is due to the polarizability 
contribution (ranges over about a factor of 1.6), while some is also due to changes in 
TSAi (factor of about 7). This factor of about 10 in AdisPC is consistent with the In KiaL 
changing by about 10 In units (Fig. 3.4.) Note that some of the scatter is due to the 
compounds classified as "monopolar" having additional dipole-induced dipole, di- 
pole-dipole interactions, and possibly also having some weak bipolar character (e.g., 
the ketones, aldehydes, esters). Furthermore, the TSA,value used is only a very crude 
approximation of the actual contact area among the molecules. Nevertheless, Fig. 3.4 
nicely shows the dominating role of dispersive vdW interactions in determining the 
aidpure liquid partitioning (i.e., the vapor pressure) of apolar and monopolar organic 
compounds. 
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carboxylic acids 

alcohols 

water 

Figure 3.5 H-bonding in vari 
pure liquids. 

The truly bipolar compounds that may form rather strong hydrogen bonds in their 
pure liquids (Fig. 3.5) have, however, distinctly lower Kidvalues than expected solely 
from their vdW interactions. The most extreme case is water, which has a KiaL value 
that is almost four orders of magnitude smaller than the value one would expect for 
a nonpolar compound with similar size and dispersive vdW interactions. From this 
finding, we see the great importance of superimposing hydrogen-bonding interac- 
tions on the dispersive interactions of molecules like water. 

Example 2: Air-Solvent Partitioning 

In our next example we compare the partitioning of the same set of compounds 
between air (gas phase) and two very different solvents, hexadecane and water. 
These two liquids are chosen to represent two extreme cases, both with respect to the 
free energy costs of changing so1vent:solvent interactions as well as with respect to 
the type of interactions the solvent molecules may have with the organic solute. In 
the case of hexadecane, all compounds, irrespective of their polarity, can undergo 
only vdW interactions with these hydrocarbon solvent molecules. Furthermore, the 
free energy cost for cavity formation reflects breaking only vdW interactions among 
the hexadecane molecules. Thus, as is nicely illustrated by Fig. 3.6a, for all com- 
pounds (apolar, monopolar, and bipolar), an inverse relationship is found 
between I d i ,  and the dispersive vdW parameter of the compound expressed as 

ious product of the solute's total surface area and refractive index estimator of polariz- 
ability (Eq. 3-10). 

The situation is completely different in the aidwater partitioning system (Fig. 3.6b). 
As is evident, very large differences in Kiaw are observed between members of different 
compound classes. For example, the aidwater partition constants of the n-alkanes 
are more than two orders of magnitude larger than those of the corresponding ethers, 
and even five orders of magnitude larger than those of the alcohols exhibiting a 
similar dispersive vdW parameter. These differences reflect the different abilities of 
the compound molecules to undergo polar interactions with the water molecules, 
interactions that help to counterbalance the rather large free energy costs for creating 
a cavity in the bulk water. Thus, in contrast to the partitioning from air to a solvent 
like hexadecane, apolar compounds such as the n-alkanes are "expelled" from the 
bulk water phase. This is not because they do not have attractive vdW interactions 
with the water molecules, but rather because of the high costs of cavity formation 
(breaking H,O:H,O interactions). This effect is also seen within each series of 
compounds that differ only by entities that add vdW interactions (i.e., CH,-groups). 
Kiaw increases with increasing size ofthe molecule (Fig. 3.6b), which is in contrast to 
the situation found in the airhexadecane system (Fig. 3 . 6 ~ ) .  

Examples of Adsorption from the Gas Phase 

Now we shift to cases which allow us to gain insights into the intermolecular forces 
between organic molecules and a given surface (Fig. 3.3). By inspecting gadsolid 
adsorption constants of a variety of compounds interacting with two surfaces exhib- 
iting very different properties (i.e., quartz versus teflon), we will learn a few some- 
what surprising facts. For instance, we will see that in this case, a nonpolar hydrocarbon 
interacts more strongly with a polar surface than with a nonpolar surface. Intuitively, 
this might not have been expected. 



Molecular Interactions 71 

Figure 3.6 Plot of the natural loga- 
rithms of the partition constants at 
25'C of a series of apolar, monopo- 
lar, and bipolar organic compounds 
between air and (a)  n-hexadecane (n- 
C,,H,,) and (b)  water versus the dis- 
persive vdW- parameter of the com- 
pounds defined by Eq. 3-10. Note 
that from Eq. 3-10 only the com- 
pound part is used because the sol- 
vent part (1) is the same for all com- 
pounds, and that TSA, is in em2 
mol-I. 
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Example 3: Air-Solid Surface Partitioning 

In our final example, we consider the partitioning of a small set of organic com- 
pounds between air and two different solid surfaces, teflon and quartz (Fig. 3.7). The 
two surfaces differ distinctly in their properties in that the teflon surface is made up 
of atoms that cannot participate in EDA interactions, while the quartz surface (which 
exhibits OH-groups), has a strongly bipolar character (much like a water surface). In 
the case of aidsurface partitioning, the partition constants reflect the interactions of 
a given organic compound with the aggregate of atoms making up the surface. In 
contrast to airhulk liquid partitioning, for these surface interactions no cavity as in 
the solvent has to be formed. Hence, in this case (Fig. 3.3), the free energy change on 
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Figure 3.7 Plots of the natural log- 
arithms of the aidsurface partition 
constants, K,,, of a series of apolar 
and monopolar compounds for two 
different surfaces (i.e., teflon and 
quartz) versus the dispersive vdW- 
parameter of the compounds de- 
fined by Eq. 3-10. Note that from 
Eq. 3-10 only the compound part is 
used because the solvent part (1) is 
the same for all compounds, and 
that TSA, is in cm2 mol-’. (Data at 
25°C from Goss and Schwarzen- 
bach, 1998.) 
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exchange does not include a term like AGcavity. Had the solid been immersed in a 
liquid so that there were liquid molecu1es:solid surface interactions, insertion of our 
partitioning substance i at the surface would have required us to consider the free 
energy of making room for the adsorbate (e.g., breaking 1 :2 interactions in partitioning 
“reaction” shown in Eq. 3-2). 

In the case of the teflon surface where only vdW interactions are possible for any 
adsorbing molecule, a plot of Mias versus the sorbate’s dispersive vdW parameter 
yields a straight line for apolar and polar compounds (Fig. 3.7). In contrast, for the 
bipolar quartz surface, apolar and monopolar compounds are separated into several 
groups according to their ability (or inability) to undergo polar interactions. One inter- 
esting additional detail that can be seen from Fig. 3.7 is that nonpolar or weakly 
monopolar compounds such as alkanes and alkylbenzenes are slightly more attracted 
to the polar quartz surface as compared to the nonpolar teflon surface. This finding 
may be somewhat surprising. Intuitively, we still might have the idea that nonpolar 
compounds are attracted more strongly by nonpolar counterparts as compared to polar 
counterparts. This expectation is not generally true. The reason in this particular case is 
that the ability of a quartz surface to undergo vdW interactions is larger than that of a 
teflon surface (see Section 11.2). In this context it is important to realize that com- 
pounds which we denote as being hydrophobic (i.e., disliking water) are actually 
attracted to water surfaces. One example illustrating this point is the thin gasoline 
films that all of us have seen on the surface of polluted lakes or rivers. Obviously, in 
this case, the attractive (vdW) forces between the hydrophobic hydrocarbons and the 
water molecules at the water surface overcome the (vdW) forces among the hydrocarbon 
molecules themselves that would favor the formation of oil droplets. Hence, the term 
hydrophobicity of a compound should only be used in connection with a compound‘s 
tendency to be dissolved in a bulk waterphase. In such cases, the balance between the 
free energy costs for cavity formation and the free energy gains due to the interactions 
of the compound with the water molecules is important. Moreover, as has become 
evident from our above discussion, the hydrophobicity of organic compounds will 
increase with increasing size of the molecules. For a given size, hydrophobicity will be 
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maximal for compounds that can only undergo vdW interactions with water. We will 
come back to this point in Chapter 5,  when discussing water solubilities and aqueous 
activity coefficients of organic compounds. 

With these first insights into the molecular interactions that govern the partitioning 
of organic compounds between different phases in the environment, we are now 
prepared to tackle some thermodynamic formalisms. We will need these parameters 
and their interrelationships for quantitative treatments of the various phase transfer 
processes discussed in the following chapters. 

Using Thermodynamic Functions to Quantify Molecular Energies 

Chemical Potential 

When considering the relative energy status of the molecules of a particular com- 
pound in a given environmental system (e.g., benzene in aqueous solution), we can 
envision the molecules to embody different forms of energies. Some energies are 
those associated with the molecule’s chemical bonds and bond vibrations, 
flexations, and rotations. Other energies include those due to whole-molecule trans- 
lations, reorientations, and interactions of the molecules with their surroundings. 
The whole energy content is the internal energy and is dependent on the temperature, 
pressure, and chemical composition of the system. When we talk about the “energy 
content” of a given substance, we are usually not concerned with the energy status of 
a single molecule at any given time, but rather with an average energy status of the 
entire population of one type of organic molecule (e.g., benzene) in the system. To 
describe the (average) “energy status” of a compound i mixed in a milieu of 
substances, Gibbs (1873, 1876) introduced an entity referred to as total free energy, 
G, of this system, which could be expressed as the sum of the contributions from all 
of the different components present: 

N 

i=l 
G(p,T,n,,n, ,.... n,,...n,)= Eni& 

(3-20) 

where ni is the amount of compound i (in moles) in the system containing N com- 
pounds. The entity pi, which is referred to as chemical potential of the compound i, 
is then given by: r 

(3-21) 

Hence, pi expresses the Gibbs free energy (which we denote just as free energy) 
added to the system at constant T ? and composition with each added increment of 
compound i. Let us now try to evaluate this important function pi . When adding an 
incremental number of molecules of i, free energy is introduced in the form of internal 
energies of substance i as well as by the interaction of i with other molecules in the 
system. As more i is added, the composition of the mixture changes and, conse- 
quently, pi changes as a function of the amount of i. We should note that pi is some- 
times also referred to as the partial molar free energy, Gi , of a compound. Finally, 
we recall that Gi (J.mo1-’) is related to thepartial molar enthalpy, Hi (J-  mol-I), and 



74 Partitioning: Molecular Interactions and Thermodynamics 

Figure 3.8 Conceptualization of 
the potential functions in a hydro- 
static system and in a simple chem- 
ical system. (a) In the unequilibrat- 
ed hydrostatic system, water will 
flow from reservoir 2 of higher hy- 
drostatic potential (=gh2, where g 
is the acceleration due to gravity 
and h, is the observable height of 
water in the tank) to reservoir 1 of 
lower hydrostatic potential; total 
water volumes (i.e., total potential 
energies W1 and W,) do not dictate 
flow. Similarly, benzene molecules 
move from liquid benzene to the 
head space in the nonequilibrated 
chemical system, not because there 
are more molecules in the flask 
containing the liquid, but because 
the molecules initially exhibit a 
higher chemical potential in the 
liquid than in the gas. (b)  At equi- 
librium, the hydrostatic system is 
characterized by equal hydrostatic 
potentials in both reservoirs (not 
equal water volumes) and the 
chemical system reflects equal 
chemical potentials in both flasks 
(not equal benzene concentra- 
tions). 

hydrostatic system chemical system 

(a) not at equilibrium 

P l L f  P ! ,  

t- 

direction of flow since 

liquid (L) air with 
benzene benzene vapor (9) 

__f 

direction of flow since 

not because w,< w, not because G, > G, 

(b) at equilibrium 

gh,= gk P1L = pg 

- ------+ 
no net flow since no net flow since 

note : GL> G, note:  W, > W, 

partial molar entropy, Sj (J . mol-' K-I), by the well-known general relationship: 

Gibbs (1876) recognized that the chemical potential could be used to assess the 
tendency of component i to be transferred from one system to another or to be trans- 
formed within a system. This is analogous to the use of hydrostatic head potential for 
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identifying the direction of flow between water reservoirs (Fig. 3.8a). We know that 
equilibrium (no net flow in either direction) is reached, when the hydrostatic head 
potentials of the two reservoirs are equal (Fig. 3%). Similarly, chemical equilibrium 
is characterized by equal chemical potentials for each of the constituents. As with 
hydrostatic head potential, chemical potential is an intensive entity, meaning it is 
independent of the size of the system (in contrast to the total free energy G, which is 
an extensive function). 

Fugacity 

Unfortunately, unlike hydraulic head potentials, there is no way of directly observing 
chemical potentials. Consequently, the concept offugacity was born. Lewis (1  901) 
reasoned that rather than look into a system and try to quantify all of the chemical 
potential energies carried by the various components of interest, it would be more 
practical to assess a molecule’s urge to escape orflee that system (hence “fugacity” 
from Latinfugere, to flee). If one could quantiQ the relative tendencies of molecules 
to flee various situations, one could simultaneously recognize the relative chemical 
potentials of the compounds of interest in those situations. Based on the differences 
in their chemical potentials, one could quantify the direction (higher pi to lower p,) 
and extent to which a transfer process would occur. 

Pressure and Fugacities of a Compound in the Gas State 

Let us quantify first the “fleeing tendency” or fugacity of molecules in a gas (‘just 
about the simplest molecular system) in a way we can observe or measure. Imagine 
a certain number of moles (n,) of a pure gaseous compound i confined to a volume, V, 
say in a closed beaker, at a specific temperature, T. The molecules of the gaseous 
compound exert a pressurep, on the walls of the beaker (a quantity we can feel and 
measure) as they press upon it seeking to pass (Fig. 3 .9~) .  It is not difficult to imagine 
that if the gas molecules wish to escape more “insistently” (i.e., a higher chemical 
potential as a result, for example, of the addition of more i molecules to the gas phase 
in the beaker), their impact on the walls will increase. Consequently, we will 
measure a higher gas pressure. For an ideal gas, the pressure is perfectly proportional 
to the amount of gaseous compound. Stating this quantitatively, we see that at 
constant T, the incremental change in chemical potential of the gaseous compound i 
may be related to a corresponding change in pressure (deduced from the Gibbs- 
Duhem equation; see, e.g., Prausnitz, 1969, p. 17): 

In this case we can substitute V/n, with RT/pi: 

(3-23) 

(3-24) 

As mentioned above, the absolute value of the chemical potential cannot be 
measured but we can measure the absolute value of pressure or the amount of 
substance in the gas phase. Hence, we may define a standard value of the chemical 
potential of the gaseous compound i, p i  , by defining a standard amount and 



76 Partitioning: Molecular Interactions and Thermodynamics 

standard pressure in the form of one variable, the standard pressure pi = pp 
(commonly 1 bar). We do this by integration of Eq. 3-24: 

which yields: 
r 7  

(3-25) 

(3-26) 

Let us now look at the situation in which we deal with real gases, that is, with a 
situation in which intermolecular forces between the molecules cannot be neglected 
(as will be even more the case for liquids and solids, see below). These forces influence 
the (partial) pressure of the gas molecules, but not the amount of the gaseous 
compound(s). This real pressure is called fugacity. 

In contrast to the pressure of an ideal gas, the fugacity is not only a function of the 
amount of substance and temperature, but also of the composition (types and 
amounts of gaseous compounds present) of the gaseous system and of the total 
pressure. The fugacitiy of a gaseous compound is, however, closely related to its 
partial pressure. To account for the nonideality of the gas, one can relate these terms 
by using a fugacity coefficient, Oig: 

f i g  = 8. ‘g p .  1 (3-27) 

It is now easy to see that the correct expression for the chemical potential of a 
gaseous compound i is not based on pressure but on fugacity: 

(3-28) 

Note that for the standard state one defines ideal gas behavior, that is, 9 = p: 
(commonly 1 bar). 

Under typical environmental conditions with atmospheric pressure, gas densities are 
very low so that we set 0, = 1. In other words, for all our following discussion, we 
will assume that any compound will exhibit ideal gas behavior (i.e., we will use Eq. 
3-26 instead of Eq. 3-28). 

In a mixture of gaseous compounds having a total pressure p ,  p i  is the partial 
pressure of compound i, which may be expressed as: 

pi = Xigp (3-29) 

where xig is the mole fraction of i: 

(3-30) 
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and Cjnjg is the total number of moles present in the gas, andp is the total pressure. 
Thus, the fugacity of a gas i in a mixture is given by: 

<g = oi,xig P 

z p i  
(3-31) 

Reference States and Standard States 

Before we discuss the fugacities of compounds in liquid and solid phases, a few 
remarks on the choice of reference states are necessary. As we have seen in the 
development of Eq. 3-26, we face one obvious difficulty. Since we cannot compute 
an absolute value for the chemical potential, we must be content with computing 
changes in the chemical potential as caused by changes in the independent variables 
of temperature, pressure, and composition. This difficulty, however, is apparent 
rather than fundamental; it is really no more than an inconvenience. It results 
because the relationships between the chemical potential and the physically measurable 
quantities are in the form of differential equations, which upon integration yield only 
differences. With the choice of an appropriate reference state, it is usually possible to 
express the energetics of a given process in rather simple terms. This is similar 
to concepts used in everyday life, where we choose reference states to express the 
magnitude of entities, for example, the altitude of a mountain relative to sea level. 

When we consider a change in the “energy status” of a compound of interest [e.g., 
the transfer of organic molecules from the pure liquid phase to the overlying gas 
phase (vaporization), as discussed in Section 3.21, we try to do our energy-change 
bookkeeping in such a way that we concern ourselves with only those energetic 
properties of the molecules that undergo change. During the vaporization of liquid 
benzene, for example, we will not worry about the internal energy content of the 
benzene molecules themselves, since these molecules maintain the same bonds, and 
practically the same bond motions, in both the gaseous and liquid states. Rather, we 
will focus on the energy change associated with having benzene molecules in new 
surroundings. Benzene molecules in gas or liquid phases will, therefore, feel different 
attractions to their neighboring molecules and will contain different orientational 
and translational energies since in a liquid the molecules are packed fairly tightly 
together, while in the gas they are almost isolated. This focus on only the changing 
aspects is the guiding consideration in our choice of reference states. For each chemical 
species of interest, we want to pick a form (a reference state of the material) that is 
closely related to the situation at hand. For instance, it would be silly (though feasible) 
to consider the energy status of elemental carbon and hydrogen of which the ben- 
zene molecule is composed as the reference point with which evaporating benzene 
should be compared. Instead, we shall be clever and, in this case, choose the “energy 
status” of pure liquid benzene as a reference state, since liquid benzene includes all 
of the internal bonding energies common to both the gaseous and liquid forms of the 
compound. 

In the field of environmental organic chemistry, the most common reference states 
used include: ( 1 )  the pure liquid state, when we are concerned with phase transfer 
processes; (2) the infinite dilution state, when we are dealing with reactions of 
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organic chemicals in solution (e.g., proton transfer reactions in water, see Chapter 8); 
and (3) the elements in their naturally occurring forms (e.g., C, H2, 0,, N,, and C12), 
when we are interested in reactions in which many bonds are broken andor formed. 
Certainly, other reference states may be chosen as convenience dictates, the guiding 
principle being that one can clearly see how the chemical species considered in a 
given system is related to this state. Once we have chosen an appropriate reference 
state, we also must specify the conditions of our reference state; that is, the pressure 
and the concentration. These conditions are referred to as standard conditions and, 
together with the reference state, form the standard state of a chemical species. We 
then refer to p: in Eqs. 3-26 and 3-27 as the standard chemical potential, a value 
that quantifies the “energy status” under these specific conditions. Since we are most 
often concerned with the behavior of chemicals in the earth’s near-surface ecosystems, 
1 bar ( lo5 Pa or 0.987 atm) is usually chosen as standard pressure. Furthermore, we 
have to indicate the temperature at which we consider the chemical potential. If not 
otherwise indicated we will commonly assume a temperature of 298 K (25°C). In 
summary, as long as we are unambiguous in our choice of reference state, standard 
conditions, and temperatures, hopefully chosen so that both the starting and final 
states of a molecular change may be clearly related to these choices, our energy 
bookkeeping should be fairly straightforward. 

Fugacities of Liquids and Solids 

Let us now continue with our discussion of how to relate the chemical potential to 
measurable quantities. We have already seen that the chemical potential of a gaseous 
compound can be related to pressure. Since substances in both the liquid and solid 
phases also exert vapor pressures, Lewis reasoned that these pressures likewise 
reflected the escaping tendencies of these materials from their condensed phases 
(Fig. 3.9). He thereby extended this logic by defining the fugacities of pure liquids 
(including subcooled and superheated liquids, hence the subscript “L”) and solids 
(subscript “s”) as a function of their vapor pressures, pi;. : 

(3-32) 

where now accounts for nonideal behavior resulting from molecule-molecule 
interactions. These activity coefficients are commonly set equal to 1 when we decide 
to take as the reference state the pure compound in the phase it naturally assumes 
under the conditions of interest. The molecules are viewed, therefore, as “dissolved” 
in like molecules, and this condition is defined to have “ideal” mixing behavior. 

If we consider, for example, compound i in a liquid mixture, e.g., in organic or in 
aqueous solution; (subscript “ t” see Fig. 3.9d), we can now relate its fugacity in the 
mixture to the fugacity of the pure liquid compound by [note that for convenience, 
we have chosen the pure liquid compound (superscript *) as our reference state]: 

(3-33) 
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measured fugacity pi 
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Figure 3.9 Conceptualization of 
the fugacity of a compound i (a) in 
an ideal gas; (b) in a pure liquid 
compound i; (c) in an ideal liquid 
mixture; and (d) in a nonideal liq- 
uid mixture (e.g., in aqueous solu- 
tion). Note that in (b), (c), and (d), 
the gas and liquid phases are in 
equilibrium with one another. 

aeal liquid solution of i ( 0 )  in j (0) 

measured fugaaty: YIu 'Xit. P:L 

\ !  ! 

nonideal liquid solution of i ( 0 )  

in e.g., water (<) 

G t = g g = Y i t . x i c * P i * L  I 

where xie is the mole fraction of i (Eq. 3-30) in the mixture (or solution). If the 
compounds form an ideal mixture (Fig. 3.9c), implying that no nonideal behavior 
results from interactions among unlike molecules, Yie is equal to 1 and Eq. 3-33 
represents the well-known Raoult S Law. 

Activity Coefficient and Chemical Potential 

Using the concept of fbgacity we can now, in analogy to the gaseous phase (Eq. 3-28), 
express the chemical potential of a compound i in a liquid solution by: 
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(3-34) 

where we have chosen the pure liquid compound as reference state. Note that pui*L is 
nearly equal to the standard free energy of formation AfG;(L)of the pure liquid 
compound, which is commonly defined at 1 bar and not at &. Hence pl; E p:. 
Substitution of Eq. 3-33 into Eq. 3-34 then yields: 

pie = pyL + RTln yic . x;e (3-35) 

Generally, the expression </<ef = % . xi  = a, is referred to as the activity of the 
compound. That is, a,is a measure of how active a compound is in a given state (e.g., 
in aqueous solution) compared to its standard state (e.g., the pure organic liquid at 
the same T andp). Since % relates ai , the “apparent concentration” of i, to the real 
concentration xi  , it is only logical that one refers to ‘/i as the activity coefficient. It 
must be emphasized here that the activity of a given compound in a given phase is a 
relative measure and is, therefore keyed to the reference state. The numerical value 
of ‘/i will therefore depend on the choice of reference state, since, as we have seen in 
Section 3.2, molecules of i in different reference states (i.e., liquid solutions) interact 
differently with their surroundings. 

It is instructive to examine the activity coefficients of a few organic compounds in 
different solvents using the pure organic liquid compound as the reference state 
(Table 3.2). These YIP values express the escaping tendency of a given compound 
from the respective solution relative to the compound 5 escaping tendency from its 
ownpure liquid. Note that with this choice, for each compound i, we define a different 
molecular environment as reference state. At first glance, this might seem to be 
somewhat strange. It would, of course, also be feasible and, if the necessary data 
were available, even meaningful, to choose the same reference state for all 
compounds (e.g., infinitely dilute in hexadecane). By doing so, activity coefficients 
for other molecular environments (e.g., water) could be more easily compared, 
because they would all be related to a situation where all compounds exhibit solely 
vdW interactions. Another option would be to use the ideal gas phase as the reference 
state where no interactions occur at all. Nevertheless, as we will see in the following 
chapters, the choice of the pure liquid as reference state has significant practical 
advantages, in that the pertinent properties of the pure liquid are known or can be 
estimated for many organic compounds. 

But let us now inspect the yrr values for the various chemicals given in Table 3.2. As 
we would probably have expected intuitively from our discussions in Section 3.2, 
yie values close to 1 are found in those cases in which molecular interactions in the 
solution are nearly the same as in the pure liquid compound. For example, when the 
intermolecular interactions in a pure liquid are dominated by vdW interactions, and 
when solutions also exhibit only vdW interactions between the solute and solvent 
and between the solvent molecules themselves, we have y,! values close to 1. Examples 
include solutions of nonpolar and monopolar compounds in an apolar solvent (e.g., 
n-hexane, benzene, and diethylether in hexadecane), as well as solutions of nonpolar 
solutes in monopolar solvents (e.g., n-hexane in chloroform). In contrast, if we 
consider situations in which strong polar interactions are involved between the solute 
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Table 3 2  Activity Coefficients ', yip, of Hexane (apolar), Benzene (monopolar), 
Diethylether (monopolar), and Ethanol (bipolar) in Different Solvents at Infinite 
Dilution at 25°C. Reference: Pure Liquid Organic Compound. 

Solvent Solute 

(Polarity) 
Hexane Benzene Diethylether Ethanol 
(apolar) (monopolar, (monopolar, (bipolar) 

H-acceptor) H-acceptor) 

n-Hexadecane - 1  - 1  - 1  35 

Trichloromethane (CHC13) 1.8 0.8 0.3 4.5 
(monopolar, H-donor) 

Ethanol (C2H50H) 12 5.4 n.a! 1 

(n-C16H34) (apolar) 

(bipolar) 

Water 460000 2500 130 3.6 
(bipolar) 

'Data from Gmehling et al. (1994). bn.a. = not available. 

molecules in their pure liquid and/or among the solvent molecules, but not in the 
so1ute:solvent interactions, activity coefficients of much greater than 1 may be 
found. For example, the activity coefficient of ethanol in hexadecane is 35 (Table 3.2). 
This significant deviation from 1 is due to the polar interactions of the ethanol 
molecules in their pure liquid, which cannot be counterbalanced by the vdW interac- 
tions in solution. The most striking example in Table 3.2 is, however, the solution of 
n-hexane in water (xw = 460000). As pointed out in Section 3.2, this extremely high 
escaping tendency of nonpolar organic compounds from bulk water is not due to a 
lack of attractive interactions between the organic molecules and the water mole- 
cules, but to the very high free energy costs for cavity formation. 

Finally, inspection of Table 3.2 shows also that there are cases in which Yie can be 
even smaller than 1. An example is a solution of diethylether in chloroform. Here, the 
solute is an electron donor (H-acceptor), while the chloroform solvent is an electron 
acceptor (H-donor). In this case, the solute and solvent both acquire additional inter- 
molecular interactions that were unavailable to them in their pure liquid forms. The 
monopolar diethylether (only vdW interactions in its pure liquid) can add polar 
interactions to its vdW attractions with the molecules of the monopolar chloroform 
solvent exhibiting a complementary electron acceptor property. 

Excess Free Energy, Excess Enthalpy, and Excess Entropy 

Before we go on and apply Eq. 3-35 to describe the partitioning of a compound i 
between two phases, a few comments are necessary on the various partial molar free 
energy terms included in Eq. 3-35. First, we rewrite Eq. 3-35 by splitting the term 
that expresses the difference in partial molar free energy of a compound i between its 
actual situation in a given solution and its situation in the reference state: 



82 Partitioning: Molecular Interactions and Thermodynamics 

y,! = y:L + RTln x,e + RTlny,,, (3-36) 

T . ,&!,$;I partial molar 
excess free 
energy “ GZ ” 

As already pointed out, Yle is 1 if a compound forms an ideal solution. In this rather 
rare case, the term RT In yit, which we denote as partial molar excess free energy of 
compound i in solution 1 ,  GZ, is 0. This means that the difference between the 
chemical potential of the compound in solution and its chemical potential in the 
reference state is only due to the different concentration of the compound i in the two 
states. The term Rlnx,e=Sj,$;’ expresses the partial molar entropy of ideal mixing 
(a purely statistical term) when diluting the compound from its pure liquid (xiL = 1) 
into a solvent that consists of otherwise like molecules. 

Let us now have a closer look at this excess free energy term. Note that, for simplicity, 
in the following and throughout the book we will drop the term “partial molar” and 
just talk about the excess free energy of a given compound in a given molecular 
environment. To evaluate the excess free energy term, it is usehl to first make some 
general comments on the various enthalpic and entropic contributions (Eq. 3-22) to 
the free energy of a given compound in a specific molecular environment. We will 
do this in a somewhat simplistic way. In brief, the enthalpy term represents all attractions 
or attachments of a compound’s molecule to its surroundings. These include intev- 
molecular interactions as discussed in Section 3.2 as well as the internal attraction or 
bonds (intramolecular forces, e.g., bond energies, see Section 2.2). Thus, the enthalpic 
contributions may be thought of as the “glue” holding the parts of a molecule to its 
surroundings. As we have already pointed out several times, when we are only interested 
in the partitioning of organic compounds we choose a reference state in a way that 
we have only to deal with changes in intermolecular interactions when comparing 
the energy of a compound in various molecular environments. 

The entropy term is best imagined as involving the “freedom” or latitude of orientation, 
configuration, and translation of the molecules involved. When molecules are forced 
to be organized or confined, work must be done. As a consequence, energy must be 
spent in the process. Conversely, the more ways the molecule can twist and turn, the 
more freedom the bonding electrons have in moving around in the molecular structure, 
then the more “randomness” exists. As a result, the entropy terms are larger. This 
leads to a more negative free energy term (see Eq. 3-22). By analogy to Eq. 3-22, we 
can express the excess free energy term in Eq. 3-36 as: 

Gz = RTln y,! = H z  - T - $  (3-37) 

where HZ and S: are the (partial molar) excess enthalpy and excess entropy, 
respectively, of the compound i in phase !. Let us now inspect the enthalpic and 
entropic contributions to G: for four simple compounds in hexadecane and in water 
(Table 3.3). Also shown in Table 3.3 are the corresponding values for the ideal gas 
phase (i.e., G:, ff:, S z > ,  which are, of course, identical with the free energy, the 
enthalpy, and the entropy of vaporization of the pure liquid compounds, respectively, 
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Table 3 3  Excess Free Energies, Enthalpies, and Entropies of Hexane (apolar), 
Benzene (monopolar), Diethylether (monopolar), and Ethanol (bipolar) in the 
Ideal Gas Phase, in Hexadecane, and in Water at Infinite Dilution." All Data at 
25°C. Reference: Pure Liquid Organic Compound. 

Phase GEhase = H$hase - 'ghase '&ha% 

Compound (i) (kJ . mol-I) (kJ . mol-I) (kJ .moll) (J. mol-'K-') 

Gas Phase 
Hexane 
Benzene 
Diethy lether 
Ethanol 

Hexadecane 
Hexane 
Benzene 
Diethy let her 
Ethanol 

Water 
Hexane 
Benzene 
Diethy let her 
Ethanol 

4.0 = 
5.3 = 
0.8 = 
6.3 = 

-0.2 = 
0.4 = 
0.0 = 

8.8 = 

32.3 = 
19.4 = 
12.0 = 
3.2 = 

31.6 
33.9 
27.1 
42.6 

0.6 
3.5 
1.9 

26.3 

-0.4 
2.2 

-19.7 
-10.0 

- 27.6 
- 28.6 
- 26.3 
- 36.3 

- 0.8 
- 3.1 

1.9 
- 17.5 

- 

+ 32.7 
+ 17.2 
+ 31.7 
+ 13.2 

92.6 
96.0 
88.2 

122.0 

2.7 
9.7 
6.4 

58.7 

-109.7 
-58.4 

-106.3 
-44.3 

" Data from Abraham et al. (1990) and Lide (1995) 

which we will discuss in detail in Chapter 4. Here, we just note from the examples 
given in Table 3.3 that when considering a compound in the ideal gas state relative to 
the pure liquid, both enthalpy costs as well as entropy gains are important in deter- 
mining the overall excess free energy. The rather high excess enthalpy and excess 
entropy values observed for ethanol can be fully rationalized by the ability of this 
bipolar compound to undergo quite strong polar interactions within the pure liquid 
(which is not the case for the other compounds). This results in a stronger "glue" 
among the molecules and, therefore, in a higher (positive) H g .  For the same 
reasons, the ethanol molecules have less freedom to move around in their own liquid 
phase, which leads to a larger entropy gain when transferred to the (ideal) gas phase 
(where freedom is maximal!). 

A very different picture is found for the compounds in hexadecane. Here, the apolar 
and monopolar compounds show almost ideal behavior (i.e., G; = 0) because in 
their own liquids, as well as in hexadecane, they can undergo only vdW interactions. 
In the case of ethanol, again, a significant enthalpy cost and entropy gain is found, 
which can be explained with the same arguments used above for the gas phase. The 
absolute HZ and T . Sz  values are, however, smaller as compared to the gas phase, 
because ethanol undergoes vdW interactions with the hexadecane-solvent mole- 
cules, and because the freedom to move around in hexadecane is smaller than in the 
gas phase. 
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Finally, the most interesting, and maybe somewhat puzzling, case is the aqueous 
phase. We might perhaps not have guessed that the excess enthalpies in water are 
close to zero or even negative for all four compounds, even for the apolar hexane. 
The very high fugacity of hexane in water (as compared to its pure liquid) is therefore 
not due to enthalpic reasons. Rather this is caused by a very large negative entropy 
contribution. This effect is also significant for the other three compounds (see Table 3.3). 
This significant loss in entropy when transferring an organic molecule from one 
liquid phase (the pure compound) to another liquid phase (water) is, at first glance, 
rather surprising (compare water with hexadecane). Hence, solutions in water 
involve some special intermolecular interactions which we need to unravel when we 
want to understand the environmental partitioning of organic compounds. We will 
learn more about these secrets in Chapter 5 .  Our next step here is to demonstrate how 
partition constants between two different phases are linked to the corresponding 
excess free energy terms. 

3.4 Using . -  Thermodynamic - Functions to Quantify Equilibrium - 
Partitioning 

The next task in our general discussion of equilibrium partitioning of organic 
compounds between two different phases is to visualize how equilibrium partition 
constants as defined by Eq. 3-12 are related to the various energy terms discussed in 
Section 3.3. Then, we will be interested in the free energy term AL12Gi introduced in 
Eq. 3-13, and we will briefly address the effect of temperature on equilibrium parti- 
tioning. Finally, we will make a few comments on some simple Zinearfree energy 
relationships (LFERs), which, when applied with appropriate caution, are extremely 
powerfd extrathermodynamic tools (i.e., empirical approaches that cannot be 
derived strictly from thermodynamic theory) used to predict and/or evaluate partition 
constants of organic compounds in different two-phase systems. 

Equilibrium Partition Constants and Standard Free Energy of Transfer 

Let us consider a system in which two bulk phases, 1 and 2 (e.g., air and water, an 
organic phase and water), are in contact with each other at a given temperature and 
pressure. We assume that the two phases are in equilibrium with each other with 
respect to the amounts of all chemical species present in each. We now introduce a 
very small amount of a given organic compound i into phase 2 (i.e., the properties of 
both bulk phases are not significantly influenced by the introduction of the 
compound). After a short time, some molecules of compound i will have been transferred 
from phase 2 (reactant) to phase 1 (product) as portrayed in Eq. 3-1 1. At this point we 
write down the chemical potentials of i in the two phases according to Eq. 3-36: 

(3-38) 

The difference between the two chemical potentials (which corresponds to the free 
energy of a reaction, see Chapter 12), is then given as: 



Using Thermodynamic Functions to Quantify Equilibrium Partitioning 85 

4 1  Yil 

x12 Yi2 
pil - p12 = RT ln-+ RT ln- (3-39) 

It is easy to see that at the very beginning of our experiment, pi1 will be smaller than 
p i 2  (xi, < xi2) and, hence, the difference will be negative. Consequently, a net transfer 
of compound i from phase 2 to phase 1 will occur until equilibrium (i.e., pi1 = pi2) is 
reached. Then, at equilibrium, we obtain after some rearrangement: 

(3 -40) xi1 
Xi2 RT 

(RT In yil - RT In yi2)  
In ~ i . 1 2  = In- = - 

which is equivalent to: 
K;  - -(RTlnyil -RT lny ,? ) lR7  

112 - e 
or: (3-41) 

where Ki12 is the partition constant on a mole fraction basis. We distinguish this mole 
fraction basis by using a superscript prime. Comparison of Eq. 3-41 with Eq. 3-13 
reveals that, when expressing the abundance of the compound i in mole fractions, the 
constant in Eq. 3-13 is equal to I .  Furthermore, and more importantly, we can see 
now that the free energy of transfer A12Gi equals the difference between the (partial 
molar) excess free energies of i in the two phases under specified conditions: 

A12Gi = G: - G z  (3 -42) 

At this point let us address the problem of expressing abundance of compounds in a 
bulk phase. In environmental chemistry, the most common way to express concen- 
trations is not by mole fraction, but by the number of molecules per unit volume, for 
example, as moles per liter of solution (mol -L-' , M). This molar concentration scale 
is sometimes not optimal (volumes are, for example, dependent on Tandp, whereas 
masses are not; hence, the use of concentration data normalized per kilogram of 
seawater is often seen in the oceanographic literature). However, the molar scale is 
widely used. We can convert mole fractions to molar concentrations by: 

(3-43) xi! (mol (total moI)-') 
G(L (total mol)-') 

Cie = - 

where Cie is the concentration (moles per liter) of i in phase .! and Ve is the molar 
volume of the mixture or solution. When we deal with a mixture of several compo- 
nents (e.g., organic solvent/water mixtures in Chapter 5 )  we will generally apply 
Amagat 5 Law as a first approximation. That is, we assume that the components of 
the liquid phase mix with no change in volume due to intermolecular interactions: 

where xj and Vj are the mole fractions and molar volumes, respectively, of the pure 
component j. For aqueous solutions of moderately or only sparingly soluble com- 
pounds, we can usually neglect the contribution of the organic solute to the molar 
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volume of the mixture. This means that we set vt equal to v,, the molar volume of 
water (v, = 0.018 L.mo1-l at 25°C). 

Substitution of xi by CiI .v, in Eq. 3-40 then yields the partition constant, Ki,2, 
expressed in molar concentrations (note that we now omit the prime superscript): 

This is equivalent to: 

or: 

(3-45) 

(3-46) 

Comparison of Eq. 3-46 with Eq. 3-13 shows that, when expressing the abun- 
dance of the compound i in molar concentrations, the constant in Eq. 3-13 cor- 
responds to ( VZ / V; ). Note again that this is strictly true only when we consider 
infinitely dilute solutions of i in the two phases. Note also that one could debate 
whether this constant term should be incorporated into the AnGi term, that is, 
A12GF = A12Gi + RTln(v1 / v z ) ,  where A12G; is the free energy of transfer 
expressed on a molar concentration base (Vitha and Carr, 2000). In our following 
discussions we will, however, use Eq. 3-46 for relating partition constants with free 
energies of transfer. 

_ . -  

Using the excess free energy, enthalpy, and entropy values given for our four model 
compounds in Table 3.3, we can now easily calculate how these compounds partition 
between the various phases (i.e., between air and hexadecane, air and water, and 
hexadecane and water, respectively) at equilibrium. Table 3.4 summarizes the 
results of these calculations. These results reflect, of course, what we have already 
discussed above when inspecting the excess energy terms of the compounds in the 
various phases. In Chapters 6 and 7 we will address in detail the partitioning of 
organic compounds between air and liquids (including water), and organic phases 
and water, respectively. Here we just note again the very important entropy contri- 
butions to the overall excess free energy of transfer of a compound i if water is one of 
the phases involved. 

Effect of Temperature on Equilibrium Partitioning 

So far, we have considered the equilibrium partitioning of an organic compound at a 
given temperature and pressure. Since partition constants are commonly reported 
for only one particular temperature (e.g., 25"C, as is the case for the data summarized 
in Appendix C), we need to be able to extrapolate these values to other conditions of 
temperature. 

We should note that in most cases in environmental organic chemistry, we can 
neglect the effect of pressure changes on equilibrium partitioning. Exceptions might 
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Table 3.4 Air-Hexadecane, Air-Water, and Hexadecane-Water Equilibrium Partitioning of Hexane, Benzene, 
Diethylether, and Ethanol: Free Energies, Enthalpies, and Entropies of Transfer, as well as Partition Constants 
Expressed on a Molar Base (i.e., mol .L-'phase l/mol . L-'phase 2) 

Phase l/Phase 2 A12Gi A12Hi TA12Si A12Si q.1; 
Compound (i) (kJ. mol-I) (kJ -mol-l) (kJ-mol-') (kJ-mol-I) 

AWHexadecane 
Hexane 
Benzene 
Diethy lether 
Ethanol 

AirIWater 
Hexane 
Benzene 
Diethy le ther 
Ethanol 

Hexadecanemater 
Hexane 
Benzene 
Diethy lether 
Ethanol 

4.2 
4.9 
0.8 

-2.5 

-28.3 
-14.1 
-1 1.2 

3.1 

-32.5 
-19.0 
-12.0 

5.6 

31 .O 
30.4 
25.2 
16.3 

- - 
- - 
- - 
- - 

32.0 
29.7 
46.8 
52.6 

1 .o 
1.3 

21.6 
36.3 

- - 
- - 
- - 
- - 

- - 
- - 
- - 
- - 

26.8 
25.5 
24.4 
18.8 

60.3 
43.8 
58.8 
49.5 

33.5 
20.3 
33.6 
30.7 

89.9 
85.6 
81.9 
73.3 

202.3 
147.0 
194.6 
166.3 

112.4 
68.1 

112.8 
103.0 

2.2 10-3 
1.7 10-3 
8.7 10-3 
3.3 x 

6.5 x 10' 
2.1 x lo-' 
6.6 x 
2.0 10-4 

3.0 104 

7.7 x loo 
6.4 10-3 

1.3 x lo2 

- - 
a Eq. 3-13 with const. = 7 / ; molar volumes at 25°C and 1 bar: Videal gas = 24.73 L .  mol - I  , Vhaadecane = 0.293 L . mol-l, - 

Vwater = 0.01 8 L . mol-' 

include cases of very high pressure, as for example, in the deep sea (>200 bar) or in 
deep groundwater. For these particular applications we refer to the corresponding 
literature (e.g., Prausnitz, 1969; Atkins, 1998). 

Here, we confine our discussion to the temperature dependence of partitioning. As a 
starting point we consider the differentiation of InK,,, (Eq. 3-46) with respect to 
temperature: 

(3 -47) d InK,,, - d In constant 1 d ( 4 2 ' %  1 T) -- --. 
dT dT R dT 

Let us first look at the temperature dependence of the constant. Using the mole 
fiaction basis, this constant is equal to 1 and therefore temperature independent if mole 
fractions or partial pressures, respectively, are used to express the abundance of i in a 
given liquid or in the gas phase, respectively. In contrast, when using molar concentra- 
tions, the constant is given by the ratio of the molar volumes of the two phases. These 
are, of course, influenced by temperature. However, as a first approximation we may 
neglect this relatively small effect (< 10% in the temperature range between 0°C and 
30°C), and rewrite Eq. 3-47 as: 

(3-48) 
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Applying the well-known Gibbs-Helmholtz equation (Atkins, 1998), we may 
express the right-hand term of Eq. 3-48 as: 

which leads to another well-known equation, the van 't Hoffequation: 

(3-49) 

(3-50) 

Note that Eqs. 3-49 and 3-50 are very general equations which also apply, for example, 
to describing temperature dependencies of reaction equilibrium constants, as will be 
discussed in Chapters 8 and 12 (of course, with the appropriate reaction free energy 
and enthalpy terms). 

If we assume that AlzHi is constant over a small temperature range (say between TI 
and T,), Eq. 3-50 can be integrated. The result of this integration is: 

or: (3-51) 

Note that by measuring KiI2 values at various temperatures, A12HL can be obtained 
from a linear regression (i.e., a least square fit) of In Ki12 versus 1IT: 

A 
T 

In K,,, = - - + B (3-52) 

Since the slope A (in K) of the regression line is given by A = A12Hi / R, the A1zHl 
value can be obtained by: 

A12Hi = R . slope A (3-53) 

It should be pointed out that if one of the phases considered is the gas phase, and if 
Ki12 is expressed in molar concentrations (including the gas phase), AnHf in Eqs. 3-51 
and 3-53 has to be replaced by h12Hi + RT,,, where T,, is the average temperature 
(in K) of the temperature range considered (for details see Atkinson and Curthoys, 
1978). Finally, we should note that the temperature dependence of Kilz (and other 
equilibrium constants) over large temperature ranges can be approximated by a 
function of the type: 

InK,,, =a,+-+aa, lnT+a,T a2 

T 
(3-54) 

The parameters a, ,  a2, a3, and a4 are obtained similarly as A and B in Eq. 3-53 by 
fitting experimental K, , 2  data obtained at different temperatures. 
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Table 3.5 Effect of Temperature 
on Equilibrium Partition Constants 
as a function of AI2Hi 

Table 3.5 gives the average change in Ki12 per 10°C increase/decrease in temperature 
for various A12Hi values. A much more comprehensive table which is extremely 
useful for assessing the temperature dependence of equilibrium constants as well as 
of reaction rate constants is Table D1 in Appendix D. AI 2Hi Factora 

(kJ . m01-l) 

-20 
-10 
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Using the numbers given in Table 3.5 we can now inspect Table 3.4 in order to get 
some feeling of the temperature dependency of partition constants. Except for the 
hexadecane/water partitioning of hexane and benzene, there is a significant effect of 
temperature on the partition constants, particularly if one of the phases is the gas 
phase. For example, the aidwater partition constant of diethylether is about 4 times 
larger at 25°C as compared to 5°C (A12Hi = 46.8 kJ.mol-’). As we will see later in 
various other chapters, in cases in which equilibrium is not established, temperature 
may have an important effect on the direction of fluxes of compounds between envi- 

70 2.72 ronmental compartments. 
a Average “increase” (factor) of 
Kt ,2  per 10°C increase in ternpe- 
rature. 

Using Linear Free Energy Relationships (LFERs) to Predict and/or to Evalu- 
ate Partition Constants and/or Partition Coefficients 

We conclude this section by a few general remarks about extrathermodynamic 
approaches. These quantitative methods involve empirical approaches that cannot 
be derived strictly from thermodynamic theory. They are widely used to predict and/ 
or to evaluate partition constants and/or partition coefficients (see Box 3.2 for 
nomenclature) of organic compounds. There are many situations in which some of 
the data required to assess the partitioning behavior of a compound in the environ- 
ment are not available, and, therefore, have to be estimated. For example, we may 
need to know the water solubility of a given compound, its partition coefficient 
between natural organic matter and water, or its adsorption constant from air to a 
natural surface. In all these, and in many more cases, we have to find means to 
predict these unknown entities from one or several known quantities. 

The basic idea behind the most common approaches used for predicting partition 
constants (including vapor pressure and water solubility or partition coefficients) is 
to express the (unknown) free energy of transfer, AlzGi, of a given compound in the 
two-phase system of interest by one or several other (known) free energy terms cho- 
sen in a way that these terms can be linearly related to A12Gi. We will encounter and 
discuss such linear free energy relationships (LFERs) in various other chapters of 
this book. Here we will confine ourselves to some general remarks sketching the 
basic idea. It should be pointed out that, in practice, such LFERs are sometimes used 
without the necessary caution. Our considerations of molecular interactions and our 
discussion on the excess energy terms of organic compounds in various phases will 
help us throughout the book to develop a more critical attitude toward such LFERs, 
which is necessary for a proper application of these powerful tools. 

To illustrate, we first consider a simple one-parameter LFER approach that is very 
widely used and, unfortunately, often also abused in environmental organic chemis- 
try. In this approach, a linear relationship is assumed between the free energies of 
transfer of a series of compounds in two different two-phase systems: 

Al,Gi = a .  A34Ci + constant (3-55) 
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Box. 3.2 Partition Constants, Partition Coefficients, and Distribution Ratios, A Few Comments on 
Nomenclature 

In the literature there is sometimes a certain confusion about the proper use of the terms “partition constant,” 
“partition coefficient,” and “distribution ratio.” Throughout this book, we will use these terms in the following way. 
We will talk of a partition constant or a partition coefficient when we consider only one chemical species in each 
phase. Thereby, we will reserve the term partition constant for those cases where we deal with the equilibrium 
partitioning between two well-dejked phases, where we can be sure that the proportionality factor between the 
concentrations in the two phases is actually a concentration-independent constant at given conditions. Examples 
include the air-pure surface partition constant (Chapter 4), the air-pure water partition constant (Chapter 6), and the 
n-octanol-water partition constant (Chapter 7). In all other cases where this proportionality factor may vary 
somewhat with different related phases, we will talk about a partition coef$cient. A prominent example is the natural 
organic matter-water partition coefficient that we will discuss in Chapter 9. Furthermore, we will use the very 
general term “distribution ratio” when we deal with situations where we just want to express the ratio of total 
concentrations of a given chemical in two phases. Examples include the equilibrium distribution ratio of organic 
acids or bases in air-water, organic solvent-water, or natural organic matter-water systems (where these compounds 
may be present both as neutral and charged species (Chapters 8 and 9), and the natural solid-water distribution ratio 
of a chemical where various different sorption mechanisms may be responsible for the presence of the compound in 
the solid phase (Chapter 11). Finally, we should note that several other terms including “distribution constants,” 
“distribution coefficients,” and “accumulation factors” are often used in the literature to describe partitioning. We 
will generally not use these terms except for our discussion on bioaccumulation, where we will adopt the commonly 
used “bioaccumulation factor” (Chapter 10). 

where very often one of the phases is the same in the two systems (e.g., 2 = 4). In 
terms of partition constants/coefficients, Eq. 3-55 can be written as (see Eq. 3-46; 
note that decadic instead of natural logarithms are commonly used): 

IogK,,, = a .  logK,,, + constant’ (3-56) 

Table 3.6 gives some prominent examples of such LFERs. Note that in all cases 
indicated in Table 3.6, the two systems related by the LFER have one phase in common 
(i.e., air, water). As should be evident from our basic considerations of molecular 
interactions, such LFERs can work properly only if various criteria are hlfilled. 
Important aspects that have to be taken into account include the type of molecular 
interactions that the compounds considered may undergo in the various phases, as 
well as the factors that determine the free energy costs of cavity formation, if bulk 
liquid phases are involved. Hence, for example, it should not come as a big surprise 
that very poor correlations are generally found when trying to relate partition 
constants/coefficients of a series of compounds of different polarities between two 
systems that contain phases exhibiting very different properties (e.g., airhexadecane 
and aidwater partitioning). On the other hand, rather good correlations can be 
expected when considering two similar systems (e.g., two organic phase/water 
systems), particularly when choosing groups of compounds that undergo the same type 
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Table 3.6 Examples of Simple One-Parameter Linear Free Energy Relationships 
(LFERs) for Relating Partition Constants and/or Partition Coefficients in Different 
Two-Phase Systems (Including the Pure Compound as Phase) 

Partition Constants/Coefficients 
Correlated 

Discussed 
in Chapter 

LFER 

Octanol-water partition constant 

liquid compound 

Natural organic carbon-water 

octanol-water partition constant 

Lipid-water partition coefficient 

constant 

Air-solid surface partition 

pure liquid compound 

Air-particle partition coefficient 

and aqueous solubility of the pure log Kiow = -a. lOgC;:' + b 7 

partition coefficient and log Kio, = logKiow + b 9 

and octanol-water partition log Kilipw = a .  logKiow + b 

log Kj,, = u * logpi; + b 

log K,, = a .  logKiao + b 

10 

constant and vapor pressure of the 11 

and air-octanol partition constant I1 

of interactions in a given phase. In these cases, an LFER established from a set of 
compounds with known partition constants /coefficients in both systems (from 
which the slope a and the constant term in Eq. 3-56 can be determined by a linear 
regression analysis) can be used with good success to predict partition constants/ 
coefficients of compounds for which the partition constants/coeEcients are known 
only in one of the systems considered (e.g., prediction of natural organic matter- 
water partition coefficients from octanol-water partition constants, see Chapter 9). 

However, LFERs of the type of Eq. 3-56 may not only be used as predictive tools; 
they may also serve other purposes. For example, they may be very helpful to check 
reported experimental data for consistency (i.e., to detect experimental errors). 
They may also enable us to discover unexpected partitioning behavior of a given 
compound, for example, if a compound is an outlier, but, based on its structure, is 
expected to fit the LFER. Finally, as will be discussed in various other chapters, if 
for a given set of model compounds such LFERs have been established for various 
two-phase systems, where one of the phases is not very well characterized (e.g., 
various natural organic matter-water systems, different atmospheric particle-air 
systems), the slopes a of the respective LFERs may yield some important informa- 
tion on the nature of the phases considered (e.g., to detect differences or similarities 
among the phases). 

A second, very different general approach to predict the partition constant of a com- 
pound in a given two-phase system assumes that the free energy of transfer term for 
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the whole molecule can be expressed by a linear combination of terms that describe 
the free energy of transfer of parts of the molecules (at the extreme of the atoms of 
which the molecule is made up): 

A12Gi = A12Gpart ofi  + special interaction terms (3-57) 
parts 

Stated in terms of partition constants, this becomes: 

log K,IZ = C. Alog Kpnrtofil?- + special interaction terms (3-58) 
P a s  

The special interaction terms are necessary to describe intramolecular interactions 
between different parts of the molecule that cannot be accounted for when considering 
the transfer of the isolated parts. Obviously, this type of approach has a big advantage 
in that it allows one to estimate a partition constant based solely on the compound’s 
structure. Good results can be anticipated particularly in those cases where the partition 
constant of a structurally closely related compound is known, and thus only the 
contributions of the parts that are different between the two compounds have to be 
added and/or subtracted, respectively. The most advanced and most widely used 
method that is based on this concept is the structural group contribution method for 
estimating octanol-water partition constants. We will discuss this method in Chapter 7. 

Finally, we should note that there are a series of more sophisticated methods available 
that may be used for estimating partition constants. We will discuss the most 
promising approaches that are based on a direct quantification of molecular interac- 
tions later in the following chapters. 

Concluding Remarks 

The goal of this chapter was to take a first glimpse at the molecular interactions that 
govern the partitioning behavior of organic compounds between gaseous, liquid, 
and solid phases, and to recall how simple thermodynamic concepts, in particular, 
chemical potential, can be used to quantify equilibrium partitioning. In the following 
chapters, we will discuss important measurable quantities that we need to know 
when assessing environmental partitioning of organic chemicals. We will continue 
our effort to visualize the molecu1e:molecule interactions as well as the freedom of 
motion of the molecules in a given phase, in order to understand the enthalpic and 
entropic contributions to the free energy status of the molecules of a given 
compound in a given molecular environment relative to the pure liquid compound 
(which we have chosen to be our reference state). By doing so we will hopefully 
improve our ability to rationalize how pertinent compound properties are related to 
the compound’s structure. It is very important to realize that developing some skills 
in structure-property considerations is essential for a critical evaluation of experi- 
mental data, and, particularly, for a proper use of predictive tools (e.g., LFERs) used 
to estimate such properties when experimental data are not available. 
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Using Partition ConstantsKoefficients to Assess the 
Equilibrium Distribution of Neutral Organic Compounds 
in Multiphase Systems 

Our final task in this chapter is to demonstrate how partition constants/coefficients 
can be used to calculate the equilibrium distribution of a compound i in a given 
multiphase system. As already pointed out earlier, for simplicity, we consider only 
neutral species. As we will see in Chapter 8, the equilibrium partitioning of ionogenic 
compounds (i.e., compounds that are or may also be present as charged species, as, 
for example, acids or bases) is somewhat more complicated to describe. However, 
the general approach discussed here is the same. 

We start out by considering a very simple example, the partitioning of a compound i 
between two bulk phases 1 and 2 exhibiting the volumes V,  and V,. As discussed 
in the previous section, at equilibrium the molar concentrations Ci, and C,, of i in 
the two phases are related by the corresponding equilibrium partition constant/ 
coefficients: 

K112 =- CI 1 (3-59) 
c* 2 

It is now easy to see that we may calculate the fraction of the total amount of i 
present at equilibrium in phase l ,f j l ,  simply by: 

- Cil . Vi - mass of i in phase 1 
$1 = 

total mass of i Ci1 .1/; + Ci2 . v2 
(3-60) 

Dividing the numerator and denominator of the right-hand side of Eq. 3-60 by 
( Cil Vi) yields: 

1 
Ci2 Vz 1+--- 
Cll 1/; 

j ; 1  = (3-61) 

By substituting Eq. 3-59 into Eq. 3-61 and by defining the (volume) ratio of the two 
phases r12 = V,/V,, one obtains: 

(3-62) 1 
1 A1 = 

and analogously for the fraction of i in phase 2: 

1 
A 2  = 

1 + K112 . r12 

(3-63) 

Of course, in a two-phase system,J;, +A2 must be equal to 1 (which can be easily 
checked). Note that Eqs. 3-62 and 3-63 are also valid if one of the phases is a solid 
(e.g., solid-water partitioning in a lake or in an aquifer, or solid-air partitioning in 
the atmosphere). In such cases, KiIz  is often expressed by the ratio of mole of i per 
mass of solid concentration and mole of i per volume concentration, and therefore, 
Y,, is then given by the ratio of the mass of solid and the volume of the bulk liquid or 
gas phase present in the system considered. 
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The equations derived for calculating the fractions of total i present in each phase at 
equilibrium in a two-phase system (Eqs. 3-62 and 3-63) can be easily extended to a 
multiphase system containing n phases (e.g., to a “unit world”). If we pick one phase 
(denoted as phase 1) as the reference phase and if we use the partition constants of i 
between this phase and all other phases present in the system: 

Kiln(n+l) = - ci 1 
Cin(n*l) 

(3-64) 

then, the fraction of i in phase 1 is given by: 

“ 1  1 l r T - . -  

(3-65) 

Note that the partition constandcoefficient of i for any other two phases in the system 
can be calculated from the Kiln(,,+,) values. Thus, for example, KiZ3 is given by: 

(3-66) 

Obviously, as is demonstrated by Illustrative Example 3.1, since any of the phases 
can be chosen as phase 1, Eq. 3-65 can be used to calculate the fraction of total i at 
equilibrium in each of the phases present in the system. 

Illustrative Example 3.1 

/=naphthalene 

K.  = 10-1.76 
raw 

K~~ = K,,, = 103.36 

rfw = 

rfa = 

The “Soup Bowl” Problem 

Problem 

A covered soup bowl contains 1 L of a very diluted, cold soup (25 “C), 1 L of air, and a 
floating blob of fat of a volume of 1 mL. The system also contains 1 mg of naphthalene. 
Estimate the amount of naphthalene you would ingest if you were to eat only the fat 
blob. Assume that equilibrium is established. 

In the Appendix C you find the air-water partition constant (Klaw) of naphthalene 
and its octanol-water partition coefficient (Klow) that you use as surrogate for the 
fat-water partition coefficient, Klh). Note that these entities are given as ratios of 
molar concentrations. Use the fat (octanol) as phase 1 and calculate the fat-air 
(octanol-air) partition constant, Krfa: 

Insertion of Ki,, Kifa, r,, rfa into Eq. 3-65 yields the fraction in the fat blob: 

G 0.7 
1 

1+-.-+-.- 1 1  1 1 
f =  rf 

103.36 10-3 105.12 10-~  

Hence, you would take up 0.7 mg of the lmg total naphthalene if only eating the fat 
blob, or you would take up only 0.3 mg when leaving the fat blob, and just eating the 
soup (the part in the air can more or less be neglected). 
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Questions and Problems 

Questions 

Q 3.1 

Give at least 3 reasons why, in environmental organic chemistry, it is so important to 
understand the equilibrium partitioning behavior of a given organic compound 
between gaseous, liquid, and solid phases. 

Q 3.2 

How is the equilibrium partition constant defined? To which thermodynamic 
function(s) is the partition constant related, and which molecular factors determine 
its magnitude, in the case of 

(a) Partitioning between the gas phase and a bulk liquid? 
(b) Partitioning between the gas phase and the surface of a condensed phase? 
(c) Partitioning between two bulk liquid phases? 
(d) Partitioning between a bulk liquid and a solid surface? 

Q 3.3 

Give at least three examples of environmentally relevant classes of (a) apolar, 
(b) monopolar, and (c) bipolar compounds. In the case of the monopolar compounds, 
indicate whether they are electron donors (H-acceptors) or electron acceptors 
(H-donors). 

Q 3.4 

Fig. 3.4 shows that when plotting the air-pure liquid compound partition constants 
of a large number of chemicals versus their dispersive vdW parameters, the apolar 
and monopolar compounds fall more or less on one line, while the bipolar com- 
pounds do not show this behavior. Explain these findings. For which kind of bulk 
liquids (give examples) would you expect that in a similar plot, all compounds 
(including the bipolar ones) should fit one line? 

Q 3.5 

The apolar compound n-hexane is considered to be quite hydrophobic (“water-hating”). 
Does this mean that there are repulsive forces between hexane and water molecules? 

Q 3.6 

One of your friends has difficulty understanding what the chemical potential of a 
given compound in a given system expresses. Try to explain it in words to him or 
her. What do the quantitiesfugacity and activity describe? How are they related to 
the activity coeficient? 

Q 3.7 

Somebody claims that the activity coefficient of n-hexane in water is close to 1. 
Table 3.2 indicates, however, that this is not at all true, but that xw of hexane is 
460000! Why could this person also be right? 
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Q 3.8 

What are the advantages and disadvantages of choosing the pure liquid compound as 
reference state? 

Q 3.9 0 
II 

2-butanone ( & ) is an important chemical intermediate. When using the pure 
liquid compound as reference state, in which solvents (give examples) would you 
expect that this compound has an activity coefficient of (a) close to 1, (b) smaller 
than one, and (c) larger than one? (Table 3.2 might be helpful.) 

Q 3.10 

Which thermodynamic function needs to be known for assessing the temperature 
dependence of equilibrium partitioning? How can this function be derived from 
experimental data? What caution is advised when extrapolating partition constants 
from one temperature to another temperature? 

Q 3.11 

Explain in words the basic idea behind simple one-parameter LFERs for evaluation 
and/or prediction of equilibrium partition constants. What are the most common 
approaches? What are the dangers when using such LFERs? 

Q 3.12 

In Table 3.6 some simple LFERs relating partition constants/coefficients are given. 
These include vapor pressure and water solubility. Why are these properties, in 
principle, also partition constants? What is the difference to other partition constants? 

Problems 

P 3.1 How Much of the Benzene Initially Present in a Water Sample Has 

You are the boss of a commercial analytical laboratory and your job is to check all 
results before they are sent to the customers. One day you look at the numbers from 
the analysis of benzene in BTEX (see Chapter 2) contaminated groundwater samples. 
For a given sample, your laboratory reports a benzene concentration in water of 

Partitioned into the Headspace of the Sampling Flask? 

100 yg.L-1. 

Knowing the problems associated with the analysis of volatile organic compounds, 
you inquire about the handling of the samples. Here we go! The samples (100 mL) 
were put into 1 L flasks, which were then sealed and stored at 5°C for several days. 
Then, in the cooling room, an aliquot of the water was withdrawn and analyzed for 
benzene. What was the original concentration of benzene in the water sample? 
Assume that equilibrium is established between the gas phase and the water and 

neglect adsorption of benzene to the glass walls of the bottle. The data required to 
answer this question can be found in Table 3.4. 
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Introduction 

Transport and transformation processes in the atmosphere are among the key 
processes that govern the distribution and fate of organic chemicals in the 
environment. In addition, other gaseous phases, such as air pockets in unsaturated 
soils or bubbles in biological water treatment facilities, may significantly influence 
the behavior of organic compounds in natural or engineered systems. Hence, one 
important aspect in our treatment of the partitioning of organic compounds in the 
environment is the quantitative description of how much a compound likes or 
dislikes being in the gas phase as compared to other relevant (condensed) phases. In 
this chapter, we will focus primarily on the equilibrium partitioning of an organic 
compound between the gas phase and the pure compound itself. That is, we will treat 
the (saturation) vapor pressure of organic compounds. 

The vapor pressure of a compound is not only a measure of the maximum possible 
concentration of a compound in the gas phase at a given temperature, but it also 
provides important quantitative information on the attractive forces among the 
compound’s molecules in the condensed phase. As we will see below, vapor pressure 
data may also be very useful for predicting equilibrium constants for the partitioning 
of organic compounds between the gas phase and other liquid or solid phases. 
Finally, we should note that knowledge of the vapor pressure is required not only to 
describe equilibrium partitioning between the gas phase and a condensed phase, but 
also for quantification of the rate of evaporation of a compound from its pure phase 
or when present in a mixture. 

In the following sections, we will first look at some thermodynamic aspects 
concerning the vapor pressure of organic compounds (Section 4.2). This 
theoretical background will not only enable us to assess vapor pressure data at 
any given temperature, it will also allow us to deepen our insights into the 
molecular interactions between organic compounds that we started to discuss in 
Chapter 3. Note that in Section 4.3, we will introduce a simple model for 
quantification of molecular interactions that we will continue to use in the 
following chapters. 

Theoretical Background 

To begin, it is instructive to visualize what the molecules of a substance do to 
establish an equilibrium vapor pressure. We can do this by using a kinetic-molecular 
description, where we consider the case in which the rate of evaporation balances 
the rate of condensation. Let us consider a condensed pure compound (either liquid 
or solid) in equilibrium with its vapor phase (see Fig. 3.9b). At a given temperature, 
a certain number of molecules thermally jostling about in the condensed phase will 
continuously acquire sufficient energy to overcome the forces of attraction to their 
neighboring molecules and escape from the condensed phase. Meanwhile in the 
vapor phase, there will be continuous collisions of some vapor molecules with the 
surface of the condensed phase. A fraction of the colliding molecules will have so 
little kinetic energy, or will dissipate their energy upon collision with the condensed 
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surface, that rather than bounce back into the vapor phase, they will be combined 
into the condensed phase. At a given temperature, these opposing processes of 
evaporation and condensation reach an equilibrium state that is controlled primarily 
by molecule-molecule attractions in the condensed phase and is characterized by the 
amount of molecules in the vapor above the condensed phase. This gas phase 
amount is expressed as the equilibrium vapor pressure, p,*, of the compound i. 
Recall that we use the superscript * to denote that we look at the (partial) pressure 
exerted by the compound’s molecules at saturation. Furthermore, note that when we 
speak of the gas phase, for simplicity, we are assuming that all compounds behave 
like an ideal gas. This means that we do not consider the composition of the gas 
phase. Thus, it does not matter in the following whether the gas is air (mostly N, 
and 0,), an inert gas such as helium or argon, or the saturated vapor of the compound 
itself. In all these cases, we assume that the various species present in the gas phase 
do not “feel” each other. This is not appropriate for situations under “high pressure” 
(>lo bar), as would be seen for gas phases in the ocean or deep groundwater (e.g., 
greater than 100 m below the water surface) or in pressurized reactors. In such cases, 
the deviations from ideality begin to exceed about 5% and molecu1e:molecule 
interactions must be considered (see Prausnitz, 1969). 

From daily life, we know that at ambient conditions of temperature (e.g., 25°C) and 
pressure (e.g., 1 bar), some organic chemicals are gases, some are liquids, and others 
are solids when present in their pureform. It may perhaps be somewhat trivial, but 
we should recall that when we talk about a pure chemical, we mean that only 
molecules of that particular compound are present in the phase considered. Hence, in 
a pure gas, the partial pressure of the compound is equal to the total pressure. As 
already addressed to a certain extent in Chapter 3, a pure compound will be a liquid 
or a solid at ambient conditions, if the forces between the molecules in the 
condensed phase are strong enough to overcome the tendency of the molecules to fly 
apart. In other words, if the enthalpy terms (which reflect the “glue” among the 
molecules in the liquid) outweigh the entropy terms (which is a measure of 
“freedom” gained when going from the liquid phase to the gas phase), then one has 
a positive free energy term and the material will exist as a liquid or solid. 
Conversely, if this free energy term is negative, then the compound is a gas at given 
conditions (e.g., 25°C and 1 bar). This is illustrated by the series of n-alkanes, where 
the C,-C, compounds are gases, the CS-Cl7 compounds are liquids, and the 
compounds with more than 18 carbon atoms are solids at 25°C and 1 bar total 
pressure (Fig. 4.1 .) This family of hydrocarbons exhibits a vapor pressure range of 
more than 15 orders of magnitude ranging from 40.7 bar or 4.07 x lo6 Pa (C,H,) 
down to about lo-’, bar or Pa (n-C,,H6,). Note that there is no vapor pressure 
defined for methane at 25°C because methane cannot exist in a defined condensed 
form at this temperature, even at a very high pressure (see below). In the following, 
we will use these n-alkanes to illustrate some important general points. 

Aggregate State and Phase Diagram: Normal Melting Point ( T d ,  
Normal Boiling Point (T,,), and Critical Points (Tc, pi*,) 

According to the Gibbs phase rule (number of degrees of freedom = number of 
components - number of phases + 2; see Atkins, 1998), for a system containing a 
single chemical distributed between two phases at equilibrium, there is only one 
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Figure 4.1 Vapor pressure at 25°C 
of n-alkanes as a function of chain 
length. The subcooled liquid vapor 
pressures have been calculated by 
extrapolation of p,; values deter- 
mined above the melting point 
(Eq. 4-8). Data from Daubert 
(1 997) and Lide (1 995). I I I I I I I 

0 5 10 15 20 25 30 
number of carbons 

degree of freedom. Therefore, by choosing a temperature of interest (i.e., using the 
one degree of freedom), everything else is fixed. Here, the vapor pressure of the 
compound in the gas phase is fixed. This dependence of vapor pressure on tem- 
perature can be conveniently diagramed in a pressure-temperature plot (Fig. 4.2). 
Such a “phase diagram” also identifies some important single temperature/pressure 
points. The diagram also allows us to assess the aggregate state (i.e., solid, liquid, 
gas, supercritical fluid) of the compound under various conditions of temperature 
and pressure. Let us look at this phase diagram more closely by using four n-alkanes 
(Table 4.1) as illustrative examples. 

First we inspect the normal meltingpoints (T,) of the compounds. Note that because 
T,, T, and T, already have a subscript denoting that they are compound specific 
parameters, we omit the subscript i. T, is the temperature at which the solid and the 
liquid phase are in equilibrium at 1.01 3 bar (= 1 atm) total external pressure. At 1 bar 
total pressure, we would refer to T, as standard melting point. As a first appro- 
ximation, we assume that small changes in pressure do not have a significant impact 
on the melting point. Extending this, we also assume that T, is equal to the triple 
point temperature (T,). This triple point temperature occurs at only one set of 
pressure/temperature conditions under which the solid, liquid, and gas phase of a 
pure substance all simultaneously coexist in equilibrium. 

Among our model compounds (Table 4.1), only n-eicosane has a T, value that is 
above 25°C; that is, it is the only alkane in this group that is a solid at room 
temperature. The three other compounds have much lower melting points, which 
means that, in these cases, we would have to lower the temperature at least to 
-29.7, -138.4, and -182.5”C in order to “freeze” n-decane, n-butane, and methane, 
respectively. 

Let us now perform a little experiment with n-eicosane. We place pure (solid) 
n-eicosane at 25°C in an open vessel (vessel 1, Fig. 4 . 3 ~ )  and in a closed vessel 
(vessel 2, Fig. 4.3b). In the open vessel we have an ambient total pressure of 1 atm or 
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Table 4.1 Normal Melting Points (TnJ, Normal Boiling Points (Tb), and Critical Points (Tc, p ; )  of some 
n-Alkanes. Note that temperatures are given in "C and not in K" 

Compound 
Location of Ambient Aggregate State 

Tm Tb Tc pLt Temperature (i.e., 25°C in at 25°C 
("0 ("C) ("C) (bar) Fig. 4.2 (T,. . .T4) 

Methane (CH,) -182.5 -164.0 -82.6 46.04 
n-Butane (C4HIO) -138.4 -0.5 152.0 37.84 
n-Decane (C10H22) -29.7 174.1 344.5 21.04 
n-Eicosane (C20H42) 36.8 343.0 496.0 1 1.60 

a All data from Lide (1995). 

Figure 4.2 Simplified phase diag- 
ram of a pure organic chemical. 
Note that the boundary between 
the solid and liquid phase has been 
drawn assuming the chemical's 
melting point (T,) equals its triple 
point (T,), the temperature-press- 
ure condition where all three pha- 
ses coexist.) In reality, T, is a little 
higher than T, for some compounds 
and a little lower for others. 

temperature 

1.013 bar (exerted mostly by the nitrogen and oxygen molecules in the air). In 
contrast, in the closed vessel, we start out with a vacuum, that is, we allow no 
molecules other than eicosane in this vessel. Now we wait until equilibrium between 
the solid and vapor phase is reached, and then we measure the partial pressure of 
n-eicosane in the gas phase in each vessel. In the closed vessel, the total pressure will 
be equal to the vapor pressure, p,*,  of solid eicosane. At 25°C this is lo-' bar or 
lop3 Pa. In our phase diagram in Fig. 4.2, this pressure/temperature point is 
represented by the point on the bold line at TI .  Now the question is: What is the 
partial pressure of eicosane in the gas phase in equilibrium with the solid phase in 
the open vessel l ?  Is it also equal to p,",? The answer is yes because, particularly in 
the case of a solid compound, for pressures less than about 10 bar the total system 
pressure has a small influence on p i .  In general, at pressures near 1 bar we can 
assume that the difference in the partial pressures between the situations depicted by 
Figs. 4 . 3 ~  and b will be less than 0.5% for most organic compounds (Atkins, 1998). 
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\ .  . 
solid or liquid 

solid & liquid 

Figure 4.3 Open (a) and closed (b) 
vessel containing a pure condensed 
phase and a vapor phase. In case 
(a) the total pressure (1 bar) is 
exerted by the compound mole- 
cules, and by other gaseous species 
(e.g., 02, N2) that do not signi- 
ficantly alter the composition of 
the condensed phase. In case ( 6 )  
the total pressure is equal to the 
partial pressure of the compound 
molecules; that is, there are no 
other gaseous species present. 

Note, however, that in the open vessel the compound would vanish because 
molecules could continuously leave the vessel and thus would have to be reple- 
nished from the condensed phase to keep a constant saturation vapor pressure. 

Returning to our experiment, if we now increase the temperature, then we observe 
that p,*, of n-eicosane increases. In our phase diagram, we move on the solid line 
from TI toward T,. At T,, the compound melts and becomes a liquid. Above T,, a 
further increase of temperature leads, of course, to a further increase of the vapor 
pressure which we now denote as p;  , indicating that we are now dealing with the 
vapor pressure of a liquid (L) compound (e.g., pressure/temperature point at T2 in 
Fig. 4.2). We continue to raise the temperature until p;  reaches 1 atm (1.013 bar), 
which equals the total external pressure in vessel 1. Now we have a very different 
situation in vessel 1 as compared to vessel 2. In the open vessel 1, the compound 
boils, while in vessel 2, boiling cannot occur (there is no escape for the molecules). 
The temperature, r b ,  at which pl; is 1 atm is referred to as the normal boilingpoint 
temperature (or standard boiling point temperature, if p;  is 1 bar). Note that, 
historically, the standard pressure has been taken to be 1 atm (1.01 3 bar) and that, 
therefore, most Tb values are still reported as normal boiling points, which are 
somewhat higher than the standard boiling points. However, for practical purposes, 
we will neglect these small differences and just refer to the boiling point, Tb. The 
boiling point of n-eicosane is 343°C (Table 4.1). We should recall that boiling means 
that in an open system, vaporization can occur throughout the bulk of the liquid and 
the vapor can expand freely into the surroundings. Hence, in contrast to the melting 
point, the boiling point of a compound depends strongly on the external pressure. A 
well-known example illustrating this fact is the boiling point of pure water. This is 
100°C at 1 .O 13 bar; but at lower pressures such as would apply on the summit of Mt. 
Everest (0.357 bar external pressure), pure water boils at lower temperatures (about 
73°C on Mt. Everest, which renders cooking rather tedious!). 

At temperatures above the boiling point (e.g., T3), at a given external pressure (e.g., 
1.01 3 bar) a compound exists only in the gas phase. For ambient temperatures, this is 
the case only for a limited number of organic chemicals. Examples are n-butane and 
methane, which have boiling points of -0.5 and -164"C, respectively (Table 4.1). 
Other examples include some of the halogenated methanes such as the pesti- 
cide methyl bromide (CH,Br), or some of the freons (e.g., CCl,F,, CClF,; see 
Appendix C). 

In contrast to the open system, in our closed system (Fig. 4.3b) we can increase the 
temperature above the boiling point and create a situation where we have a vapor 
pressure, pl; , of greater than 1.013 bar. We take advantage of this fact, for example, 
in pressure cookers or autoclaves, which allow us to cook food or kill bacteria at 
elevated water temperatures. In such a case, we still have both a liquid and a gas 
phase (e.g., pressure/temperature point on bold broken line and T3 in Fig. 4.2). We 
then commonly refer to the liquid phase as being a superheated liquid. For gases at 
ambient temperature, this means that, in order to be able to store them as liquids (for 
example, in a pressure bottle) we have to increase their partial pressure in the gas 
phase until we reach the vapor pressure of the superheated liquid. For n-butane 
(which we use, for example, as fuel for barbeque) this pressure is 2.5 bar and for 
CC1,F2 (a freon that has been widely used as a propellant and foaming agent) the 
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corresponding p d  value is 5.6 bar at 25°C (see Appendix C). In the case of methane, 
however, we would encounter some serious difficulties if we tried to condense this 
compound to a liquid at 25°C. Before we try to understand this problem with 
methane, we first continue our experiment with n-eicosane in the closed vessel. If 
we continue to raise the temperature, we build up more and more molecules in the 
gas phase (increasing the gas density) at the same time as we continuously decrease 
the density of the liquid. Finally, we reach a point where the density of the vapor is 
equal to that of the remaining liquid, meaning that we do not have two 
distinguishable phases anymore. This pressure/temperature point is called the 
critical point of the compound (Tc, p z ,  see Fig. 4.2). For n-eicosane, the 
corresponding T, and p: values are 496°C and 11.6 bar, respectively. Above these 
values the compound exists only as one phase, which is commonly referred to as 
supercritical fluid. Methane has a critical temperature of -82.6"C (Table 4.1). 
Hence, liquid methane will exist only below this temperature. In our phase diagram 
this means that methane belongs to those rather few chemicals for which the ambient 
temperature is above T, (e.g., T4 in Fig. 4.2). Other prominent examples of such 
chemicals are O2 (T, = -118.6"C) and N2 (T, = -147°C.) 

Before we turn to a quantitative description of the vapor pressure-temperature 
boundaries, we need to define one important additional vapor pressure value: the 
subcooled liquid vapor pressure of a compound. Imagine what is happening if we 
cool liquid eicosane from an elevated temperature (e.g., T2 in Fig. 4.2) to a 
temperature below its melting (or freezing) point (e.g., TI in Fig. 4.2). Above the 
melting point (T, = 363°C) we observe a decrease in p j  according to the solid line 
describing the liquid-gas boundary. Below the melting point we follow another solid 
line now describing the solid-gas boundary until we reach p i (T , ) .  We note that, 
below the melting point, the decrease in vapor pressure with decreasing temperature 
is steeper than in the region above the melting point, where the compound is a liquid. 
This finding can be rationalized by recognizing that the energy required to transfer 
molecules from the solid to the gas phase is higher than transferring them from the 
corresponding liquid to the gas phase. Hence, below the melting point, if we 
continued to move along the liquid-gas boundary (dashed line in Fig. 4.2) at T,, we 
would have reached another vapor pressure value, pj,  which is larger than the 
corresponding p i  of the solid compound (examples in Fig. 4.1). This P; value, 
which is referred to as the vapor pressure of the subcooled liquid, is an important 
entity, because it tells us something about the molecular interactions of the 
compound in its pure liquid at a temperature where the compound is actually a solid! 
At this point it might be somewhat unclear why this is so important to know. 
Knowledge of the properties of the subcooled liquid compound are necessary for 
understanding and quantifying the molecular situations in environments in which 
molecules exist in a liquid state (e.g., dissolved in water), although they would be 
solids if pure. This is a major reason why we have chosen the pure liquid compound 
as reference state for describing partitioning processes. 

Thermodynamic Description of the 
Vapor Pressure-Temperature Relationship 

Liquid-Vapor Equilibrium. In order to quantify the vapor pressure-temperature 
relationship (bold line in Fig. 4.2) we start out by considering the liquid-vapor 
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equilibrium. To this end, we first write down the chemical potentials of a given 
compound i in the gas phase and in its pure liquid, respectively (see Eq. 3-36; note 
that xig = pi  /PO): 

(4- 1) pig = + RT In (pi I PO) + RT In yip 

where p o  is the standard pressure (1 bar), and RT In ‘yig is the excess free energy of 
the compound, Gg , in the gas phase (see Chapter 3). 

Note that for the pure liquid (Eq. 4-2) we explicitely show both the ideal mixing 
entropy term (RT In xiL) and the excess free energy term (RT In xL), although these 
two terms are both equal to zero, when we choose the pure liquid to be our reference 
state. We do this to show that we are dealing here with a partitioning process, and we 
must consider both forms of the chemical of interest relative to the same reference. 
The amount of the compound in the gas phase is described by its partial pressure,p,. 
Note also that, without writing it down explicitly, we always have to divide any 
concentration terms by the corresponding standard concentration in the reference 
state. For the gas phase, we have chosen a standard pressure, p: , of 1 bar since that 
is close to the pressure we usually have on the surface of the earth. At liquid-vapor 
equilibrium (i.e., pig = piL), at a given temperature we then obtain: 

Substituting pilxiL by plk (the saturation vapor pressure of the pure liquid 
compound, since x,=l) and by realizing that in this case, AnGi (see Eq. 3-46) is 
simply given by GE (the excess free energy of the compound in the gas phase; see 
examples given in Table 3.2) we may rewrite Eq. 4-3 as: 

By denoting Gi“, as AvapGi, the free energy of vaporization of the liquid compound, 
and by omitting to write down every time that we have to divide p d  by p o  (which is 
commonly 1 bar), we get: 

AvapGj = -RTlnplk (4-5) 

From Eq. 4-5 we can see that AvapGi will be positive at temperatures at which the 
vapor pressure is smaller than the standard pressure (i.e., 1 bar), which is, of course, 
the case at temperatures below the boiling point. At Tb, plk = p o  , and therefore: 

Hence, at the boiling point, the compound molecules in the liquid state can “fly 
apart” because their gain in entropy on vaporizing now matches the enthalpic 
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attractions that are trying to hold them together. Above the boiling point, AvapGi will 
be negative (because TAvapSi > Ava&Yi). That is, we have to apply compound partial 
pressures greater than 1 bar to be able to keep a liquid phase present. 

We have also seen that we can treat the vapor pressure like an equilibrium constant 
&. Hence, the temperature dependence of pX can be described by the van 't Hoff 
equation (Eq. 3-50): 

(4-7) 

In this case, this equation is commonly referred to as Clausius-Clapeyron equation 
(e.g., Atkins, 1998). We can integrate Eq. 4-7 if we assume that AVa&Yi is constant 
over a given temperature range. We note that AVa&Ii is zero at the critical point, T,, it 
rises rapidly at temperatures approaching the boiling point, and then it rises more 
slowly at lower temperatures (Reid et al., 1977). Hence, over a narrow temperature 
range (e.g., the ambient temperature range from 0°C to 30°C) we can express the 
temperature dependence of pIL by (see Eq. 3-51): 

A 
T I n p k = - - + B  (4-8) 

where A = Ava&Yi IR. 

For liquids, plotting the observed log p; (= In p12/ 2.303) versus inverse T (K) over 
the ambient temperature range (Fig. 4.4) yields practically linear relations, as 
expected from Eq. 4-8. Therefore, over narrow temperature ranges in which there 
are some vapor pressure data available, Eq. 4-8 can be used to calculate vapor 
pressures at any other temperature provided that the aggregate state of the 
compound does not change within the temperature range considered, i.e., that the 
compound does not become a solid. If the temperature range is enlarged, the fit of 
experimental data may be improved by modifying Eq. 4-8 to reflect the temperature 
dependence of AH,,,. This is done by the introduction of a third parameter C: 

l n p j = - -  A + B  
T t C  

(4-9) 

Eq. 4-9 is known as the Antoine equation. It has been widely used to regress 
experimental data. Values for A ,  B, and C can be found for many compounds in the 
literature (e.g., Lide, 1995, Daubert, 1997). Note, however, that when using Eqs. 
4-8 and 4-9 to extrapolate vapor pressure data below the melting point, one gets an 
estimate of the vapor pressure of the subcooled liquid compound at that temperature 
(e.g., naphthalene in Fig. 4.4). 

Solid-Vapor Equilibrium. In a very similar way as for the liquid-vapor equilibrium, 
we can derive a relationship for the temperature dependence of the vapor pressure of 
the solid compound. By analogy to Eq. 4-5, we write: 

(4- 10) 

where we have replaced the free energy of vaporization by the free energy of 
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Figure 4.4 Temperature depen- 
dence of vapor pressure for some 
representative compounds. Note 
that the decadic logarithm is used 
(In p:  = 2.303 log p : ) .  

T (“C) 
160140 120 100 80 60 40 30 20 10 0 

I I I I I I l l  I I 

\ I log pi” = -A + B 1 ‘ 

(solid) 

2.303 T 

\& (solid) 

I I I I’ 
2.5 x 10-3 3.0 x 10-3 3.5 x 10-3 

1/T (K-’) 

sublimation (transfer from a solid to the gas phase), hSubG,. Note that AsubGi is given 
by the difference between the excess free energy of the compound in the gas phase, 
GE, and its excess free energy in the solid phase, Gz . Because the excess free 
energy in the solid phase is negative (the fbgacity in the solid phase is smaller than in 
the liquid phase due to lattice formation), AsubGi is larger than AvapGi of the 
subcooled liquid compound by a term that is commonly referred to as thefree energy 
offusion, A,,Gi (= AhSHi - TA,,Si): 

AsubGi = AfusGi +AvapGi (4-1 1) 

In terms of enthalpy and entropy, this means: 

Asub Hi = Afus Hi -k A vap H i  (4-12) 
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and: 

Asub& = + AvapSi (4- 13) 

The first thermodynamic expression above states that the intermolecular attraction 
forces we must overcome to sublime the molecules of a substance are equal to the 
sum of the forces required to first melt it and then vaporize it. Likewise, the 
increased randomness obtained as molecules sublime is the same as the sum of 
entropies associated with the sequence of melting and vaporizing. Consequently, if 
we can predict such thermodynamic terms for vaporization or melting, we already 
know the corresponding parameters for sublimation. 

Now, AfusGi is equal to the negative excess free energy of the compound in the solid 
state GE, since we have chosen the liquid state as our reference state. This free 
energy change is given by: 

or: 
p* = p t  .e+A,,GiIRT 

d IS 

(4-14) 

(4- 15) 

In other words, Afu,Gi is the free energy required to convert the compound's 
molecules from the pure solid state to the pure liquid state. Knowledge of AfusGi at a 
given temperature is extremely important for estimating other properties of the 
subcooled liquid compound. As can be qualitatively seen from Fig. 4.2, A,,Gi 
decreases with increasing temperature (the solid and broken bold vapor pressure 
lines approach each other when moving toward the melting point). At the melting 
point, T,, Afu,Gi becomes zero, and, by analogy to the situation at the boiling point 
(Eq. 4-6), we can write: 

Also by analogy to the case for the liquid compound, we can describe the 
temperature dependence of pi", by (see Eq. 4-8): 

(4- 17) 

where A = A,,,& lR. One may also add a third parameter (like C in Eq. 4-9) to correct 
for the temperature dependence of AS,,ai. Illustrative Example 4.1 shows how to 
derive and apply Eqs. 4-8 and 4-17. It also demonstrates how to extract free energies, 
enthalpies, and entropies of vaporization and fusion from experimental vapor 
pressure data. 
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Illustrative Example 4.1 Basic Vapor Pressure Calculations 

Consider the chemical 1,2,4,5tetramethylbenzene (abbreviated TeMB and also 
called durene). In an old CRC Handbook of Chemistry and Physics you find vapor 
pressure data that are given in mm Hg (torr; see left margin). 

Problem 

Estimate the vapor pressure p: ,  of TeMB (in bar and Pa) at 20°C and 150°C 
using the experimental vapor pressure data given in the margin. Also express the 
result in molar concentration (mol . L-') and in mass concentration (g . L-') of 
TeMB in the gas phase. 

Answer 

Convert temperatures in "C to K (add 273.2) and calculate UTvalues. Also, take the 
natural logarithms of the p,* values. Note that at 45.0 and 74.6"C, TeMB is a solid. 
Hence, group the data according to the aggregate state of the compound: 

H3C 47'" CH, 

1,2,4,5-tetrarnethylbenzene 
(TeMB) 

M, = 134.2 g mol-' 
T, = 79.5"C In pl; 1 mm Hg 0 2.303 

Solid Compound (T < T,) 

1 IT (K-') 0.003 143 0.002875 

r b  = 195.9OC 
Liquid Compound (T > T,) 

1 JT (K-') 0.002650 0.002492 0.002246 0.002 132 T PI* 
("C) (mm Hg) 

45.0 sa 1 In pl; 1 mm Hg 3.689 4.605 5.991 6.633 
74.6 sa 10 

104.2 40 
128.1 100 
172.1 400 

195.9 760 

Perform least squares fits of In pr versus 1 / T (see Fig. 1). The results are: 

Means that TeMB is a solid at Solid compound: lnp; /mmHg =-- 8609 + 27.1 (1) 
these temperatures T 

Liquid compound: Inp; / mm Hg = -- 5676 + 18.7 
T 

Note that if we had converted mm Hg to bar (1 mm Hg = 0.00133 bar), the intercepts 
of Eqs. 1 and 2 would be 20.5 and 12.1, respectively. 

Insert T = 293.2 K (= 2OOC) into Eq. 1, calculate In p i ,  and get p i  : 

pT, (20°C) = 0.10 mm Hg = 0.000133 bar = 13.3 Pa 

For calculating p;xL at 15OoC, set T =  423.2 K in Eq. 2. The resulting pl; value is: 

plL (15OOC) = 198 mm Hg = 0.264 bar = 26400 Pa 
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Figure 1 Temperature dependence 
of the vapor pressure of TeMB: 
plot of In p,*l mm Hg versus 1 /T. 
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Hence, the vapor pressure of TeMB is more than three orders of magnitude greater at 
150°C as compared to 20"C, which illustrates the strong temperature dependence of 
this compound property. 

For calculating the molar and mass concentrations in the gas phase, assume that 
TeMB behaves like an ideal gas (pV= nRT). Then the gas phase concentration, Cig, is 
given by: 

With R = 0.0831 L .bar.mol-' .K-' and T = 293.2 K or 423.2 K, respectively, the 
calculated concentrations are (note that 1 mol TeMB corresponds to 134.2 g): 

and 

Problem 

Estimate the free energy ( A,,G, , in kJ mol-'), the enthalpy ( A,& , kJ . mol-I), 
and the entropy ( A&$ , We mol-'K-') of fusion of TeMB at 20°C using the vapor 
pressure data given above. 

Answer 

Insert T = 293.2 K into Eq. 2 to estimate the vapor pressure of subcooled TeMB 
at 20°C: 

p 2  (20°C) = 0.52 mm Hg = 0.00069 bar = 69 Pa 



110 Vapor Pressure 

Hence, at 20°C, p k  is about five times larger as compared to p i .  Note, however, 
that you have extrapolated this value over quite a large temperature range. Use 
Eq. 4-14 to calculate AhsGi: 

AbsGi (20 "C) = RT In & = (2.44 kJ . mol-') In (0.00069) = 4.0 kJ . mol-' 
(0.0001 33) Pis 

Estimate AfusHi from the average AvapHi and AsubHi that you can derive from the 
slopes of the regression lines Eqs. 1 and 2: 

AfusHi = AsubHi - AVa& =R.slope 1 -R.slope 2 

= (8.3145 J-mol-' K-') (8609 K) - (8.3145 J.mo1-l K-I) (5676 K) 

= 71.6 kJ .mol-' - 47.2 kJ .mol-' = 24.4 kJ .mol-' 

Since AfusSi = ( Afu,Hi - A,,Gi) / T, you get: 

A,& = (24.4 kJ .mol-' - 4.0 kJ .mol-') / 293.2 K = 69.6 J-mol-' K-' 

Note again that in these calculations, all Al,Hi values have been assumed to be con- 
stant over the temperature range considered. Therefore, all changes in AhsGi (which 
is zero at Td are attributed to a change in AfusSi with changing temperature. This is, 
of course, not exactly correct. 

Molecular Interactions Governing Vapor Pressure 

Enthalpy and Entropy Contributions to the Free Energy of Vaporization 

Now we can see how a chemical's structure causes it to have a particular vapor 
pressure. This is possible because, as a first approximation, the free energy of 
vaporization, k a p G i ,  mostly differs fiom compound to compound due to differences 
in those substances' enthalpies of vaporization, These enthalpies reflect the 
sum of intermolecular attractions that act to hold those liquid molecules together. 
Thus, we can expect that substances that exhibit high vapor pressures have 
structures that do not enable the molecules to have strong intermolecular attractions. 
Conversely, molecules with low vapor pressures must have structures that cause the 
molecules to be substantially attracted to one another. 

Moreover, this relation between chemical structure and vapor pressure also holds 
because enthalpies and entropies of vaporization are directly related, in general. 
Recall that the entropy of vaporization reflects the difference of a molecule's 
freedom in the gas phase versus the liquid phase &,pi = Sig - SiL). At ambient 
pressures, we may assume that differences in AvapSi between different compounds 
are primarily due to differences in molecular freedom in the liquid phase. (The 
freedom of the molecules in the gas phase is not that different between compounds). 
Hence, not surprisingly, molecules that exhibit stronger intermolecular attractions 
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(and hence greater Ava&li values) have lower values of S,, causing higher values of 
AvapSi . Since the total free energy of vaporization is given by: 

correlated differences from compound to compound in AVa& and A,,& result in 
changes in AvapGi which are proportional to either or AV,Sj! We can see this 
quantitatively if we look at the enthalpic and entropic contributions to the total free 
energy of vaporization for a large number of compounds (Fig. 4.5). 

In general, we see that the enthalpic contribution is larger than the entropic one, but 
also that these contributions co-vary. This is true for a very diverse group of 
compounds at a given temperature (25”C), including apolar, monopolar, and bipolar 
compounds. Hence, if we view the forces between the molecules (the “glue”) to be 
reflected primarily in the enthalpy term, then p,*L is a direct measure of these forces 
in the pure liquid. 

Trouton’s Rule of Constant Entropy of Vaporization at the Boiling Point 

An interesting point in Fig. 4.5 is the intercept where AVapGi = 0. At this point, 
AVa&Yi is 25.8 kJ . mol-’. This point represents a compound with a boiling point of 
25OC. Hence, for this compound the entropy of vaporization at Tb can be calculated 
by (Eq. 4-6): 

= 86.6 J . mol-’ K-’ 
AvapHi(&) - 25.8 kJ mol-’ 

- 
298 K 

AvapS(Tb)= 
TI 

This A,,,Si(T,) value is typical for many other organic compounds that boil at very 
different temperatures (Table 4.2). In fact, long ago, Trouton (1 884) recognized that 
the entropy of vaporization at the boiling point for many apolar and monopolar 
substances is more or less constant: between 85 and 90 J . mol-’ K-‘. Note that the 
“constancy” of AVap,Si(Tb) implies that there must be a close relationship between 
Ava&i(Tb) and Tb. 
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kstiakowsky (1 923) utilized the Clapeyron equation and the ideal gas law to derive 
an expression to estimate each individual compound's AvapSj( Tb) in which the 
chemical's boiling temperature is used: 

AvapSi(Tb) = (36.6 + 8.31 In T,) J . mol-' K-' (4- 19) 

This expression reflects a weak relationship between the apolar or monopolar 
compound boiling temperature and entropy of vaporization, but substantially 
verifies Trouton's empirical observation. 

Examination of the AvapSj (Tb) for various apolar and monopolar compounds reveals 
some small differences which are understandable in the light of intermolecular 
forces operating in the liquid phase. For example, elongate molecules such as n- 
hexadecane show higher AvapSj (Tb) than their corresponding shorter-chain 
homologues (e.g., n-hexane, see Table 4.2). This makes sense since the longer 
molecules have more contact area for each molecule and thus have a greater 
tendency to organize in parallel, maximizing the vdW attractions. This decrease in 
Sj, translates into a larger AvapSi (= Sjg - SiL). 

For bipolar organic liquids, especially for hydrogen-bonding liquids such as 
alcohols and amines, the tendency to orient in the liquid phase, due to these highly 
directional intermolecular attractions, is greatly increased by this intermolecular 
interaction. We can see the effect of this in the significantly larger entropies of 
vaporization of bipolar chemicals, like aniline, phenol, benzyl alcohol, or ethanol 
(Table 4.2). 

Fishtine (1963) provided a set of empirical factors, KF, which correct the 
Kstiakowsky estimation of AvapSi(Tb) for such polar interactions: 

AvapSi(T,)=KF (36.6+8.311n T,) J.mo1-I K-' (4-20) 

KF values are equal to 1.0 for apolar and many monopolar compounds. For 
compounds exhibiting weakly bipolar character (e.g., esters, ketones, nitriles), a 
modest correction with a KF of about 1.04 can be made. Significant corrections are 
necessary for primary amines (KF = l . l O ) ,  phenols (KF = 1.15), and aliphatic 
alcohols (KF = 1.30). For a more comprehensive compilation of KF values, we refer 
to the literature (e.g., Grain, 1982a). 

By considering the important structural features of molecules, Myrdal et al. (1 996) 
have developed an alternative way for estimating AvapSj(Tb). In their approach, which 
is also based on Trouton's rule, both the flexibility ofthe molecule (i.e., the presence 
of single-bonded atoms in long chains) and the inclusion of moieties able to 
participate in polar interactions are taken into account: 

A vapSl ( T, ) = (86.0 + 0.4 z + 142 1 HE3N) J . mol-' K-' (4-21) 

where 

z = C. (SP3 + 0.5 SP2 + 0.5 RING) -1 is the effective number of torsional bonds, 
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SP3 is the number of nonring, nonterminal atoms bound to four other atoms (where 
the nonbonded electron pairs in NH, N, 0, and S should be counted as a 
“bond”), 

SP2 is the number of nonring, nonterminal atoms singly bound to two other atoms 
and doubly bound to a third partner atom, 

RING indicates the number of independent ring systems in the compound, and 

z is set equal to zero if its value is negative (for more explanations of parameter z 
see Box 4.1). 

HBN is the hydrogen bond number and is defined by the following equation: 

OH + COOH + 0 . 3 3 a  
H B d  

Mi 
(4-22) 

where OH, COOH, and NH2 represent the number of hydroxy, carboxylic acid, and 
amino groups, respectively, and Mi is the molar mass of the compound. 

As is indicated by the examples given in Table 4.2, both methods (Eqs. 4-20 and 
4-21) provide reasonable estimates of AvapSi(Tb). Such equations, along with the 
generally applicable integrated Clapeyron expression, establish a highly flexible 
means of estimating compound vapor pressures as a function of temperature (see 
Section 4.4 for examples). 

Quantifications of Van der Waals and of Polar Interactions Determining 
Vapor Pressure of Pure Liquids 

By looking at vapor pressures as a function of chemical structures, we can conclude 
that the vapor pressure of a liquid or a subcooled liquid depends on the size of the 
molecule, on its specific ability to undergo vdW interactions, and on its specific 
ability to be engaged in polar interactions. For example, each addition of a -CH2- 
group in the series of the n-alkanes (Fig. 4.1) or in the series of the n-alkyl-benzenes 
(Table 4.2) leads to a decrease in pK at 25°C by about a factor of 3 (or an increase in 
Tb by between 20 and 25 degrees). Similarly, when increasing the number of rings in 
aromatic hydrocarbons (e.g., benzene + naphthalene + anthracene, phenanthrene), 
T, increases and p,; decreases significantly (Table 4.2). 

The very significant effect of the presence of a bipolar group on Tb and pi;. can be 
nicely seen when comparing hydroxybenzene (phenol) and toluene (Table 4.2). In 
this case, the difference in T, (- 70°C) and in pi*L (factor of 40 at 25°C) can be 
attributed primarily to the polar interactions among the phenol molecules because 
both compounds have similar sizes and a similar specific ability to be engaged in 
vdW interactions. 

Let us now try to derive a model that allows us to express quantitatively the 
molecular interactions that govern the liquid vapor pressure. We do this, not 
primarily with the goal of developing a predictive tool for estimating pi;. , but to 
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introduce a conceptual approach that we will extend and apply later when discussing 
other partitioning processes. 

The basic idea is that we assume that we can separate the free energy contributions 
of the vdW and polar interactions and that these contributions are additive: 

A VaP Gi = AvapG'dw + AVapG,?O'= (4-23) 

Note that AvapG;dw encompasses dispersive (i.e., London), dipole-induced dipole 
(i.e., Debye), and dipole-dipole (i.e., Keesom) contributions (Section 3.2). How- 
ever, in most organic liquids, dipole interactions are generally of secondary 
importance. Hence, as a first approximation, we consider only the dispersive 
interactions. Then we can use the approach described in Section 3.2 to quantify the 
vdW term (Eq. 3-10, Fig. 3.4). Since In& = -AvapGi RT, we may express 

(4-24) 

where we have also introduced a compound-specific H-donor (HD,) and a com- 
pound-specific H-acceptor (HA,) descriptor for quantification of AvapGy'ar. Note 
that a, b, and c are proportionality and scaling coefficients that also contain the 
term (RT)-'. 

There are a variety of methods for estimating the total surface area, TSA,, of a given 
compound on a molar base; here we use a simple one; that is, we estimate TSA, from 
the molar volume, Ti, and by assuming that the molecules are perfect spheres: 

(4-25) 

where NA is the Avogadro's number, and the molar volumejf a pure liquid 
compound can be calculated from its molar mass and its density VIL = M, / pi. 

The H-bond descriptors, HD, (donor property) and HA, (acceptor property), of a 
compound depend on the type and number of hnctional groups in a molecule. Using 
spectroscopic and chromatographic measurements on a larger number of chemicals, 
Abraham and coworkers (Abraham et al., 1994a and b) have derived an empirical 
parameter set of a, and pi values that can be used as a quantitative measure of the 
H-donor and H-acceptor properties of a compound on a molar base (Table 4.3). The 
functional groups exhibiting the strongest bipolar character are alcohols and 
carboxyl acids; that is, these compound classes have values of a, and pi which are 
well above zero. Interestingly, most of the monopolar compounds exhibit 
predominantly H-acceptor characteristics. Furthermore, there are significant 
differences in the cq- and p,-values between different polyhalogenated alkanes. 
These compounds also possess H-donor characteristics, due to the electron- 
withdrawing nature of the halogens. Finally, water has a strong tendency to undergo 
interactions with both H-acceptors and H-donors. When considering the small size 
of the water molecules, this is what makes water such a special solvent. 
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Table 4.3 ai - and pi -Values for Some Selected Compounds" 
~~~~ ~ ~~ 

ai Pi 
Compound (Class), Functional Group (H-Donor) (H-Acceptor) 

Alkanes 
1 -Alkenes 
Aliphatic ethers 
Aliphatic aldehydes 
Carboxylic acid esters 
Aliphatic ketones 
Aliphatic amines 
Aliphatic alcohols 
Carboxylic acids 
Benzene 
Methylbenzene 
Ethylbenzene 
Dimethylbenzene 
Trimethylbenzene 
Chlorobenzene 
1,2-Dichlorobenzene 
1,3-Dichlorobenzene 
Chlorobenzene 
Aniline 
Benzaldehyde 
Phenol 
Pyridine 
Naphthalene 
Indane 
Acenaphthene 
Fluorene 
Phenanthrene 
Anthracene 
Fluoranthene 
B enzo( a)fluorene 
Pyrene 
Benzo(a)anthracene 
Chrysene 
Perylene 
Benzo(a)pyrene 
Benzo(ghi)perylene 
Dichloromethane 
Trichloromethane 
Tetrachloromethane 
1 , 1 , 1 -Trichloroethane 
1,1,2,2-Tetrachloroethane 
Trichloroethene 
Tetrachloroethene 
Water 

(CnH2n+2) 
( 1 -CnH2n) 
(ROR) 
(RCHO) 
(RCOOR') 
(RCOR') 
(R-NH2) 
(R-OH) 
(R-COOH) 

0 
0 
0 
Ob 
Ob 
Ob 

0.16 
0.37 
0.60 

0 
0 
0 
0 
0 
0 
0 
0 
0 

0.26 
0 

0.60 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

0.10 
0.15 

0 
0 

0.16 
0.08 

0 
0.82 

0 
0.07 
0.45 
0.45 
0.45 
0.51 
0.61 
0.48 
0.45 
0.14 
0.14 
0.15 
0.16 
0.19 
0.07 
0.04 
0.02 

0 
0.41 
0.39 
0.31 
0.52 
0.20 
0.17 
0.20 
0.20 
0.26 
0.26 
0.20 
0.20 
0.29 
0.33 
0.33 
0.40 
0.44 
0.46 
0.05 
0.02 

0 
0.09 
0.12 
0.03 

0 
0.35 

" Data from Abraham et al. (1994a and b). Some other sources (Reichardt, 1988; Fowkes 
et al., 1990) indicate that aldehydes, esters, and ketones also exhibit a weak H-donor 
property. 



Figure 4.6 Fitted versus experi- 
mental liquid vapor pressures of a 
series of organic compounds, in- 
cluding apolar and monopolar (0) 
as well as bipolar (A) represen- 
tatives. The set of compounds is 
the same as in Figs. 3.4 and 3 . 6 ~ .  
(a) Data fitted by using Eq. 4.21. 
(h) Data fitted by the equation 
In&= 1.02 lnK,,- 13.8 (ai) (pi) 
+ 15.8, where Kid is the air-n-hexa- 
decane partition constant. 
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o apolar and monopolar compounds 
A bipolar compounds / 

0 5 10 15 

experimental Inpf, / Pa 

o apolar and monopolar compounds 
A bipolar compounds 

0 5 10 15 

experimental In pfL / Pa 

Substitution of a, and pi and of TSA, from Eq. 4-25 into Eq. 4-24 yields: 

(4-26) 

Note that the constant term 4WA (3/4WJ2’3has been included into the coefficient a. 
Considering the same set of compounds included in Fig. 3.4, we see that adding the 
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hydrogen-bonding interaction term allows us to reasonably predict the vapor pres- 
sures of apolar, monopolar, and bipolar compounds (Fig. 4.6a). Using a multiple 
regression analysis of Eq. 4-26 against the experimental p:L values at 25°C of the 
compounds of the model set yields: 

where viL is in cm3mol-'. 

The rather large scatter in the data points shown in Fig. 4.6a could be reduced by 
using a more refined approach for quantifying the nonspecific interaction parameter. 
For example, by using the air-hexadecane partition constant Ktah (see Section 3.2) as 
a more appropriate measure of the vdW interactions, the predicted vapor pressures 
are even closer to their corresponding observed values. Furthermore, in the literature 
(Abraham et al., 1994a), an additional polarity/polarizability parameter (q) is com- 
monly included in this type of models. This parameter improves the quantitative 
prediction of the aqueous activity coefficients (see Section 5.3). That is, it seems to 
be of some importance when polar water molecules surround an organic compound. 
In the case of vapor pressure, however, introduction of this additional parameter 
does not significantly improve the result. 

Availability of Experimental Vapor Pressure 
Data and Estimation Methods 

Experimental Data 

Many organic chemicals of environmental concern have rather low vapor pressures 
at ambient temperatures (Appendix C). Since simple measurements of vapor 
pressures by manometric methods or by determining boilingpoints at reducedpres- 
sures are restricted to relatively volatile compounds ( p' > 1 to 10 Pa), more sophis- 
ticated methods have to be applied for compounds of low volatility ( p,* < 1 Pa). The 
methods most widely used are gas saturation and effusion [see Delle Site (1997) for 
a review of these and other methods]. In the case ofgas saturation, a saturated vapor 
phase is produced by passing an inert gas, air, nitrogen, or oxygen (when a 
combustion procedure is used for analysis) through a thermostated column packed 
with the powdered compound or with an analyte-coated inert support. The saturation 
pressure of the substance is represented by its partial vapor pressure. Usually, the 
vapor is collected on liquid or solid traps and the substance is determined by suitable 
means. The effusion methods determine the vapor pressure at constant temperature 
from the measurement of the weight loss through a small orifice into a vacuum. 

An attractive alternative to the direct measurement of vapor pressure is the use of 
gas chromatographic retention to estimate p' (e.g., Hinckley et al., 1990). This 
method is based on the evaluation of the partitioning behavior of a given compound 
between the gas phase (i.e., the mobile phase) and a bulk organic phase (i.e., the 
stationary phase) at different temperatures. The method hinges on the selection of an 
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appropriate reference compound for which accurate vapor pressure data is available, 
as well as on the choice of an appropriate stationary phase, in which both compound 
and reference exhibit similar activity coefficients. Note that for solid compounds, 
since the molecules are dissolved in the stationary phase, the gas chromatographic 
method yields the vapor pressure of the subcooled liquid ( p k ) .  

Inspection of the literature shows that vapor pressure data are readily available for 
many high-to-medium-volatility compounds (i.e., compounds with Tb < 400°C). 
These data can be found in data compilations (e.g., Daubert, 1997; Mackay et al., 
1992-1997; Lide, 1995). For compounds exhibiting very low vapor pressures, the 
data are more scattered throughout the literature with the exception of 
agrochemicals (e.g., Montgomery, 1997). Furthermore, for such compounds, pt* 
values obtained by different methods and/or different laboratories may vary by as 
much as a factor of 2 to 3, in some cases, by more than an order of magnitude. In 
addition, in many cases, vapor pressure data have been determined at elevated 
temperatures, and ambient values must be extrapolated. Such data should, therefore, 
be treated with the necessary caution. One way of deciding which vapor pressure 
should be selected is to compare the experimental data with values predicted using 
other compound properties (see below). 

Finally, very often vapor pressures are reported only for one particular temperature 
(e.g., 20°C or 25"C, as in Appendix C). Since vapor pressure is strongly dependent 
on temperature, it is necessary to be able to extrapolate such values over the ambient 
temperature range. Hence, it is necessary to know the enthalpy of vaporization or 
sublimation at ambient temperature. As we have seen in Section 4.3, for liquid 
compounds, a proportionality between A V a P i  and TAvapSi is observed (Fig. 4.5). This 
means that AvapGi is proportional to A V a P i .  This can be used to derive an extremely 
useful empirical relationship between A V a P i  and In p g  (or log p , y ) f o r  a given 
temperature T, (Goss and Schwarzenbach, 1999a): 

(4-28) 

At 25°C (298 K), the linear regression derived for the data set shown in Fig. 4.7 is: 

AvaPHi (298 K) / (kJ . mol-1) = -8.80(+0.07)10gp;*, (298 K) /Pa + 70.0(rt0.2) (4-29) 

Note that in contrast to Fig. 4.7, we use the decadic logarithm in Eq. 4-29 and that 
this relationship holds over a very large vapor pressure range (> 15 orders of 
magnitude). 

Assuming that this Ava,,Hi value is constant over the ambient temperature range, it 
can be used to estimate p:L at other temperatures (see also Eq. 3-5 1): 

(4-30) 

It should be pointed out again that Eq. 4-29 applies to the vapor pressure of the liquid 
compound. For solids, the difference between p,: and p g  can be estimated using the 
melting point temperature of the compound, see below (Eq. 4-40). 
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Vapor Pressure Estimation Methods for Liquids 

One strategy for estimating the vapor pressure of (subcooled) liquid compounds is to 
derive multiple parameter regression equations that relate the free energy of 
vaporization (and thus In p ; )  to other properties and/or structural descriptors of the 
compound. The goal of all these approaches is to express the molecular interactions 
that determine AvapGi by readily accessible entities. Examples of such parameters 
include constitutional descriptors (e.g., partial charges), shape descriptors (e.g., 
topological indices), geometrical descriptors (e.g., surface area, molar volume), and 
quantum-chemical descriptors (e.g., dipole moment, quadrupole moment, polari- 
zability). For an overview of these methods, we refer to the literature (Delle Site, 
1997; Liang and Gallagher, 1998). 

Here, we confine our discussion to an approach that can be easily handled because it 
requires only knowledge of the chemical's structure, its normal boiling point, and, if 
the compound is a solid, its melting point. Note that if T, and T, are not available, 
they can also be estimated (for details see Boethling and Mackay, 2000). Various 
equations using this approach have been proposed (Delle Site, 1997; Myrdal and 
Yalkowski, 1997), but they are all based on the same general idea. To predict the 
liquid vaporpressure cuwe below the boiling point [see solid and broken (below T,) 
bold line in Fig. 4.21, we use the Clausius-Clapeyron equation: 

and properties of the compound at the boiling point, Tb. As we recall (Section 4.2), at 
the boiling point the enthalpy of vaporization can be related to the entropy of 
vaporization: 

A v a p H i ( & ) = T b  . A v a p s i ( & )  (4-6) 

This entropy change can be estimated with reasonable accuracy (Section 4.3). 
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Hence, for temperatures very close to the boiling point, we integrate Eq. 4-7 by 
assuming that Ava$fi(Q = Ava$fi(Tb) = constant (see Section 4.2). However, in most 
cases, one would like to estimate the vapor pressure at temperatures (e.g., 25°C) that 
are well below the boiling point of the compound. Therefore, one has to account for 
the temperature dependence of A,,& below the boiling point. A first approximation 
is to assume a linear temperature dependence of Ava,,Hi over the temperature range 
considered, that is, to assume a constant heat capacity of vaporization, AvapCpi (the 
difference between the vapor and liquid heat capacities). Thus, if the heat capacity of 
vaporization, AvapCp,( Tb), at the boiling point is known, Ava$fi( 7') can be expressed 
by (e.g., Atkins, 1998): 

'vapHi (Tb )+ 'vapCpi (Tb) ' (T - Tb) (4-3 1) 

Substitution of Eqs. 4-3 1 and 4-6 into Eq. 4-7 and integration from 1 bar to p:L and 
from Tb to T then yields: 

In the literature, various suggestions have been made of how to estimate AvapSi (Tb) 
and AvapCpi (Tb). One approach that works well primarily for prediction of vapor 
pressures of relatively low boiling compounds (i.e., Tb < - 300°C) was proposed 
by Mackay et al. (1982). In this approach, the Kistiakowsky-Fishtine expression 
(Eq. 4-20) is used to estimate AvapSi (Tb), and it is assumed that, particularly 
for smaller molecules, the ratio of AvapCpi (Tb) /Avap& (Tb) has an average value of 
0.8 (k 0.2). Inserting Eq. 4-20 and substituting kaPCpi (Tb) by 0.8 A,,& (Tb) into 
Eq. 4-32 thus yields: 

In p L t  /bar G -KF (4.4 + lnT,) [ 1.8 (; - - 1 ) - 0.8 In - 3 (4-33) 

Another approach has been put forward by Myrdal and Yalkowsky (1 997), which the 
authors contend is superior for high boiling compounds. Using Eq. 4-2 1 to estimate 
AvapSi(Tb) and an additional empirical equation for quantification of AvapCpi (Tb): 

A ,apCpi (Tb)~- (90+2 .1~)  J-mol-' K-' (4-34) 

they propose the following equation for estimating vapor pressures of organic 
compounds: 

In p x  /bar=-(21.2+0.3~+177 HBN) +(10.8+0.25z).In- r, (4-35) 
T 

As discussed in Section 4.3, the two parameters z and HBN, which describe the 
overall flexibility and the hydrogen-bonding capacity, respectively, of the mole- 
cules, can be easily derived from the structure of the compound. 

Table 4.4 shows that these relatively simple approaches work quite well for 
compounds with boiling points not exceeding 300OC. Larger discrepancies to 
experimental values up to a factor of 10 have to be expected for very high boiling 
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compounds. For such compounds, however, the experimental data are often not very 
accurate. Note again that any approach using solely boiling point data can predict 
only the (subcooled) liquid vapor pressure. Hence, for compounds that are solids at 
the temperature of interest, one has to estimate additionally the contribution of 
fusion; that is, we have to predict the solid-vapor boundary below the melting point 
(solid bold line below T, in Fig. 4.2). 

Entropy of Fusion and the Vapor Pressure of Solids 

In a very similar way as discussed above for estimating piT_. from boiling point data, 
one can treat the vapor pressure curve below the meltingpoint. Again we use the 
Clausius-Clapeyron equation: 

(4-36) 

Since we are only interested in the ratio of p;  / piT_. at a given temperature (i.e., in the 
contribution of melting), we can subtract Eq. 4-7 from Eq. 4-36 to get: 

(4-37) 

If, as a first approximation, we assume that AfU& is constant over the temperature 
range below the melting point, and if we substitute Eq. 4-16 into Eq. 4-37, we can 
integrate Eq. 4-37 from 1 ( pl:= PL at T,!) to pi*,/ PL and from T, to T, respectively. 
We then obtain for T I  T,: 

(4-38) 

Hence, now we are left with the problem of estimating the entropy of fusion at the 
melting point. Unfortunately, Ah& (T,) (Table 4.5) is much more variable than 
Ava,,Si (Tb) (Table 4.2). This might be expected since AfusSl (T, ) is equal to 
SiL(Tm) - Sts(Tm)and both of these entropies can vary differently with compound 
structure. One reason is that molecular symmetry is an important determinant of 
the properties of a solid substance in contrast to a liquid, where the orientation 
of a molecule is not that important (Dannenfelser et al., 1993). Nevertheless, as 
demonstrated by Myrdal and YaIkowski (1997), a reasonable estimate of AfUJ (T,) 
can be obtained by the empirical relationship (Table 4.5): 

Afu,Si(T,)z(56.5+9.2z-19.210go) J.mol-' K-' (4-39) 

where 

z is the effective number of torsional bonds (see Box 4. l), and 

cr is the rotational symmetry number that describes the indistinguishable orienta- 
tions in which a compound may be positioned in space (Box 4.1). 
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Table 4.5 Comparison of Experimental and Predicted (Eq. 4-39) Entropies of Fusion at the Normal 
Melting Point" 

Compound 

Experimental Predicted (Eq. 4-39) 

AfusSi (Tm) 
TIn &Hi (Tm) AfusSi (Tm) 

("C) (kJ.mol-') (J- mol-' K-I) 

Benzene 
n-Butylbenzene 
1 ,LF-Dichlorobenzene 
Naphthalene 
Phenanthrene 
Fluoranthene 
Pyrene 
Decane 
Eicosane 
Benzoic acid 
2,2',4,5,5 '-Pentachlorobiphenyl 
p,p'-DDT 

5.5 
-88.0 
52.7 
80.2 

101.0 
107.8 
151.2 

36.8 
122.4 
77.0 

109.0 

-29.7 

10.0 
11.2 
17.2 
18.6 
18.1 
18.9 
17.1 
28.8 
69.9 
18.1 
18.8 
27.4 

35.7 
60.5 
52.8 
52.7 
48.6 
49.6 
40.3 

118.3 
225.6 
45.8 
53.6 
71.6 

0 
2 
0 
0 
0 
0 
0 
7 

17 
0 
0 
1 

12 
2 
4 
4 
2 
2 
4 
2 
2 
2 
1 
1 

35.8 
69.1 
45.0 
45.0 
50.7 
50.7 
45.0 

115.1 
207.1 
50.7 
56.5 
65.7 

a Data from Hinckley et al. (1990) and Lide (1995) 

Obviously, for compounds exhibiting no rotational symmetry axis, CT is equal to 1 
(which is the case for many of the more complex environmental chemicals). For 
benzene, on the other hand, CT = 12 (there are six twofold rotational axes), while for 
1,4-dichlorobenzene o= 4 (only two twofold rotational axes). Some examples of the 
application of Eq. 4-36 are given in Table 4.5. For a detailed discussion of the 
symmetry aspects (i.e., the derivation of 0) we refer to the articles by Dannenfelser 
et al. (1993) and Dannenfelser and Yalkowsky (1996). Finally, we should note that 
Eq. 4-39 does not work well for small spherical molecules or for polar compounds 
for which H-bonding has a significant impact on A,,S, (Tm). Hence, there is 
certainly room for improvement of this empirical relationship. 

Substitution of Eq. 4-39 into Eq. 4-38 then gives (R = 8.3 1 J . mol-' K-'): 

P; InT = -(6.80 + 1 . 1 ~  -2.3 log 0) 
PiL 

(4-40) 

which can be used to estimate p,; from the subcooled liquid vapor pressure p; , and 
vice versa. Note that insertion of Eq. 4-40 into Eq. 4-14 yields an estimate of the free 
energy of fusion: 

A,,Gi = +(56.5 +9.2 z - 19.2 log 0) [T, - TI J . mol-' (4-41) 

an entity that will be important for estimating other properties of the subcooled 
liquid such as water solubility. 
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Box 4.1 

In phase change processes, the overall entropy changes, AI2Si ,  can be understood by considering the degrees of 
freedom lost when molecules in one condition (e.g., as a liquid) are packed into a less free, new condition (e.g., as 
a solid). Such transformations have been viewed as involving three contributions to the change in molecular 
freedom: (1) positional, (2) conformational, and (3) rotational (Yalkowsky, 1979; Dannenfelser and Yalkowsky, 
1996): 

Parameters Used to Estimate Entropies of Phase Change Processes 

A d ” i  = A125’i positional + A I J i  conformational + A12Sirotational 

For the process of condensation (i.e., opposite direction to vaporization), the positional freedom loss involves about 
-86 J.mol-’ K-’, while for the process of freezing (i.e., opposite direction to fusion), the positional freedom loss 
involves -50 to -60 J . mol-I K-I . 

When a substance is packed into a liquid from a gas or into a solid from a liquid, the molecules also have a reduced 
ability to assume the various conformations. This loss of freedom is reflected in A,,& confornational. Different 
conformations arise from the ability of structures to rotate around single bonds. For example, consider 1-bromo-2- 
chloro-ethane. Viewing the two carbons and the chlorine substituent as co-existing in a plane, we recognize that the 
bromine atom can occur in the same plane opposite the chlorine atom, or above the plane or behind the plane: 

CI H CI 
H h . . H  ““t(.. 
Br H H H  

CI :h..H 
H H  

This amounts to rotating around the single bond connecting the two carbons. Every bond capable of such rotations 
offers three distinguishable orientations. Hence, if we increased the chain length by one -CH, unit, there would be 
3 x 3 = 9 distinguishable conformations. Note that three atoms in such a chain do not enable conformation variation 
since three points always determine a single plane. Hence, A12Siconfomational increases as the number of bonds capable 
of rotation minus two (equivalent to number of nonterminable sp3 atoms in chain; note hydrogens are not sp3 
atoms). 

Atoms in chain that include doubly bonded moieties do not offer as much conformational variety. Consider methyl 
ethyl ketone; rotation around the bond between the carbonyl carbon and the C, allow two (not three) distinguishable 
conformers: 

H3cJ$ CH3 

H k  
q C H 3  H 

Hence, such atoms need to be discounted in their contribution to A12Siconfornational and this is done by applying a factor 
of 0.5 times the number of such sp2 members of a chain. This discounting also applies to ring systems. Hence, we 
can estimate a parameter, z: 

z = (number of nonterminable sp3) + 0.5 x (number of nonterminate sp2) + 0.5 x (ring systems) - 1 

and the number of distinguishable conformers is approximately 3‘. Empirically the observed data for the entropy of 
fusion at T, are best fit using 2.85‘. With this estimate, one finds A12Siconfornational is approximately R In (number of 
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distinguishable conformers) = R In (2 .W) = 9.2 z (see Eq. 4-39). For the case of 1-bromo-2-chloro-ethane with 
z o f  1, R In (2.85’) = 9 J.mol-’ K-’. As chains get longer, the magnitude of this contribution grows quickly (see 
Table 4.5). 

Changes in rotational freedom and AI2Si rotational can be understood by considering the “symmetry” of a molecule. 
This entropy contribution may be quantified by a parameter, 0, quantifying the number of indistinguishable ways a 
given molecule can exist in space. The more indistinguishable orientations there are, the easier it is to convert the 
molecules to a more packed phase (hence making the absolute value of AI2SjrOtational smaller). One may begin by 
assessing whether a three dimensional view of a given molecule looks the same hom above and below (i.e., is there 
a plane of symmetry in the plane of paper on which a molecule can be drawn?) A molecule like vinyl chloride does 
not look the same (o=l) ,  while DDE does (0=2). Next, one may ask is there a way to rotate a molecule around an 
axis perpendicular to any plane of symmetry (e.g., perpendicular to the paper on which the molecule is drawn) and 
have orientations that look the same. In this sense, vinyl chloride and DDE have only one orientation that look the 
same, but I ,4-dichlorobenzene looks the same from above and below as well as if it is rotated 180” (0 =2 x2) and 
benzene looks the same from above and below and every time it is rotated 60” (0 =2x6). The product of these 
numbers of indistinguishable orientations yields the symmetry number, 0. The higher a molecule’s symmetry 
number, the less freedom change there is associated with packing or unpacking molecules. In the case of the 
entropy of fusion, A,2Si,t,ional = R In CT= 19.2 log 0. When a i s  1, A12Sirotational is zero; and when a i s  12, the absolute 
value is about 20 J.mo1-’ K-’. Note that the sign depends on whether one considers unpacking (more freedom so 
A,Ji rotational has positive sign) or the packing (e.g., freezing or condensation) direction of phase change. 

vinyl chloride 
(chloroethene) DDE benzene 1,4-dichlorobenzene 

Questions and Problems 

Questions 

Q 4.1 

Give at least five examples of environmentally relevant organic chemicals that are 
(a) solids, (b) liquids, and (c) gases at 25°C. 

Q 4.2 

Why are certain chemicals gases at ambient conditions? 

Q 4.3 

Propane (T, = -42.I0C, T, = 101.2”C) is a gas at 25°C. How can you “produce” 
liquid propane (give two options)? 

Q 4.4 

What is the difference between the normal and the standard boiling point? 
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Q 4.5 

Explain in words the terms subcooled liquid, superheated liquid, and supercritical 
fluid. 

Q 4.6 

Why is the excess free energy of a solid, Gf , negative? How is Gf related to the free 
energy of fusion, Ah,Gj? How does GZ change with temperature? At which 
temperature is Gf equal to zero? 

Q 4.7 

How are the (subcooled) liquid and solid vapor pressures of a given compound at a 
given temperature related to each other? 

Q 4.8 

The two isomeric polycyclic aromatic hydrocarbons phenanthrene and anthracene 
are solids at 25°C. Although these compounds have almost the same boiling point 
(see below), their vapor pressures at 25°C differ by more than one order of 
magnitude (see Appendix C). Explain these findings. What differences would you 
expect for the subcooled liquid vapor pressures of the two compounds at 25"C? 

phenanthrene 
T,=IOl.O"C 
Tb = 339.0 "C 

anthracene 
T, = 217.5 "C 
rb = 341 .o oc 

Q 4.9 

Which thermodynamic function needs to be known for assessing the temperature 
dependence of the vapor pressure of a given compound? How can this function be 
derived from experimental data? What caution is advised when extrapolating vapor 
pressure data from one temperature to another temperature? 

Problems 

P 4.1 A Solvent Spill 

You teach environmental organic chemistry and for a demonstration of partitioning 
processes of organic compounds you bring a glass bottle containing 10 L of the 
common solvent tetrachloroethene (perchloroethene, PCE) into your class room. Afier 
closing the door you stumble and drop the bottle. The bottle breaks and the solvent is 
spilled on the floor. Soon you can smell the solvent vapor in the air. (The odor 
threshold of PCE is between 8 and 30 mg . m-3). Answer the following questions: 

(a) What is the maximum PCE concentration that you can expect in the air in the 
room (T= 20"C)? How much of the solvent has evaporated if you assume that 
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the air volume is 50 m3? (Neglect any adsorption of PCE on the walls and on 
the furniture). 

(b) If the same accident happened in your sauna (volume 15 m3, T = 8OoC), what 
maximum PCE concentration would you and your friends be exposed to 
there? 

In the CRC Handbook of Chemistry and Physics (Lide, 1995) you find the following 
vapor pressure data for PCE: 

T/"C 25 50 75 100 

p,a M a  2.42 8.27 22.9 54.2 

All other necessary data can be found in Appendix C. 

CI, ,CI 

CI 2=qcl 
tetrachloroethene 

W E )  

P 4.2 How Much Freon Is Lefi in the Old Pressure Bottle? 

In a dump site, you find an old 3-liter pressure bottle with a pressure gauge that 
indicates a pressure of 2.7 bar. The temperature is 10°C. From the label you can see 
that the bottle contains Freon 12 (i.e., dichlorodifluoromethane, CC12F2). You 
wonder how much Freon 12 is still left in bottle. Try to answer this question. In the 
CRC Handbook of Chemistry and Physics (Lide, 1995) you find the following data 
on CCl,F,: 

T/OC -25 0 25 50 75 

pz* /kPa 123 308 65 1 1216 2076 

Using these data, estimate the free energy (ACondGi), the enthalpy (Acon&), and the 
entropy (Acon&) of condensation of Freon 12 at 25OC. Note that condensation is the 
opposite of vaporization (watch out for the signs of the three quantities). 

F' rF 
F 

dichlorodifluoromethane 
(Freon 12) 

P 4.3 What Are the Differences Between Freon 12 and Its Replacement 

Hydrofluorocarbon 134a ( I ,  1,1,2-tetrafluoroethane) is used as a replacement for 
Freon 12 (see Problem 4.2) for refrigeration applications. (Why is such a replace- 
ment necessary and what is the advantage of HFC-134a from an environmental 

HFGl34a? (From Roberts, 1995) 
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protection point of view?) Some vapor pressure data for Freon 12 is given in 
Problem 4.2. The vapor pressure data of HFC-134a have been determined very 
carefully and are as follows: 

TI'C -40.0 -30.0 -20.0 -10.0 0 +10.0 

p:lkPa 51.6 84.7 132.9 200.7 292.9 414.8 

F H  

F- C- C-F 

F H  

I I  
I I  

1 , I  , I  ,2-tetrafluoroethane 
(HFC-134a) 

Determine the normal boiling points (in°C) of these compounds from the data 
provided. 

At what temperature (in'c) will they have an equal vapor pressure? 

Compare the (average) enthalpies (AVa#J and entropies (Ava&) of vapori- 
zation of the two compounds at the temperatures calculated under (b). Can 
you rationalize any differences you observe between the two compounds? 

Automobile air conditioners commonly operate at temperatures between 30 
and 50°C. Are the vapor pressures of the two compounds significantly (i.e., 
greater than 10%) different in this temperature region? 

P 4.4 A Public Toilet Problem 

Pure 1,4-dichlorobenzene (1,4-DCB) is still used as a disinfectant and airfreshener 
in some public toilets. As an employee of the health department of a large city you 
are asked to evaluate whether the 1,4-DCB present in the air in such toilets may pose 
a health problem to the toilet personnel who are exposed to this compound for 
several hours every day. In this context you are interested in the maximum possible 
1,4-DCB concentration in the toilet air at 20°C. Calculate this concentration in g per 
m3 air assuming that 

(a) You go to the library and get the vapor pressure data given below from an old 
edition of the CRC Handbook of Chemistry and Physics. 

(b) You have no time to look for vapor pressure data, but you know the boiling 
point (Tb = 174.0"C) and the melting point (T, = 53.1"C) of 1,4-DCB. 

Compare the two results. What would be the maximum 1,4-DCB concentration in 
the air of a public toilet located in Death Valley (temperature 60"C)? Any 
comments? 

TIT 29.1s 44.4s 54.8 84.8 108.4 150.2 

pT/mm Hg 1 4 10 40 100 400 
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1 ,Cdichlorobenzene 
(1 ,CDCB) 

P 4.5 True or False? 

Somebody bets you that at 60"C, the vapor pressure of 1,2-dichlorobenzene (1,2- 
DCB) is smaller than that of 1,4-dichlorobenzene (1,4-DCB), but that at 20"C, the 
opposite is true; that is, pr* (1,2-DCB, 20°C) > pr* (1,4-DCB, 20°C). Is this person 
right? If yes, at what temperature do both compounds exhibit the same vapor 
pressure? Try to answer these questions by using only the T, and Tb values given in 
Appendix C. 

P 4.6 Estimating Vapor Pressure Data 

Since you live in a cold area, you are more interested in the vapor pressure of organic 
compounds at 0°C as compared to 25°C. Estimate the vapor pressures at 0°C from 
(i) the p,* values given in Appendix C for 25"C, and (ii) only using the T, and T, 
values (also given in Appendix C) for the following compounds: 

COOH 
(a) Methacrylate: H,C< 

CH, 

(b) Dimethyl phthalate: 

0 

(c) 2,3,7,8-Tetrachlorodibenzo-p-dioxin: 
CI 

Compare and discuss the results. 

P 4.7 Evaluating Experimental Vapor Pressure Data of the Mdely Used 

Using the Knudsen effusion technique and highly purified samples of lindane 
[(y-HCH), one of the most widely used and most frequently detected organochlorine 
pesticides; see Willet et al. (1 998)], Boehncke et al. (1 996) determined the vapor 

Pesticide Lindane 



Questions and Problems 131 

pressure of this compound in the temperature range between 20 and 50°C. For this 
temperature range they derived the following relationship (note that the melting 
point of lindane is 112.5"C; its boiling point is 323.4"C): 

In pi" /Pa  = - 1754 + 34.53 
T 

Wania et al. (1994) used commercial lindane and a gas saturation method, and they 
obtained for the temperature range between -30" and +30"C: 

In pf /Pa = - 12816K +39.12 
T 

Finally, Hinckley et al. (1 990), using the gas chromatographic technique, reported: 

In p;  / Pa = -- 8478 + 25.67 
T (3) 

for the temperature range between 40 and 85°C. 

(a) Calculate the vapor pressure and the enthalpy of sublimation of lindane at 
25°C from each of these three equations, and compare the different values. 
Why does Eq. 3 yield such a different result as compared to Eqs. 1 and 2? Try 
to explain the differences between Eq. 1 and Eq. 2. Which equation would you 
recommend for estimating the vapor pressure of lindane in the ambient 
temperature range? 

(b) Estimate the free energy of fusion (AfnsGi) of lindane at 25"C, (i) from the data 
given above (Eqs. 1-3), and (ii) using only the normal melting point 
temperature. Any comments? 

(c) Estimate the vapor pressure of lindane at 25°C from its boiling and melting 
point temperatures given above. Use both equations given in Section 4.4 (Eqs. 
4-33 and 4-35) to estimate P ; ~ ,  and Eq. 4-40 to get p,*, . Compare the results 
with the p ;  values derived from the experimental data. 

H HCI 

1,2,3,4,5,6-Hexachlorocyclohexane 
(y-HCH, Lindane) 
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Chapter 5 

ACTIVITY COEFFICIENT AND SOLUBILITY IN WATER 
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Solubilities and Aqueous Activity Coefficients of Organic Gases 
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Concentration Dependence of the Aqueous Activity Coefficient 
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Compounds in Aqueous Solutions 
Enthalpic and Entropic Contributions to the Excess Free Energy 
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Model for Description of the Aqueous Activity Coefficient 
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Aqueous Solubility and Aqueous Activity Coefficients 
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Introduction 

Whether an organic compound “likes” or “dislikes” being surrounded by liquid water, 
or alternatively whether water “likes” or “dislikes” to accommodate a given organic 
solute, is of utmost importance to the environmental behavior and impact of that com- 
pound. Due to its small size and hydrogen-bonding characteristics, water is a rather 
exceptional solvent. Indeed, environmentally relevant compounds have aqueous solu- 
bilities ranging over more than ten orders of magnitude - from completely soluble 
compounds (i.e., miscible) to levels of saturation that are so low that the concentration 
can be measured only with very sophisticated methods (Appendix C). In this chapter, 
we will discuss and try to visualize the molecular factors that cause this immense range 
of results associated with transferring an organic compound from a nonaqueous phase 
to an aqueous solution (or vice versa). 

We will start our discussion by considering a special case, that is, the situation in which 
the molecules of a pure compound (gas, liquid, or solid) are partitioned so that its 
concentration reflects equilibrium between the pure material and aqueous solution. In 
this case, we refer to the equilibrium concentration (or the saturation concentration) in 
the aqueous phase as the water solubility or the aqueous solubility of the compound. 
This concentration will be denoted as Cf:‘. This compound property, which has been 
determined experimentally for many compounds, tells us the maximum concentration 
of a given chemical that can be dissolved in pure water at a given temperature. In 
Section 5.2, we will discuss how the aqueous activity coefficient at saturation, yfit, is 
related to aqueous solubility. We will also examine when we can use yf$t as the 
activity coefficient of a compound in diluted aqueous solution, yi”, (which represents 
a more relevant situation in the environment). 

In the next step in Section 5.3, we will explore how chemical structures of the solutes 
govern their aqueous activity coefficients. This will be done by inspecting how the 
chemical structures of the solutes correspond to different enthalpic and entropic con- 
tributions to the excess free energy of putting those substances in aqueous solution. 
Using these insights we will extend the molecular interaction model that we intro- 
duced and applied in Chapter 4 to quantitatively describe activity coefficients in 
pure water. In Section 5.4, we will then deal with the effects of temperature and of 
certain dissolved water constituents that may be present in the environment (i.e., 
inorganic ions, organic cosolutes and cosolvents) on the solubilities and the aqueous 
activity coefficients of organic compounds. Finally, in Section 5.5 we will comment 
on experimental methods and on predictive tools used to estimate aqueous solubilities 
and aqueous activity coefficients of organic compounds. 

Thermodynamic Considerations 

Solubilities and Aqueous Activity Coefficients of Organic Liquids 

Let us first imagine an experiment in which we bring a pure, water-immiscible organic 
liquid into contact with pure water at a given temperature and ask what will happen. 
Intuitively, we know that some organic molecules will leave the organic phase and 
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dissolve into water, while some water molecules will enter the organic liquid. ARer 
some time, so many organic molecules will have entered the water that some will 
begin to return to the organic phase. When the fluxes of molecules into and out of the 
organic phase are balanced, the system has reached a state of equilibrium. At this point, 
the amount of organic molecules in the water is the water solubility of that liquid 
organic compound. Similarly, the amount of water molecules in the organic phase 
reflects the solubility of water in that organic liquid. 

To describe this process thermodynamically, at any instant in time during our experi- 
ment, we can express the chemical potentials of the organic compound i in each of the 
two phases (Chapter 3). For the compound in the organic liquidphase, we have: 

where we use the subscript L to indicate the pure liquid organic phase, although it 
contains some water molecules. For the compound in the aqueous phase, the corre- 
sponding expression of its chemical potential is: 

pi, = ,& + RT In yiw . xi, (5-2)  

where we use the subscript w to refer to parameters of the compound i in the water. 
Note that both expressions relate chemical potential to the same reference potential, 
p;. Hence at any given time, the difference in chemical potentials of the “product” 
(solutes in aqueous solution) minus the “reactant” ( i  in its pure liquid) molecules is 
given by: 

(5-3)  

In the beginning of our experiment, plL is much larger than p,, (xlw is near zero). 
Therefore, a net flux of organic molecules from the organic phase (higher chemical 
potential) to the aqueous phase (lower chemical potential) occurs. This process 
continues and x,, increases until the chemical potentials (or the fugacities) be- 
come equal in both phases. At this point, equilibrium is reached and we may say: 
xw x,, = xL xlL and 4, = GL! Once at equilibrium, we obtain: 

p,, - p , ~  = RT In ylw - xfw - RT In y l L  . X,L 

where now we use the superscript “sat” to indicate that we are dealing with a saturated 
aqueous solution of the compound. In Eq. 5-4 we also retain the product of the gas 
constant and system temperature, RT, to indicate that the ratio of concentrations in 
the two phases is related to a difference in free energies (i.e., each term, RTln is a 
free energy term for one mole of molecules in a particular state). 

For the majority of the compounds of interest to us, we can now make two important 
simplifying assumptions. First, in the organic liquid, the mole fraction of water is 
small compared with the mole fraction of the compound itself; that is, xlL remains 
nearly 1 (see Table 5.1). Also, we may assume that the compound shows ideal behavior 
in its water-saturated liquid phase; that is, we set xL = 1. With these assumptions, after 
some rearrangement, Eq. 5-4 simplifies to: 
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Table 5.1 Mole Fraction of Some Common Organic Liquids Saturated 
with Water a 

Organic Liquid i XiL Organic Liquid i XiL 

n-Pentane 
n-Hexane 
n-Heptane 
n-Octane 
n-Decane 
n-Hexadecane 

Trichloromethane 
Tetrachloromethane 
Trichloroethene 
Tetrachloroethene 

Benzene 
Toluene 
1,3-Dimethylbenzene 
1,3,5-Trimethylbenzene 
n-Propy lbenzene 

0.9995 
0.9995 
0.9993 
0.9994 
0.9994 
0.9994 

0.9948 
0.9993 
0.9977 
0.9993 

0.9975 
0.9976 
0.9978 
0.9978 
0.9958 

Chlorobenzene 
Nitrobenzene 
Aminobenzene 

Diethy lether 
Methox ybenzene 
Ethyl acetate 
Butyl acetate 
2-Butanone 
2-pent anone 

2-Hexanone 

1 -Butanol 
1 -Pentanol 
1 -Hexanol 
1 -0ctanol 

0.998 1 
0.9860 
0.9787 

0.950 1 
0.9924 
0.8620 
0.9000 
0.6580 
0.8600 
0.8930 

0.4980 
0 6580 
0.7100 
0.8060 

a Data from a compilation presented by Demond and Lindner (1 993). 

where G:sat is the excessfree energy of the compound in saturated aqueous solution 
(see Chapter 3). 

Now we can see a key result. The aqueous mole fraction solubility of an organic 
liquid is simply given by the inverse aqueous activity coefficient: 

1 
sat 

Y iw 

x;it = - for liquids 

or in the more usual molar units (Eq. 3-43): (5-6) 

for liquids 
sat 1 ciw =7 v, . y,;t 

where vw is the molar volume of water (0.01 8 L/mol). 

Obviously, we can also say that for a liquid compound, the aqueous activity coefficient 
at saturation is given by the inverse of its mole fraction solubility: 

or: 
sat 1 

Y i w  = - vw . c;;' 
(5-7) 
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Solubilities and Aqueous Activity Coefficients of Organic Solids 

When considering the solubility of a solid organic compound in water, conceptually 
we can imagine first converting it to the liquid state and then proceeding as above for 
a liquid compound. The free energy cost involved in the solid-to-liquid conversion is 
referred to as the free energy of fusion, A,,C, (Chapter 4). This entity can be derived 
from experimental vapor pressure data (Eq. 4-14): 

P L  

P,: 
A,,Gi = RT In- (5-8) 

It can also be estimated from the melting point of the compound (Eq. 4-41). 

Now, we can express the difference in chemical potential as: 

By setting xiL and "/iL equal to 1, and by proceeding as above for liquids, we then 
obtain at equilibrium (p,, - pis = 0): 

for solids -A,,GiIRT xsat (s) = - . e 
IW sat 

Y iw 

or in molar units: (5-10) 

for solids 1 e-A,G,IRT Ct;t (s) = -. vw . y;;t 

Now it is clear that the solubilities of organic solids in water are dependent on both 
the incompatibility of the chemicals with the water and the ease with which the 
solids are converted to liquids. 

One may also see how the aqueous activity coefficient is related to solubility for 
organic substances that are solids: 

or: (5-1 1) 

Recalling the concept of a subcooled liquid compound as one that has cooled below 
its freezing temperature without becoming solid (Chapter 4.2), we may evaluate the 
solubility of such a hypothetical liquid, C,?:' (L), from Eq. 5-1 1 as: 

(5-12) 

where the liquid compound solubility is related to the actual experimental solubility 
of the solid compound by: 
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(5-13) 

Solubilities and Aqueous Activity Coefficients of Organic Gases 

The aqueous solubility of a gaseous compound is commonly reported for 1 bar (or 
1 atm = 1.013 bar) partial pressure of the pure compound. One of the few excep- 
tions is the solubility of O2 which is generally given for equilibrium with the gas at 
0.21 bar, since this value is appropriate for the earth's atmosphere at sea level. As 
discussed in Chapter 3, the partial pressure of a compound in the gas phase (ideal 
gas) at equilibrium above a liquid solution is identical to the fbgacity of the compound 
in the solution (see Fig. 3.94. Therefore equating fbgacity expressions for a com- 
pound in both the gas phase and an equilibrated aqueous solution phase, we have: 

p. = y .  .x. . pl (5-14) 
I IW IW IL 

Now we can see how to express the mole fraction solubility of a gaseous organic 
substance as a function of the partial pressure pi: 

or in molar units: (5-15) 

It thus follows that the aqueous activity coefficient of a gaseous pure compound is 
related to the solubility by: 

or: (5-16) 

Note that is not necessarily constant with varying p i .  In fact, evaluation of the 
air-water equilibrium distribution ratio as a function ofp, is one of the methods that 
can be used to assess the concentration dependence of 'yi, of an organic compound, 
regardless whether the compound is a gas, liquid, or solid at the temperature consid- 
ered (see below). 

If, for sparingly soluble gases, we assume that y: is independent of concentration 
(even at saturation, i.e., atp, = p k  , where the compound is also present as a liquid), 
then we can calculate the solubility of the superheated liquid compound, Cis,.t (L), 
from the actual solubility determined atpi (e.g., at 1 bar) by: 

(5-17) 

Some example calculations demonstrating how to derive xw and Gi", values from 
experimental solubility data are given in Illustrative Example 5.1. 
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Illustrative Example 5.1 Deriving Liquid Aqueous Solubilities, Aqueous Activity Coefficients, 
and Excess Free Energies in Aqueous Solution from Experimental 
Solubility Data 

Problem 

Calculate the CZ'(L), y::t and G,E, of (a) di-n-butyl phthalate, (b) y-1,2,3,4,5,6- 
hexachlorocyclohexane ( y-HCH, lindane), and (c) chloroethene (vinyl chloride) 
at 25°C using the data provided in Appendix C. 

0 Answer (a) 
c, o,-./-.. 
II 

Di-n-butylphthalate is a liquid at 25°C. Hence, C;it = C;it (L) = 3.4 x lF5 mol.L-', 
and (Eq. 5-7): c' - 

ii 
0 

di-n-butyl phthalate 
= 1.6 x lo6 

1 y y  =.= 
IW - (0.018L.mol-')(3.4 x ~ O - ~  mo1.L-') 

GETsat 1w =RTln y;it = (8.314 J.mol-' K-') (298.1 K) (14.3) = 35.4 kJ.mol-' 

Answer (b) 

y-HCH is a solid at 25°C. To calculate the solubility of liquid y-HCH, estimate first 
the free energy of fusion from the normal melting point temperature (Eq. 4-41, see 
also Problem 4.7): 

clC& H 

HH HCI 

1,2,3,4,5,6-hexachlorocyclohexane 

( W C W  AfusGi E (56.5) [386 - 2981 E 5.0 kJ*mol-' 

Insertion of Cfit (L) into Eq. 5-12 yields: 

y;$t E 2.9 x lo', and G,"W = 31.2 kJ.mol-* 

Answer (c) 
Chloroethene (Vinylchloride) is a gas at 25°C. Calculate first the solubility of super- 

H\ P 
,c= c 

\ 

H CI heated liquid vinylchloride (Eq. 5- 17): 
Chloroethene (vinyl chloride) 

CLz'(L)=(4.4x10-2) - =1.6xlO-'mol.L-' ( 3.;5) 
C:: (25°C) = 4.4 x lo-* mol.L-' 
pQ(25"C) = 3.55 bar 

This yields 
y,:' 2 3 . S x 1 0 2 ,  and G: = 14.5 kJ-mol-' 
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Table 5.2 Comparison of Activity Coefficients and Corresponding Excess Free 
Energies of a Series of Organic Compounds in Dilute and Saturated Aqueous 
Solution at 25°C (recall that Gi", = RT In xW) 

Methanol 
Ethanol 
Acetone 
1 -Butanol 
Phenol 
Aniline 
3-Methylphenol 
1 -Hexanol 
Trichloromethane 
Benzene 
Chlorobenzene 
Tetrachloroethene 
Naphthalene 
1 ,2-Dichlorobenzene 
1,3 $Trimethylbenzene 
Phenanthrene 
Anthracene 
Hexachlorobenzene 
2,4,4'-Trichlorobiphenyl 
2,2' ,5 5'-Tetrachlorobiphenyl 
Benzo(a)pyrene 

miscible 
miscible 
miscible 
7.0 x 10' 
6.3 x 10' 
1.4 x lo2 
2.5 x lo2 
9.0 x lo2 
7.9 x lo2 
2.5 103 
1.4 104 
7.5 104 
6.7 104 
6.2 104 
1.3 105 
2.0 x lo6 

4.3 107 
5.6 107 

2.5 x lo6 

7.0 x lo8 
3.2 x log 

miscible 
miscible 
miscible 

10.5 
10.3 
12.3 
13.7 
16.9 
16.5 
19.4 
23.7 
27.8 
27.5 
27.3 
29.2 
35.9 
36.5 
43.6 
44.2 
46.5 
48.5 

1.6 1.2 
3.7 3.2 
7 .O 4 -8 
5.0 x 10' 9.7 
5.7 x 10' 10.0 
1.3 x lo2 12.1 
2.3 x 10' 13.5 
8 . 0 ~  lo2 16.5 
8 . 2 ~  lo2 16.6 
2.5 x lo3 19.4 

5.0 x lo4 26.8 
6 . 9 ~  lo4 27.6 
6.8 x lo4 27.6 

1 . 7 ~  lo6 35.5 
2.7 x lo6 36.7 

1.3 104 23.5 

1.2 105 29.0 

3 s X  107 43.0 
4.7x 107 43.8 
7 s X  107 44.9 
2 . 7 ~  lo8 48.1 

a Data from Appendix C using enthalpy and entropy of fusion values given by Hinckley et al. (1990), 
and Lide (1995). 
Jurs (1998). 

Data from Sherman et al. (1996), Staudinger and Roberts (1996), Mitchell and 

Concentration Dependence of the Aqueous Activity Coefficient 

From an environmental point of view, it is often of most interest to know the activ- 
ity coefficient of an organic compound in dilute aqueous solution. This activity 
coefficient is commonly denoted as and is referred to as limiting activity 
coefficient or infinite dilution activity coefficient. 

As we have shown above, activity coefficients can be deduced from the aqueous 
solubilities (together with vapor pressure or melting data, as necessary). In this case, 
the activity coefficient reflects the compatibility of the organic solute with water 
solutions that may have been significantly modified by the presence of the solute 
itself. It is important to know when such values of y:Gt will be the same as the corre- 
sponding ylG values. Table 5.2 shows a comparison of YfGt values obtained from 
solubility measurements (Eqs. 5-6 and 5-10) with ylG values determined by various 
methods (that will be addressed in Section 5 . 5 )  for a series of compounds covering a 
very large range in activity coefficients. As is evident, even for compounds exhibiting 
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gaseous 

compd solutibn 

compd 

Figure 5.1 Enthalpies of the various 
phase transfers that can be used to 
derive the excess enthalpy, H:, of 
an organic compound in saturated 
and in dilute aqueous solution. 

a substantial aqueous solubility (e.g., 1 -butanol, phenol), the differences between 
the activity coefficients in dilute solution and in saturated solution are not larger than 
about 30%. In fact, particularly for the more sparingly soluble compounds, the dif- 
ferences are well within the range of error of the experimental data. Hence, for com- 
pounds exhibiting activity coefficients larger than about 100 (which represents the 
majority of the chemicals of interest to us), we will assume that ‘/iw is independent of 
the concentration of the compound (and, therefore, we will typically omit any super- 
script). By making this assumption, we imply that the organic solutes do not “feel” 
each other in the aqueous solution even under saturation conditions. Or to put it 
more scientifically, we assume that the solvation of a given organic molecule by 
water molecules is not influenced by the other organic molecules present. But, as we 
will see in the following, this assumption is not always true! 

Molecular Interpretation of the Excess Free Energy 
of Organic Compounds in Aqueous Solutions 

Enthalpic and Entropic Contributions to the Excess Free Energy 

Water is a very unique solvent that has two outstanding characteristics: (1) the small 
size of its molecules, and (2) the strong hydrogen bonding between these molecules. 
Hence, when we consider the molecular factors that govern the free energy of the 
transfer of an organic compound from its pure liquid into a pure aqueous phase, we 
have to be aware that it takes quite a number of water molecules to surround each 
organic molecule. Also, the water molecules adjacent to the organic solute are in a 
special situation with respect to forming hydrogen bonds as compared to the other 
bulk water molecules. 

Before we deal with these molecular aspects in detail, it is instructive to inspect the 
enthalpic ( H E )  and entropic (-T. SE ) contributions to the excess free energies of 
various organic compounds in aqueous solution (Table 5.3). Values representative of 
saturated aqueous solutions of the compounds have been derived from measurements 
of the enthalpies of dissolution of the liquids (i.e., H,“w = AwLe. ,  Fig. 5.1) or solids ( H,“, 
= A,$&- , Fig. 5.1). Data suited to dilute conditions have been obtained from 
enthalpies of air-water partitioning (i.e., H,“w = A,,,,Hi + A,,€€., Fig. 5.1). Since in both 
the saturated and dilute solution, the excess free energies are indistinguishable [data in 
Table 5.2 gives Gi“, (dilute) = 0.989 GZat (saturated) - 0.038, R2 = 0.991, the entropy 
contributions have been calculated using one (average) G,E, value. Note that the ex- 
perimental data reported in the literature show considerable scatter, particularly when 
comparing HE values determined for saturated conditions with those determined for 
dilute solutions. Therefore, the numbers given in Table 5.3 should be treated with some 
caution. Nevertheless, these data allow us to draw some important general conclusions. 

The first and most important feature that can be seen from the data (Table 5.3) is that 
the excess enthalpies of the smaller-sized compounds are close to zero (i.e., between 
-10 and +I0 kJ . mol-’). This is even true for apolar compounds such as tetrachloro- 
ethene or hexane. Hence in these cases, the intermolecular interactions that must be 
disrupted to remove a small organic molecule from its pure liquid (i.e., the enthalpy 
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Table 53 Enthalpic ( H E )  and Entropic (SE) Contributions to the Excess Free 
Energy of a Series of Organic Compounds in Saturated ("Sat") and Dilute ("Dil") 
Aqueous Solution at 20 to 25°C. The Compounds are Ordered by Increasing Size 
Expressed by Their Molar Volume 

Compound 

Trichloromethane 
Benzene 
2-Butanone 
Trichloroethene 
Phenol 
Aniline 
Tetrachloromethane 
Tetrachloroethene 
Benzaldeh yde 
4-Methylphenol 
Diethy lether 
Benzylalcohol 
Methylbenzene 
2-Pentanone 
Diethylsulfide 
1 -Pentanol 
n-Pentane 
1,4-Dimethylbenzene 
Naphthalene 
n-Hexane 
1,3,5-Trimethylbenzene 
n-Prop ylbenzene 
1 -0ctanol 
n-Octane 
Hexachlorobenzene 
Phenanthrene 
Anthracene 
Benzo(a)pyrene 

Molar GI H: T-SE 
Volume' (kJ.mo1-') (kJ-mol-') (kJ.mol-') 

- 
SatblDil'jd SatDil 

81 
89 
90 
90 
90 
91 
97 

102 
102 
103 
104 
104 
106 
106 
108 
109 
116 
123 
130 
132 
139 
139 
158 
164 
167 
171 
171 
223 

17 
19 
8 

22 
10 
12 
23 
27 
19 
13 
18 
12 
23 
11 
18 
13 
29 
26 
28 
32 
29 
29 
23 
40 
43 
36 
37 
48 

-213 
214 

-71-5 
-412 

118 
2 

-41-2 
-513 

4/10 
211 1 

-201- 1 4 
-7 

216 
-7 
-11-1 
-8 
-2 

319 
9/12 

-0 
8 
2 

-3 
6 

11/27 
17/46 
20143 
2516 1 

-1 91-20 
-2 11-23 
- 1 51- 1 3 
-261-20 
-91-2 

-10 
-271-25 
-321-24 
- 151-9 
-1 11-2 
-3 11-25 
-19 
-2 11- 17 
-19 
-1 91-1 9 
-2 1 
-3 1 
-231-16 
-1 91- 16 
-32 
-2 1 
-27 
-26 
-34 
-321-1 6 
-1 9/+ 10 ! 
-17/+6! 
-23/+ 13 ! 

' Calculated from density and molar mass. Data from Whitehouse (1984), Abraham et al. (1990), 
and Shiu et al. (1997). Data from Dewulf et al. (1995), Dohnal and Fenclovi! (1995), Staudinger 
and Roberts (1996), and Alaee et al. (1996). Enthalpies of vaporization from Hinckley et al. 
(1990), and Lide (1995). 

of vaporization) are more or less replaced by intermolecular interactions of equal 
strength in the water. 

Only for larger apolar and weakly monopolar compounds (e.g., PAHs, PCBs) are signif- 
icantly more positive Hi", values found. Indeed, if we examine the Hi", values within 
single compound classes, we can see that this parameter becomes more positive as the 
sizes of the structures increase (e.g., benzene, naphthalene, anthracene, benzo(a)pyrene). 
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Thus, for small organic compounds (molar volumes < 150 cm3 mol-’), it is the unfa- 
vorable entropy term that dominates the excess free energy of solution. Since these 
chemicals were historically studied first, this is probably the origin of the “sense” 
that entropic effects determine the “hydrophobicity” of organic compounds. How- 
ever, since larger organic compounds have increasingly disfavorable enthalpic con- 
tributions, when we are interested in these substances both enthalpy and entropy 
must be considered. At this point it should be noted that for these compounds (e.g., 
hexachlorobenzene, phenanthrene, anthracene) the H,“w values derived for saturated 
and dilute conditions show considerable differences (Table 5.3). In all these cases 
the Hi”, values are significantly larger for dilute conditions. This difference in ex- 
cess enthalpy is obviously compensated by an increase in excess entropy, since GE 
is more or less independent of concentration (see above). To date, however, there are 
not enough experimental data available to assess whether this is a real phenomenon, 
or whether these findings are due to experimental artifacts. 

Molecular Picture of the Dissolution Process 

Let us now try to visualize the various molecular changes that determine the enthalpies 
and entropies of transfering an organic molecule from its pure liquid into water. As 
already pointed out, one of the key concerns in this process is how the water molecules 
surrounding the organic compound arrange themselves to optimize their own inter- 
actions from an energetic point of view. Since water is an “associated” liquid, mean- 
ing that its molecules are hydrogen-bonded so extensively that they act as “packets” 
of several H,O molecules tied together, one must also consider the organic solute’s 
influence on water molecules that are not in direct contact with the organic solute. 

In the classical model view, it is thought that the water molecules form an ice-like 
structure around the organic molecule (Frank and Evans, 1945; Shinoda, 1977). This 
results from the need of water molecules to maximize their hydrogen bonding. Since 
the apolar portions of organic solutes cannot participate in this type of intermolecu- 
lar interaction, the water molecules lining the “solute cavity” were believed to orient 
so as to maximize their hydrogen bonding to the waters away from the solute. Such 
orientation would limit the directions these cavity-lining water molecules could 
face, thereby having the effect of “freezing” them in space. This freezing effect would 
give rise to an enthalpy gain and an entropy loss, which would be in accordance with 
the experimental solubility data. 

However, the results from numerous, more recent experimental and theoretical stud- 
ies support an alternative picture (Blokzijl and Engberts, 1993; Meng and Kollman, 
1996). In this scenario, the water surrounding a nonpolar solute maintains, but does 
not enhance, its H-bonding network. One can imagine that, at ambient temperatures, 
the packets of water molecules adjacent to an apolar organic molecule lose only a 
very small proportion of their total hydrogen bonds (i.e., the packet:packet interac- 
tions). By doing so, they are able to host an apolar solute of limited size without 
losing a significant number of their H-bonds (Blokzijl and Engberts, 1993). Hence; 
the introduction of a relatively small apolar or weakly polar organic solute that un- 
dergoes primarily vdW interactions should not provoke a significant loss in enthalpy 
due to the breaking of H-bonds among the water molecules. For such solutes it is, 
therefore, not surprising that the enthalpy that has to be spent to isolate the com- 
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pounds from their pure liquid (i.e., the enthalpy of vaporization) is about equal to the 
enthalpy gained from the vdW interactions of the organic molecules with the water 
molecules in the aqueous solution. Examples of such compounds include benzene, 
tetrachloromethane, tetrachloroethene, methylbenzene (toluene), n-pentane, 1,4- 
dimethylbenzene, and n-hexane (Table 5.3). 

The factors that determine the large unfavorable entropy terms for these compounds 
are somewhat more difficult to rationalize. First, there is a diminishing effect of the 
favorable entropy of dissolving (or mixing) a (large) organic compound in a solvent 
consisting of very small molecules, which is, of course, particularly true for water. 
This excess entropy term can be as big as -8 kJ.mol-’, depending on the size of the 
organic compound. Note that a difference of about 6 kJ.mol-’ (i.e., RT In 10) means 
a factor of 10 difference in the activity coefficient. However, as can be seen from 
Table 5.3, the actual negative entropy contributions found for the apolar compounds 
mentioned above are much larger (i.e., 20 - 30 kJ.mol-I). Hence, there must be other 
factors that contribute significantly to this large negative entropy. It is conceivable 
that the water molecules forming the hydration shell lose some of their freedom of 
motion as compared to the bulk water molecules when accommodating an (apolar) 
organic compound. Alternatively, the organic compound itself could experience 
such a loss of freedom when being transferred from its pure liquid into an environ- 
ment that is more “rigid,” because it is now surrounded by many solvent molecules 
that are interconnected by hydrogen bonds. Moving from a liquid to a more solid- 
like environment (thus losing translational, rotational, and flexing freedom) could 
explain the quite substantial differences in excess entropy found between rigid aro- 
matic (e.g., benzene, methylbenzene, naphthalene) and aliphatic compounds (e.g., 
pentane, hexane) of similar size (Table 5.3). Indeed, we have already noticed these 
differences when discussing entropies of fusion in Section 4.4 (Table 4.5) and the 
involved magnitudes are similar. 

Let us now examine what happens to the enthalpy and entropy of solution in water if 
we introduce a polar group on a small nonpolar organic structure. Generally, the 
presence of a monopolar or bipolar group leads to a decrease in the enthalpy term 
and an increase in the entropy term. For example, we can see such changes if we 
contrast data for 2-pentanone with that for pentane (Table 5.3). Both of these thermo- 
dynamic parameters imply that the polar moiety promotes the new compound’s solu- 
bility over the unsubstituted structure. Note that in the case of bipolar compounds 
(e.g., alcohols), the effect might not seem as dramatic as may be expected (e.g., 
compare pentane, 2-pentanone, and 1-pentanol in Table 5.3). But one has to keep in 
mind that for bipolar compounds (in contrast to the monopolar compounds), polar 
attractions in the pure organic liquid have to be overcome as part of the total energy 
of transferring the compound to water. 

To rationalize the effect of polar groups on HE and SE, we can imagine that polar 
interactions with the water molecules around the solute cavity replace some of the 
hydrogen bonds between the water molecules. As indicated by the experimental 
data, this loss of water:water interaction enthalpy seems to be compensated by the 
enthalpy gained from the organic so1ute:water polar interactions. At this point it 
should also be mentioned that additional polarization effects could enhance the 
interaction between the organic solute and the water molecules in the hydration shell 
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(Blokzijl and Engberts, 1993). To explain the entropy gain, we can imagine that a 
(partial) “loosening up” of the waters surrounding an organic solute will increase the 
freedom of motion of both the water molecules and the organic solute involved. 

So far, we have considered rather small-sized organic molecules. Larger molecules 
such as the PAHs or the PCBs exhibit large positive excess enthalpies (Table 5.3). 
Apparently, with increasing apolar solute size, water is not able to maintain a maxi- 
mum of hydrogen bonds among the water molecules involved. Hence, for these 
types of compounds the excess enthalpy term may become dominant (Table 5.3). 

In summary, we can conclude that the excess free energy of an organic compound in 
aqueous solution, and thus its activity coefficient, depends especially on (1) the size 
and the shape of the molecule, and (2) its H-donor and/or H-acceptor properties. 

Model for Description of the Aqueous Activity Coefficient 

Let us now extend our molecular descriptor model introduced in Chapter 4 (Eqs. 4-26 
and 4-27) to the aqueous activity coefficient. We should point out it is not our principal 
goal to derive an optimized tool for prediction of x,,,, but to develop further our under- 
stanlng of how certain structural features determine a compound’s partitioning 
behavior between aqueous and nonaqueous phases. Therefore, we will try to keep our 
model as simple as possible. For a more comprehensive treatment of this topic [i.e., of 
so-called linear solvation energy relationships (LSERs)] we refer to the literature ( e g ,  
Kamlet et al., 1983; Abraham et al., 1990; Abraham, 1993; Abraham et al., 1994a and 
b; Sherman et al., 1996). 

First, we consider how a compound’s size may influence its activity coefficient, 
which is related to its liquid aqueous solubilities (Section 5.2). Generally, within any 
one compound class, we have already seen that the excess free energy of solution in 
water becomes more positive as we consider larger and larger members of each com- 
pound class. In each case, we are increasing the size of the molecules in the com- 
pound class by adding apolar portions to the overall structure (e.g., -CH,- groups). 
Consequently, the integral interactions with the solvent water molecules become 
increasingly unfavorable. 

In light of such empirical trends, and as is illustrated by Fig. 5.2, we should not be 
surprised to see that relationships of the following forms can be found for individual 
compound classes: 

or: 
lny,,,, = a.(s ize , )+b 

In C,:‘ (L) = - c . (size,) + d 

(5-18) 

The size parameter in such correlations can come from molecular weights, molar 
volumes, or other related parameters. One such parameter is the estimate of com- 
pound size based on the incremental contributions of the atoms involved. Such an 
approach is the basis for methods like those of McGowan (see Box 5.1 below). 

Having means to estimate relative solute sizes, we recognize that we can now esti- 
mate a new compound’s aqueous activity coefficient andor liquid solubility from 
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Figure 5.2 Aqueous solubility of 
the (subcooled) liquid compound at 
25°C as a function of the estimated 
molar volume (V,,, see Box 5.1) of 
the molecule for various compound 
classes. The linear regression equa- 
tions and correlation coefficients 
(R2)  for the various sets of com- 
pounds are given in Table 5.4. 
Note that for practical reasons, 
decadic instead of natural loga- 
rithms are used. 
(a) n-alkanes (c4-c16), highly 
branched alkanes (Cj-C9), 1-3-me- 
thyl-3-alkanols (C6Cs); (b) chlo- 
robenzenes (Cl,-C16), poly- 
cyclic aromatic hydrocarbons (ben- 
zene-benzo(a)pyrene); (c) polyha- 
Iogenated methanes, ethanes, and 
ethenes. Data from Appendix C and 
from data compilations reported by 
Ruelle and Kesselring (1997a and b). 
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Table 5.4 Linear Relationships Between log Cgt (L) and Vi, a for the Various Sets 
of Compounds Shown in Fig. 5.2 (all data for 25°C). 

Set of Compounds 

n- Alkanes 
Branched alkanes 
Primary alkanols 
Secondary alkanols 
Tertiary alkanols 
Chlorinated benzenes 
Polycyclic aromatic hydrocarbons 
Polyhalogenated C1- and C2-compounds 

n c  

8 
7 

10 
5 
6 

13 
13 
27 

C 

0.0442 
0.0349 
0.0416 
0.0435 
0.043 8 
0.0556 
0.0399 
0.0404 

d 

0.34 
-0.38 

3.01 
3.52 
4.01 
2.27 
1.90 
1.85 

R2 

0.99 
0.97 
0.99 
0.99 
0.99 
0.99 
0.99 
0.86 

Molar volume in cm3.mol-' estimated by the method discussed in Box. 5.1. Eq. 5-18; note that 
decadic instead of natural logarithms are used. Number of compounds. 

knowledge of the liquid solubilities of other chemicals in its compound class (see 
examples given in Table 5.4). 

While the relations of chemical size and solubility are gratifying to recognize, we 
still notice that each compound class exhibits its own behavior (Fig. 5.2). Hence, we 
may wonder if there is any means to account for variations firom compound class to 
compound class. Based on our visualizations of organic solute intermolecular inter- 
actions, it is not surprising to learn that parameters that quantify the importance of 
interactions like hydrogen bonding can be used to adjust for differences between 
compound classes. 

Thinking in analogy to our discussions of the influence of molecular structure on 
vapor pressures (Eqs. 4-24 to 4-27), we can try to express lnxw by a series of terms 
describing the various molecular interactions and freedoms of motions when trans- 
ferring a compound from its pure liquid to water. Unlike the cases discussed in 
Chapter 4, where one of the phases was the gas phase, now we need to account for 
both the molecular interactions between the compound and the water and the inter- 
actions in the pure liquid. This latter group of interactions, however, can simply be 
characterized by using the vapor pressure of the compound as a quantitative measure 
of the intermolecular interactions in the pure liquid. Our problem then reduces to 
describing the transfer of an organic compound from the gas phase to water: 

(5-  19) In xw = - In p,; + terms describing the gas-water transfer 

It is easy to see that for describing the solvation of an organic solute in water we need 
to account not only for the size of the molecule (or of the cavity that needs to be 
formed), but also for the vdW and hydrogen-bonding interactions of the solute with 
the water molecules. By assuming that the average vdW, H-donor, and H-acceptor 
properties of the water forming the hydration shell do not vary much with the type of 
organic solute that they surround, we can include these properties in a correlation 
equation with appropriate scaling coefficients: 
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vdW (dispersive) 

Note that our rnultiparameter LFER Eq. 

+ a (a,)  + b(&) + vV, +constant (5-20) 

H-donor H-acceptor size 

5-20 includes two terms that contain a volume 
term (a quantitative measure of the volume of one mole molecules) as a size parameter 
((‘vdW,” “size”-terms). This V ,  value can be the molar volume, y ,  of the compound 
(derived from the molar mass and the density of the compound, see Chapters 3 and 4), 
or it can be an estimated entity (see Box 5.1). Therefore, we denote this term as yi and 
not q. We will, however, use the term “molar volume” even if we refer to estimated V,  
values. 

A question that one might ask is whether it is necessary to include two volume terms 
in Eq. 5-20, because one could imagine that these two terms are strongly correlated 

Box 5.1 Estimating Molar Volumes from Structure 

A very common way of expressing the bulk size of the molecules of a given compound (or more precisely of 1 mole 
of the compound) is to use the “molar volume,” V,, of the compound. As we have already discussed in Chapters 3 
and 4, we can derive V ,  from the molar mass and from the liquid density (i.e., V ,  = 7 = M,/ pIL a given temperature. 
This way of defining V ,  has, however, certain disadvantages when we want to express the bulk size of a given 
compound molecule in equations such as Eq. 5-20. First, because p,L is a bulk property, for polar compounds (e.g., 
alcohols) that have a network-like hydrogen-bond structure, the calculated V ,  value represents a molar volume that 
reflects not only the intrinsic nzoleczrlar volume but also the bulk structure. Second, adjustments have to be made 
when dealing with compounds that are solids. Therefore, various methods for estimating V,  values from the 
structure of the compound have been developed (for an oveiview see Chapter 18 and Yalkowski and Banerjee, 
1992; Mackay et al., 1992-1 997). Although each of these methods yields different absolute V ,  values, the various 
data sets correlate reasonably well with each other (Mackay et al., 1992-1997). A simple method that seems to work 
almost as well as the more sophisticated approaches has been proposed by McGowan and coworkers (McGowan 
and Mellors, 1986; Abraham and McGowan, 1987). In this method, each element is assigned a characteristic atomic 
volume (see table below) and the total volume, which is denoted as V,,, is calculated by just summing up all atomic 
volumes and by subtracting 6.56 mi3 mol-’ for each bond, no matter whether single, double, or triple. Thus, V,, for 
benzene is calculated as V,, = (6) (16.35) + (6) (8.71) - (12) (6.56) = 71.6 cm3 mol-’, an example that illustrates how 
trivial the calculation is. Of course, by this method, identical V,, values will be obtained for structural isomers, 
which is, however, a reasonable first approximation for many applications. Note again that for each bond between 
two atoms, 6.56 cm3 mol-’ is to be subtracted. Some example calculations are included in some of the illustrative 
examples. 

Characteristic Atomic Volumes in cm3 mol-’ (From Abraham and McGowan, 1987) 

C 16.35 H 8.71 0 12.43 N 14.39 P 24.87 F 10.48 C1 20.95 

Br 26.21 I 34.53 S 22.91 Si 26.83 
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to each other. In fact, when applying Eq. 5-20 to nonpolar organic solvents (see 
Chapter 6), it is sufficient to use only the vdW term (which decreases l/iw because s is 
negative; see below). We can, however, easily see that in the special case of water as 
a solvent, we need to include an additional size term in order to address the large 
entropy costs when inserting an organic solute into the bulk water. Figure 5 . 3 ~  
shows that with this equation, the aqueous activity coefficients of over 250 com- 
pounds covering a wide variety of compound classes can be collapsed onto one line 
reasonably well. 

This result is accomplished without considering the dipolarity/polarizability character- 
istics that one can expect to play a role in a polar solvent such as water. Consequently, 
it can be expected that the still-large scatter observed in the data shown in Fig. 5 . 3 ~  can 
be further reduced, if one adds another parameter that takes into account these aspects. 
One widely used additional parameter (in addition to ai and pi) that is thought to ex- 
press the dipolarity/polarizability of an organic compound is a parameter commonly 
denoted as n,. Note that several sets of n,. values have been derived that may be some- 
what different in absolute numbers ( e g ,  q values reported by Li et al., 1993). Table 
5.5 summarizes ni values for some representative compounds. Inspection of Table 5.5 
shows that q ranges between 0 for the apolar alkanes up to almost 2 for aromatic 
compounds exhibiting several polar groups ( e g ,  4-nitrophenol). For more details, 
particularly with respect to the derivation of this not-so-easy-to-interpret parameter, 
we refer to the literature ( e g ,  Abraham et al., 1991 and 1994a, and references cited 
therein). Inclusion of ni into Eq. 5-20 then yields: 

vdW (dispersive) dipolarity/ H-donor 
polarizability 

+b@J + vVi + constant 
H-acceptor size 

As is illustrated by Fig. 5.3b, with this extended equation, the fit of the experimental 
data can be improved significantly. The best fit equation obtained from the experi- 
mental data set is: 

-11.1(~,)+0.0472 V;, +9.49 

Note that for the derivation of Eq. 5-22 we have adopted a very simple characteristic 
atomic volume contribution method estimating vi (see Box 5 .  l), which we denote as 
Vix. Since the various methods commonly used to assess “molar volumes” yield 
quite different absolute values (see e.g., Mackay et al., 1992-1997), V,, values in 
cm3 mol-’ calculated by this method should be used when applying Eq. 5-22. Hence, 
if, in addition to vi,, p g  , nDi, pi, a,, and bi are known or can be estimated for a given 
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Figure 5.3 Plot of experimental 
versus fitted In%, values for 266 
compounds covering a wide variety 
of compound classes. (a) Fit with- 
out using the polarizability parame- 
ter n, (Eq. 5-20). (b) Fit including n, 
(Eq. 5-21). The fitting parameters 
for case (b) are given in Eq. 5-22. 
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compound (e.g., Platts et al., 2000), its activity coefficient and therefore also its 
liquid aqueous solubility (Eqs. 5-7 and 5-12) can be predicted from Eq. 5-22 within 
a factor of 2 to 3. 

It should be noted that when replacing the London dispersive interactions term by 
other properties such as, for example, the air-hexadecane partition constant, by ex- 
pressing the surface area in a more sophisticated way, and/or by including additional 
terms, the predictive capability could still be somewhat improved. From our earlier 
discussions, we should recall that we do not yet exactly understand all the molecular 
factors that govern the solvation of organic compounds in water, particularly with 
respect to the entropic contributions. It is important to realize that for many of the 
various molecular descriptors that are presently used in the literature to model E~ or 
related properties (see Section 5.5), it is not known exactly how they contribute to 
the excess free energy of the compound in aqueous solution. Therefore, when also 
considering that some of the descriptors used are correlated to each other (a fact that 
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Table 5.5 

Compound or Compound or 
Group of Compounds 

Some Representative ni Values 

n, rci a Group of Compounds 

Alkanes 0 .oo 

1 -Alkenes 0.08 
1 -Alkines 0.23 
Aliphatic ethers (ROR') 0.25 
Aliphatic aldehydes (RCHO) 0.65 
Aliphatic ketones (RCOR') 0.68 
Aliphatic carboxylic acid esters (RCOOR') 
Aliphatic amines (RNH,) 0.35 
Primary aliphatic alcohols (R-CH,OH) 0.42 
Secondary aliphatic alcohols (RR'CHOH) 0.36 
Aliphatic carboxylic acids (RCOOH) 0.63 
Trichloromethane 0.49 
Tetrachloromethane 0.38 
1,1,2,2-Tetrachloroethane 0.76 
Tetrachloroethene 0.42 
Tribromomethane 0.68 
Benzene 0.52 
Toluene 0.52 
1,2-Dimethylbenzene 0.56 
1,4-Dimethylbenzene 0.52 

C ycloalkanes 0.10 

0.55-0.60 

1,2,3-Trimethylbenzene 
1,3 ,5-Trimethylbenzene 
Naphthalene 
Acenaphthene 
Chlorobenzene 
1,2-Dichlorobenzene 
1,4-Dichlorobenzene 
1,2,3-Trichlorobenzene 
1,3,5-Trichlorobenzene 
1,2,3,4-Tetrachlorobenzene 
1,2,4,5-Tetrachlorobenzene 
B enzaldehyde 
Benzonitrile 
Nitrobenzene 
Phenol 
Alkylphenol 
2-Chlorophenol 
4-Chlorophenol 
2-Nitrophenol 
4-Nitrophenol 

0.61 
0.52 
0.92 
1.04 
0.65 
0.76 
0.75 
0.86 
0.73 
0.92 
0.86 
1 .oo 
1.11 
1.11 
0.89 
0 30-0.90 
0.88 
1.08 
1 .05 
1.72 

Data from Abraham et al. (1 99421). 

is often not recognized in the literature!), our policy should be to use as few and as 
clearly defined parameters as possible. There is certainly still room for further 
improvements in this area of research. Nevertheless, as is demonstrated by the examples 
discussed in Illustrative Example 5.2, Eq. 5-22 is very useful to assess which molecular 
factors primarily determine the aqueous activity coefficient (or the excess free energy in 
water) of a given compound. 

A very important conclusion that we can draw from our effort to use insights on inter- 
molecular interactions to develop a means to estimate '/iw is that this important com- 
pound property is very sensitive to changes in the structure of a compound. Hence, 
as we will also notice in the following chapters, in any simple structure-property or 
property-property relationship involving '/i=, (or Cf;,' (L)), we have to be careful to 
confine a given equation to a set of compounds for which structural differences 
either are not reflected, or are proportionally reflected in the type of molecular 
descriptors used in Ey. 5-22. Otherwise, we are in danger of mixing apples with 
oranges (and grapes!). For example, as already addressed above, it is common 
practice to try to correlate the aqueous activity coefficient (or the liquid aqueous 
solubility as in Fig. 5.2) with the size (molar volume, total surface area) of the 
organic molecule. As is illustrated by Fig. 5.2, good correlations can be expected only 
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for sets of compounds that fulfill the above-mentioned criteria. Fig. 5.2a shows, for 
example, that even sets of quite closely related compounds such as n-alkanes and 
highly branched alkanes, or primary, secondary, and tertiary aliphatic alcohols, 
exhibit different linear relationships between liquid aqueous solubility and molar 
volume. In the case of the apolar alkanes (i.e., n, = a, = p, = 0), the differences must 
be due to the different shapes of the n-alkanes as compared to the highly branched 
ones. In the case of the aliphatic alcohols, the differences between the three sets of 
compounds can be found primarily in the polar interaction terms of the alcohol 
moieties. Within each series, however, very good correlations are obtained. Two 
other examples where quite satisfying correlations are obtained, are shown in Fig. 
5.2b. The rather good correlation found for the apolar, rigid chlorinated benzenes 
(i,e., a, = p, = 0) does not come as a surprise, because these compounds exhibit also 
very similar 7c, values (Table 5.5). In the case of the PAHs, however, the correlation 
does hold only because the polar parameters (i.e., n, and p, ) increase both with 
increasing size. Finally, Fig. 5 . 2 ~  shows a group of compounds, the polyhalogenated 
C,- and C,-compounds, for which, intuitively, we might have expected a much better 
result. A closer inspection of the polar parameters of the various compounds shows, 
however, that the rather large scatter could have been anticipated. For example, the 
q, a, and p, values of the similarly sized 1, 1,2,2-tetrachloroethane and tetrachloro- 
ethene differ substantially (0.76, 0.16, 0.12 versus 0.42, 0.0, 0.0, respectively), 
which is reflected in the 20-times-higher liquid aqueous solubility of 1 , 1,2,2-tetra- 
chloroethane as compared to tetrachloroethene. This example should remind us 
again that such simple one-parameter correlations work, in general, only for limited 
sets of “structurally closely related” compounds for which they may, however, be 
very powerful predictive tools. Obviously, as shown by the examples in Fig. 5.2, it 
may not always be clear whether two compounds are structurally closely related 
with respect to the factors that govern their aqueous activity coefficients. In such cases 
inspection of the type of parameters used in Eq. 5-22 may be very helpful for selecting 
appropriate reference compounds. 

Illustrative Example 5.2 Evaluating the Factors that Govern the Aqueous Activity Coefficient 
of a Given Compound 

Problem 

Calculate the activity coefficients as well as the excess free energies of n-octane 
(Oct), 1-methylnaphthalene (1-MeNa), and 4-t-butylphenol (4-BuPh) in aqueous 
solution at 25°C using Eq. 5-22. Compare and discuss the contributions of the 
various terms in Eq. 5-22. 

Answer 

Get the p t  values from the data given in Appendix C. Note that 4-BuPh (T, = 

99°C) is a solid at 25°C (use Eq. 4-40 to estimate p t  from &). Calculate V,, using 
the method described in Box 5.1. Get the nD, values of the compounds from Lide 
(1995). Use the a,, and p,, and n, values given in Tables 4.3 and 5.5. The resulting 
data sets for the three compounds are given in the margin. Recall that G,E,= RT In xW. 
Insertion of the respective values into Eq. 5-22 yields the following result: 

- 
n-octane (Oct) 

p,; = 1826 Pa 
V,, = 123 6 cm3 mol-’ 

n D l  = 1.397 
rc, = a, = = 0 
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1 -methyl-naphthalene (1 -MeNa) 

p,; = 8.33 Pa 
Vi, = 122.6 cm3 mol-' 
nDi = 1.617 
n; = 0.90 
aj = o  
pi = 0.20 

H3C- C 

4-f-butyl-phenol 

p,; = 6.75 Pa 
vi, = 133.9 cm3 moIP 
ngi = 1.517 
~j ~ 0 . 8 9  
~ l i  ~ 0 . 5 6  
pi ~ 0 . 3 9  

~~~~ 

Oct 1 -MeNa 4-BuPh 

~~ 

-In P,; +4 .00 (+9.9) +9.40 (+23.3) +9.61 (+23.8) 
- VdW" -3.42 (-8.5) -4.94 (-12.2) -4.53 (-11.2) 
- 5.78 Z, 0 -5.20 (-12.9) -5.14 (-12.7) 
- 8.77 a, 0 0 4 . 9 1  (-12.2) 
- 11.12p, 0 -2.22 (-5.5) -4.33 (-10.7) 
+ 0.0472 V,, +5.83 (+14.4) +5.7 (+14.3) +6.32 (+15.7) 
+ constant +9.49 (+23.5) +9.49 (+23.5) +9.49 (+23.5) 

In xw (GE) 15.9 (39.3) 12.2 (30.5) 6.51 (16.2) 
exp. value 16.0 12.5 7.15 

a dispersive vdW = 0.572 (Vx  ) ' I 3  - [ (:3] 
First, you note that, although the three compounds are of comparable size, there are 
significant differences in their 'yi, (i.e., Gg) values. 

As is evident, the lack of any polar interactions with the water molecules is the major 
cause for the large hydrophobicity of Oct, although this compound exhibits the highest 
vapor pressure (which facilitates the transfer of Oct from the pure liquid into another 
phase as compared to the other two compounds). Comparison of 1-MeNa with Oct 
reveals that the lower activity coefficients (i.e., the higher liquid water solubilities) of 
aromatic compounds as compared to aliphatic compounds of similar size are prima- 
rily due to the relatively large polarizability term (q) of aromatic structures. Finally, 
from comparing 4-BuPh with 1 -MeNa it can be seen that H-bond interactions (ai, pi- 
terms) may decrease l/iw by several orders of magnitude (note that for these two 
compounds, all other terms contribute similarly to the overall 'yiw). 

Effect of Temperature and Solution Composition 
on Aqueous Solubility and Activity Coefficient 

So far, we have focused on how differences in molecular structure affect the solubil- 
ities and activity coefficients of organic compounds in pure water at 25°C. The next 
step is to evaluate the influence of some important environmental factors on these 
properties. In the following we consider three such factors: temperature, ionic 
strength (i.e., dissolved salts), and organic cosolutes. The influence of pH of the 
aqueous solution, which is most important for acids and bases, will be discussed in 
Chapter 8. 
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Figure 5.4 Effect of temperature on 
the mole fraction solubility in water 
of some halogenated hydrocarbons. 
yHCH is y-l,2,3,4,5,6-hexachloro- 
cyclohexane (lindane; for structure 
see Illustrative Example 5.1). Data 
from Horvath (1982). 
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Temperature 

Let us consider the temperature dependence of the mole fraction solubility of organic 
liquids. Since x$/xIL= x z  (xiL = 1) represents the partitioning constant between the 
aqueous phase and the pure liquid, for a narrow temperature range, its temperature 
dependence is given by (Section 3.4): 

HE 1 
R T  

lnxgl(L) =--+-+constant (5-23) 

When expressing aqueous solubility in molar units we may write Eq. 5-23 as: 

In C$(L) = -=. + constant' 
R T  

(5-24) 

Now constant' = constant -log Vw and we assume a temperature-independent molar 
volume ( c) of the aqueous solution (see Section 3.4). 

For the majority of the (subcooled) liquid compounds, the excess enthalpy, HE, is 
quite small and may even be negative at 25OC (Table 5.3). Thus, for a temperature 
range between 0 and 8OoC, the change in the liquid solubility with increasing tem- 
perature is therefore rather small (Fig. 5.4). For some compounds like CH,Br(L), 
CHCl,-CH,Cl, and CC14, a solubility minimum is found at ambient temperatures. 
This occurs because, at low temperatures, HE is negative and, in general, H& be- 
comes more positive with increasing temperature [in contrast to &,Hi, which de- 
creases with increasing temperature (see Chapter 4)]. This observation can be ex- 
plained by the fact that at elevated temperatures, some of the hydrogen bonds among 
the water molecules forming the hydration shell are broken, which leads to a more 
positive excess enthalpy. Thus, when applying Eqs. 5-23 or 5-24, we know that HE 
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is not constant over the whole ambient temperature range and we can see some 
curvature in the plots of log x;:' versus l/T(Fig. 5.4). This is, however, not too much of 
a problem since the temperature effect is small anyway. For most com-pounds (L) 
(or C;i'(L)) will vary less than a factor of 2 between 0 and 3OOC. Only for the larger, 
rigid, apolar compounds such as PAHs, PCBs, and polychlorinated dibenzodioxines 
(PCDDs), is the effect of temperature on the liquid aqueous solubility significant 
[see Illustrative Example 5.3, case (b)]. 

When we are interested in the actual solubilities of solids or gases, however, the 
effect of temperature becomes much more important (e.g., CH,Br(g) and y-HCH(s) 
in Fig. 5.4). Now we must consider the total enthalpy change when transferring a 
molecule from the solid or gas phase, respectively, to water. This total enthalpy 
change includes the sum of the enthalpy of the phase change (i.e., conversion of a 
solid into a subcooled liquid or a gas into a superheated liquid at the temperature of 
interest) and the excess enthalpy of solution. Hence, for solids the temperature de- 
pendence of solubility over a narrow temperature range is given by: 

Ah,H,+HiE, 1 
R T 

In Cg? (s) = - . - +constant 

and for gases: 

- A , , , H , - t H ~  I 
R T 

In ~i',",, (g> = - . - + constant 

(5-25) 

(5-26) 

Note that, in general, the resulting enthalpy change will be positive in the case of 
solids (due to the large positive Ah,Hi )  and negative (dominating positive A,,,H,) 
in the case of gases. Consequently, the solubility of solids increases with increasing 
temperature, since the "cost" of melting decreases with increasing temperature (and 
becomes zero at the melting point). Conversely, the difficulty in condensing gaseous 
organic compounds increases with increasing temperature; thus, heating an aqueous 
solution tends to diminish solubilities of (organic) gases through this term. Some 
applications of Eqs. 5-23 to 5-26 are given in the Illustrative Example 5.3, 

Illustrative Example 5.3 Evaluating the Effect of Temperature on Aqueous Solubilities 
and Aqueous Activity Coefficients 

Problem 

Estimate the solubilities, C;$t, the activity coefficients, y::t, and the excess 
enthalpies, H Z ,  in water of (a) trichloromethane at 5"C, (b) dibenzofhran at 10°C, 
and (c) chloroethene (vinyl chloride) at 40°C. 

CI 
I 

H- C- CI 
I 
CI 

trichoromethane 
(chloroform) 

T, = -63°C 

Answer (a) 

Since trichloromethane is a liquid at ambient temperatures, the magnitude of change 
in its solubility with solution temperature is dictated by its excess enthalpy, Hi", (Eq. 
5-23). Generally, for low-molecular-weight compounds, you can expect that HE 
will not be too different from zero (+ 10 kJ.mol-'; see Table 5.3). Hence, at 5°C both 
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0 0.001 5 14 
10 0.001 366 
20 0.001249 
25 0.001203 
30 0.001168 

a Data from Horvath (1 982). 

dibenzofuran 

Mi = 168.2 g .mol-' 
T, = 87°C 

C g  andyg should not differ too much from the corresponding values at 25°C. In 
fact, inspection of the experimental data reported by Horvath (1982) shows that 
between 0 and 30°C the mole fraction solubility of trichloromethane decreases, but 
only about 20% (see margin). Since H g  increases with increasing temperature, use 
only the two x: values given at 0 and 10°C to estimate xEt at 5°C (Eq. 5-23): 

Note again that the excess enthalpy of solution of trichloromethane between 0 and 
10°C is slightly negative, i.e., HE = 4799 K) (8.31) = - 6.6 kJ*mol-'. 

Insertion of T= 278.2 K into Eq. 1 yields xE(5"C) = 0.001436 or, in molar concen- 
trations (Eq. 3-43): 

CE(5"C) = xg / = (0.001436) / (0.018) = 8 . 0 ~  l0-Z mo1.L-I 

The aqueous activity coefficient is given by 1 / x b  (trichloromethane is a liquid; see 
Eq. 5.6): 

yf$t(5"C) = 1 / (0.001436) = 7.0 x 10' 

Answer (b) 
Dibenzofwan is a solid at ambient temperatures. Hence, the enthalpy of solution 
( L S H i )  is given by the sum of the enthalpy of fusion (AhsHi) and the excess enthalpy 
in aqueous solution ( H E )  (Fig. 5.1 and Eq. 5-25). In a paper by Shiu et al. (1997) 
you find aqueous solubility data expressed in g.m-3 for dibenzofuran at various 
temperatures (see margin). For simplicity, assume that is temperature independent. 

Calculate 1/T in K-' and log Cg : 

5 1.92 
15 3.04 
25 4.75 
35 7.56 
45 1 1.7 

a Data from Shiu et al. (1997). 

1 I T (K-I) 0.003597 0.003472 0.003356 0.003247 0.003145 

log C&? /(gem") 0.282 0.48 3 0.677 0.879 1.069 

and perform a least square fit of log Cg versus 1 / T: 

log Ci, sat /(g.m-3)=-1742+6.536 
T 

From the slope one obtains an average AJYi [= (1742) (2.303) (8.31)] value of 33.4 
kJ.mol-'. Note that because we use decadic logarithms, the slope in Eq. 2 is equal to 
&pi (2.303) R. Hence, the aqueous solubility increases by about a factor of 1.6 per 10 
degrees increase in temperature (Table 3.5). Insertion of T= 283.2 K into Eq. 2 yields: 

log Cg (10°C) = 0.385 or C g  (10OC) = 2.43 g.m-3 

or, in molar concentrations: 
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= 1 . 4 4 ~  IO" mo1.L-I 
(2.43 

CIZt (lO°C)= 
(1 68.2) 

To get the activity coefficient, estimate first the aqueous solubility of subcooled liquid 
dibenzofbran at 283 K (Eq. 5-12). To the end, estimate AfusGi at 10°C from Tm using 
Eq. 4-41 : 

AfusGi (lO°C) = (56.5 + 0 - 19.2 log 2) (77) = 3.9 kJ.mol-* 

Insertion into Eq. 5- 13 yields 

Cf$(L, 10°C) = (1.44 x (5.3) = 7.6 x mol . L-' 

and thus (Eq. 5-12) 

Yf i t  (10°C) = 1 / (7.6 x 10") (0.018) = 7.3 x 105 

To estimate H E ,  assume a constant A h a i  below the melting point: 

Use Eq. 4-39 to estimate AmJi (T,): 

A,,& (T,) = (56.5 + 0 - 19.2 log 2) = 50.8 J-mol-' K-' 

This yields 

and 
AfusHj = (50.8) (360) = 18.3 kJ.mol-' 

H E  = A,$& - A f U a i  = 33.4 - 18.3 = 15.1 kJ.mol-' 

Note that this H,", value represents an average value for the ambient temperature 
range. 

H\ /H Answer (c) 
,c= c 

\ Chloroethene (vinyl chloride) is a gas at the temperature considered. Hence, the 
enthalpy of solution (AWaHi) is given by the sum of the enthalpy of condensation 
(AcondHi, which is equal to the negative enthalpy of vaporization) and the excess 
enthalpy in aqueous solution ( H z )  (Fig. 5.1 and Eq. 5-26). Horvath et al. (1982) 
gives the solubilities of chloroethene at O"C, 25"C, and 50°C and 1 bar partial 
pressure. Also given are the vapor pressures of the superheated liquid at these three 

H CI 

chloroethene 
(vinyl chloride) 

T,=-l3.4OC 

a temperatures. 
T / ( " C )  xfGta p i l b a r  

0 0.00158 1.70 
25 0.000798 3 36 

After conversion of "C to K, perform a least square fit of In x,:" versus 1 / T: 
50 0.000410 7.69 

a Data from Horvath (1982). Inxi',ba'=+2375-15.134 T (3) 
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From the slope you obtain a AwaHi [= - (2375) (8.31)] value of -19.7 kJ-mol-', 
meaning that the solubility of chloroethene decreases by about a factor of 1.3 per 10 
degrees increase in temperature (Table 3.5). Insertion of T = 313.2 K into Eq. 3 
yields $im (40°C) = 0.000526 or in molar concentration (Eq. 3-43): 

Ci',b" (40°C) = 2.9 x I&2 mole L-' 

To get the activity coefficient of chloroethene (Eq. 5-15) calculate its vapor pressure 
at 40°C using the least square fit of In p k  versus 1 / T: 

In pLI bar = - - 2662 + 10.283 
T 

(4) 

Insertion of T = 3 13.2 K into Eq. 4 yields a p i  value of 5.95 bar, which yields a yftt 
value of (Eq. 5-16): 

lbar =3.2x1U2 
1 ~f: (40°C) = 

(0.000526) 5.95 bar 

From the slope in Eq. 4 you can obtain AVa& [= (2662) (8.31)] = 22.1 kJ-mol-'. 
Thus, one obtains an average Hi", value of: 

Hi", =4yaHi +Avapi=-19.7+22.1 =+2.4kJ.mol-' 

which means that the activity coefficient of chloroethene is more or less constant 
over the ambient temperature range. 

Dissolved Inorganic Salts 

When considering saline environments (e.g., seawater, salt lakes, subsurface brines), 
we have to consider the effects of dissolved inorganic salt(s) on aqueous solubilities 
and on activity coefficients of organic compounds. Although the number of studies 
that have been devoted to this topic is rather limited, a few important conclusions 
can be drawn. Qualitatively, it has been observed that the presence of the predomi- 
nant inorganic ionic species found in natural waters (ie., Na', K', Mg2+, Ca2+, C1-, 
HCO; , SO$-) generally decrease the aqueous solubility (or increase the aqueous 
activity coefficient) of nonpolar or weakly polar organic compounds. Furthermore, 
it has been found that the magnitude of this effect, which is commonly referred to as 
salting-out, depends on the compound and on the type of ions present. 

Long ago, Setschenow (1 889) established an empirical formula relating organic com- 
pound solubilities in saline aqueous solutions ( Cf~tSalt) to those in pure water ( Cf;'): 

or: (5-27) 
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Figure 5.5 Effect of salt concen- 
trations on the aqueous solubility 
of benzene (McDevit and Long, 
1952), and naphthalene (Gordon 
and Thorne, 1967a). 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0 0  NaCl 
A artificial seawater 
+ natural seawater 
K: (L - mol-I) 

0 1 2 3 4 

[salt] tot (moi . L-’ ) 

where [salt],,, is the total molar salt concentration and K: is the Setschenow or salt- 
ing constant (unit M-’). This salting constant relates the effectiveness of a particular 
salt or combination of salts to the change in solubility of a given compound i. For a 
particular salt (e.g., NaC1) or salt mixture (e.g., seawater; for composition see Table 
5.6), Eq. 5-27 is valid over a wide range of salt concentrations (Fig. 5.5). Note that the 
“salting-out” effect increases exponentially with increasing salt concentration. Kf - 
values for a given organic solute and salt composition can be determined experimen- 
tally by linear regression of experimental solubilities measured at various salt 
concentrations (ix., plots of log C;:‘ versus [salt],,,). We should point out that at very 
high salt concentrations, the effect of the dissolved salts on the molar volume of the 
solution has to be taken into account. However, as a first approximation, in many cases 
(e.g., seawater) we may neglect the effect. Written in terms of activity coefficients, Eq. 
5-27 is: 

(5-28) +Kf Isaltltot 
Ylw,salt = Y,, . l o  

Hence increases exponentially with increasing salt concentration. 

Note that if K: has been determined from solubility measurements, xw,sa,t is strictly 
valid only for saturated conditions. For dilute solutions l/rw,sa,t can be determined 
from measurements of air-water or organic solvent-water partition constants at dif- 
ferent salt concentrations. From the few compounds for which has been deter- 
mined by both solubility and air-water or solvent-water partitioning experiments, 
because of the large scatter in the data, it is not clear whether K f  varies with organic 
solute concentration. It can, however, be concluded that, if there is an effect, it is not 
very large. 

Before we inspect Kf values of a variety of organic compounds for seawater (the 
most important natural saline environment), we first take a look at the salting-out 
efficiencies of various ion combinations. Since it is very difficult to quantify the 
contribution of individual ions, salting constants are available only for combined 
salts. Nevertheless, the data in Table 5.6 illustrate that smaller ions that form 
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Table 5.6 Salt Composition of Seawater and Salting Constants for Benzene, 
Naphthalene, and 1 -Naphthol at 25°C for Some Important Salts 

Salting constant a 

Mole fraction 
in seawater 

Weight xSalt Kls (benzene) KJs (naphthalene) K: (1-naphthol) 
Salt (g .mol-') (L -mol-') (L -mol-') (L .mol-*) 

NaCl 58.5 0.799 0.19 
MgC12 95.3 0.104 
Na2S04 142 .O 0.055 0.53 
CaC12 110.0 0.020 
KCl 74.5 0.017 0.16 
NaHCO, 84 .O 0.005 
KBr 
CsBr 
(CH314NCJ 
(CHd4NBr -0.15 

0.22 0.21 
0.30 0.33 
0.72 
0.32 0.35 
0.19 0.18 
0.32 
0.13 0.13 
0.01 

-0.36 

~~ ~~ 

a Data from McDevit and Long (1952), Gordon and Thorne (1967a,b), Almeida et al. (1983), and 
Sanemasa et al, (1984). Gordon and Thorne (1967a,b). 

hydration shells with more water molecules (e.g., Na+, Mg2+, Ca2+, Cl-) have a 
bigger effect than larger ions that tend to bind water molecules only very weakly 
(e.g., Cs+, N(CH3)i, Br-). In fact, larger organic ions such as tetramethyl-ammoni- 
um (N(CH3)i ) can even have an opposite effect; that is, they promote solubility (or 
decrease the activity coefficient). Note that such salting-in effects can also be 
observed for very polar compounds that may strongly interact with certain ions 
(Almeida et al., 1984). In a simple way, we can rationalize the salting-out of nonpo- 
lar and weakly polar compounds by imagining that the dissolved ions compete 
(successfully) with the organic compound for solvent molecules. Many of the envi- 
ronmentally relevant ions bind water molecules quite tightly in aqueous solution, 
which can be seen even macroscopically in that the volume of the aqueous solution 
is reduced. As a consequence, the freedom of some water molecules to solvate an 
organic molecule is disrupted, and depending on the type of salt and/or compound 
present, may lead to a loss or gain in solubility (Leberman and Soper, 1995). Fur- 
thermore, the solvation of an organic compound, particularly when it is large and 
nonpolar, requires a large number of water molecules. Hence, we may intuitively 
anticipate that larger nonpolar organic compounds will exhibit higher K: values as 
compared to smaller and/or more polar compounds. 

Let us now inspect the K; values of some organic compounds in seawater. Using the 
data given in Table 5.6 we can make our own artificial seawater (at least with respect to 
the major ion composition) by dissolving an appropriate amount of the corresponding 
salts in water. The weight of 1 mole of "seawater salt" is given by (0.799) (58.5) + 
(0.104) (95.3) + (0.055) (142) + (0.02) (1 10) + (0.017) (74.5) + (0.005) (84) = 68.35 g. 
Hence, if we dissolve 34.17 g of seawater-salt in 1 L, we obtain a seawater with a 
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salinity of 34.2%0, which corresponds to a total molar salt concentration ([salt],,, in 
Eq. 5-27) of 0.5 M. As has been demonstrated by various studies, the differences 
between Kf values determined in artificial and real seawater are usually only mar- 
ginal. Furthermore, since seawater is dominated by one salt, that is, NaCl (Table 
5.6), as a first approximation K,” values determined for sodium chloride can be used 
as a surrogate. Let us illustrate this by calculating KI:seawater for naphthalene using the 
data given in Table 5.6. If we assume that naphthalene does not specifically interact 
with any of the inorganic ions present, we may estimate KISeawater by summing up the 
contributions of the various salts present (Gordon and Thorne, 1967a,b): 

(5-29) 

where xk is the mole fraction and KI:saltk is the salting constant of salt k in the mix- 
ture. For naphthalene we then obtain (Table 5.6): 

KISseawater = (0.799) (0.22 M-l) + (0.104) (0.30 M-’) + (0.055) (0.72 M-’) + (0.02) 
(0.32 M-I) + (0.01) (0.19 M-’) + (0.005) (0.32 M-’) = 0.26 M-’ 

which compares very favorably with the experimental value for seawater (average 
value 0.27 M-I). The K,” value of naphthalene for NaCl is 0.22 M-I. Hence, the 
contribution of the other salts is only 0.04. With insertion of the two K,” values into 
Eq. 5-28 and assuming a [salt],,, = 0.5 M (typical seawater), we obtain yIw,slh / ylw 
ratios of 1.66 for Kf = 0.22 and 1.84 for K,” = 0.265, respectively. In general, the 
error introduced when using K,SNaCI instead of KItSeawater is only in the order of lo%, 
which is often well within the experimental error of K,” measurements. Therefore, in 
the data set given in Table 5.7, some Kf values determined for NaCl have been 
included. Some more data can be found in the review by Xie et al. (1997). 

A few general comments on the data given in Table 5.7 are necessary. First, where 
available, average K,” values taken from different studies are reported. The ranges 
indicated for these values show that in general, one has to expect rather large 
uncertainties (i.e., up to ? 20%) in the reported Kf values. Furthermore, it should 
also be noted that Table 5.7 contains values determined from solubility as well as 
from partitioning (i.e., air-water, organic solvent-water) experiments. Finally, the 
results of the few studies in which the effect of temperature on salting-out has been 
investigated (Whitehouse, 1984; Zhou and Mopper, 1990; Dewulf et al., 1995; 
Alaee et al., 1996) suggest that Kf increases somewhat with decreasing temperature. 
Unfortunately, due to the relatively large scatter in the data, no quantitative relation- 
ship can be derived. As a first approximation, the data given in Table 5.7 should, 
however, also be applicable at temperatures other than 25°C. 

Inspection of Table 5.7 shows that our conclusion drawn above from our simple 
picture of the salting effect, which is that smaller and/or polar compounds should 
exhibit smaller K: values as compared to larger, nonpolar compounds, is more or 
less confirmed by the experimental data. When considering the rather limited exper- 
imental data set, and the relatively large uncertainty in the data, it is, however, 
presently not feasible to derive any reliable quantitative relationship using molecu- 
lar descriptors that would allow prediction of Kf values of other compounds. One 
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Table 5.7 Salting Constants for Some Organic Compounds for Seawater 

Compound 
Ki" 

(L .mol-') Compound 

Halogenated C,- and C2-Compounds a,b,c,d 

Trichloromethane 
Tetrachloromethane 
Methylbromide 
Dichlorodifluoromethane 
Trichlorofluoromethane 
1 ,I -Dichloroethane 
1,2-Dichloroethane 
1,1,1 -Trichloroethane 
Trichloroethene 
Tetrachloroethene 

Miscellaneous Aliphatic Compounds ef 

Pentane (NaCl) 
Hexane (NaC1) 
1 -Butanal 
1-Pentanal 
1 -Hexanal 
1 -Heptanal 
1 -0ctanal 
1 -Nonanal 
1 -Decanal 
Dimethylsulfide 
2-Butanone 

PCBs e ,g  

Biphenyl 
Various PCBs (dichloro to hexachloro) 

0.2 
0.2 
0.15 
0.29 
0.30 
0.2 
0.2 
0.25 
0.21 (10.01) 
0.24 (k0.02) 

0.22 
0.28 
0.3 
0.3 
0.4 
0.5 
0.6 

- 1.0 
- 1.0 

0.17 
0.20 

0.32 (50.05) 
0.3-0.4 

Substituted Benzenes and Phenols b,d,ef.h 

Benzene 0.20 (k0.02) 
Toluene 0.24 (50.03) 
Ethylbenzene 0.29 (k0.02) 
1,2-Dimethylbenzene 0.30 
1,3-Dirnethylbenzene 0.29 
1,4-Dimethylbenzene 0.30 
n-Propylbenzene (NaC1) 0.28 
Chlorobenzene (NaC1) 0.23 
1,4-Dichlorobenzene (NaC1) 0.27 
Benzaldeh yde 0.20 (50.04) 

0.13 (50.02) Phenol 
2-Nitrophenol 0.13 (M.01) 
3-Nitrophenol 0.15 
4-Nitrophenol 0.17 
4-Nitrotoluene 0.16 
4-Aminotoluene 0.17 

Polycyclic Aromatic Compounds e,h,i j ,k, l  

Naphthalene 0.28 (50.04) 
Fluorene (NaCl) 0.27 
Phenanthrene 0.30 (20.03) 
Anthracene 0.30 (50.02) 
Fluoranthene (NaC1) 0.34 
Pyrene 0.30 (k0.02) 
Chrysene (NaCl) 0.34 
Benzo[a]pyrene 0.34 
Benzo [ a] anthracene (NaCl) 0.35 
1 -Naphthol (NaC1) 0.23 

a Warner and Weiss (1995). Dewulf et al. (1995). DeBruyn and Saltzman (1997). Peng and Wang (1998).e Sanemasaet 
al. (1984).fZhou and Mopper (1990). Brownawell(l986). Hashimoto et al. (1984). Eganhouse and Calder (1975). 
j Whitehouse (1984). Gordon and Thorne (1967b). Almeida et al. (1983). 

t 
R + I  

11 H20 

OH 
I 

Fl- C-H 
I 
O H  

a gerninal 
diol 

class of compounds that does not quite fit the qualitative picture is the n-alkanals (Ta- 
ble 5.7). One possible cause for the unexpectedly high salting constants of these com- 
pounds is their tendency to form diols in aqueous solution (Bell and McDougall, 
1960). For example, acetaldehyde (R = CH,, see margin) forms about 50% diol in pure 
water. If, in saltwater, the aldehyde/diol ratio is changed in favor of the aldehyde, one 
would expect a stronger salting-out effect, because it can be assumed that the diol form 
is more easily accommodated in water as compared to the aldehyde form. An addition- 
al reason for the large Kq values of the larger-chain aldehydes could be the fact that the 
effect of salt on the activity coefficients of flexible molecules is larger than the effect 
on the more rigid compounds. However, there are presently no reliable data available 
to verify this hypothesis. 
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In summary, we can conclude that at moderate salt concentrations typical for seawa- 
ter (- 0.5 M), salinity will affect aqueous solubility (or the aqueous activity coeffi- 
cient) by a factor of between less than 1.5 (small and/or polar compounds) and about 
3 (large, nonpolar compounds, n-alkanals). Hence, in marine environments for many 
compounds, salting-out will not be a major factor in determining their partitioning 
behavior. Note, however, that in environments exhibiting much higher salt concen- 
trations [e.g., in the Dead Sea (5  M) or in subsurface brines near oil fields], because 
of the exponential relationship (Eq. 5-28), salting-out will be substantial (see also 
Illustrative Example 5.4). 

Illustrative Example 5.4 

i = phenanthrene 

Ct;[ (25°C) = 6.3 x mol .L-' 
T, = 101°C 

(25°C) = 2.0 x lo6 
(see Table 5.2) 

Quantifying the Effect of Inorganic Salts on Aqueous Solubility 
and Aqueous Activity Coefficients 

Problem 

Estimate the solubility and the activity coefficient of phenanthrene in (a) seawater 
at 25°C and 30%0 salinity, and (b) a salt solution containing 117 g NaCl per liter 
water. 

Answer (a) 

At 25°C phenanthrene is a solid. Because the free energy contributions of phase 
change (i.e., melting, or condensation in the case of a gas) to the overall free energy 
of solution are not affected by salts in the solution, it is the aqueous activity coeffi- 
cient that is increased as salt concentration increases (Eq. 5-28). Hence, the actual 
solubility Cfi' decreases by the same factor (Eq. 5-27). The K: value of phenanthrene 
is 0.30 M-' (Table 5.7). Since 34.2%0 salinity corresponds to a total salt concentration 
of 0.5 M (see text), [salt],,, for 30%0 is equal to 0.44 M. Insertion of these values into 
Eq. 5-28 yields: 

The aqueous solubility in 30%0 seawater is then given by: 

Hence, in 30%0 seawater yf$ increases (C::' decreases) by about 30% as compared 
to pure water. 

Answer (b) 

Use the K," value given for seawater as a surrogate for the NaCl solution. 1 17 g NaCl 
per liter correspond to a molar concentration of 2 M. Thus: 

and 
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/\/\/ 

i = n - hexane 

Problem 

At oil exploitation facilities it is common practice to add salt to the wastewater in 
order to decrease the solubility of the oil components, although in the wastewater 
treatment one then has to cope with a salt problem. Calculate how much NaCl you 
have to add to 1 m3 of water in order to increase the activity coefficient of n- 
hexane by a factor of ten. How much Na,S04 would be required to do the same 
job? 

Answer 

In order to increase the activity coefficient of a given compound by a factor of ten, 
the exponent in Eq. 5-28 has to be equal to 1: 

K,” [salt],,, = 1 

The K: value for hexane for NaCl is 0.28 M-’ (Table 5.7). Then a total salt concen- 
tration [salt],,, = 1 / 0.28 M-* = 3.57 M is needed, which corresponds to an amount of 
208.8 kg . m-3. 

For estimating the amount of Na,S04 required, assume a similar relative K; value 
(relative to NaC1) as determined for benzene (i.e., 0.53 M-’ for Na,S04 versus 0.19 
M-’ for NaC1, see Table 5.6): 

K; (hexane, Na,S04) = (0.28) (0.53) / (0.19) = 0.78 M-’ 

Thus in the case of Na,S04, the required [salt],,, is 1 / 0.78 M-’ = 1.28 M or 181.8 
kg.m-3, which is about the same amount as the NaCl needed although, on a molar 
base, Na,S04 is much more potent as a salting-out agent. 

Advanced Topic Organic Cosolvents 

So far we have considered only situations in which a given organic compound was 
present as the sole organic solute in an aqueous solution. Of course, in reality, in any 
environmentally relevant aquatic system there will be numerous other natural and/or 
anthropogenic organic chemicals present that may or may not affect the solubility or, 
even more important, the activity coefficient of the compound of interest to us. We 
will treat this issue of organic cosolutes in Chapter 7 when discussing the organic 
phase-water partitioning of organic compounds present in complex mixtures (e.g., 
gasoline, oil, PCBs). In this section we will focus on the effect of highly water- 
soluble organic compounds (i.e., organic cosolvents) that may completely change 
the solvation properties of an “aqueous” phase. We may encounter such situations in 
industrial waste waters or at waste disposal sites where, because of careless dumping 
procedures, leachates may contain a high portion of organic solvent(s). Furthermore, 
one of the remediation techniques for contaminated soils is to “wash” the soil with 
mixtures of water and water-miscible cosolvents (Li et al., 1996). Finally, from an 
analytical point of view, knowledge of how cosolvents influence the activity coeffi- 
cient of a given organic compound in organic solvent-water mixtures is pivotal for 
choosing appropriate mobile phases in reversed-phase liquid chromatography. 
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Let us start with some comments on the experimental data available on effects of 
cosolvents on the aqueous solubility and aqueous activity coeecient of organic pollu- 
tants. First we should point out that the majority of the systematic studies on this topic 
have focused on the effects of completely water-miscible organic solvents (CMOSs, 
e g ,  methanol, ethanol, propanol, acetone, dioxane, acetonitrile, dimethylsulfoxide, 
dimethylformamide, glycerol, and many more) and on the solubility of sparingly 
soluble organic solids. A large portion of the available data has been collected for 
drugs and has been published in the pharmaceutical literature. With respect to environ- 
mentally more relevant compounds, most investigations have been confined to PAHs 
(Morris et al., 1988; Dickhut et al., 1989; Li et al., 1996; Fan and Jafvert, 1997) and 
PCBs (Li and Andren, 1994). Few studies have investigated the impact of CMOSs on 
the solubility (Groves, 1988) or on the activity coefficient in dilute solution (Munz and 
Roberts, 1986; Jayasinghe et al., 1992) of liquid organic compounds. Note that solubil- 
ity experiments involving organic liquids are more difficult to interpret because of the 
partitioning of the cosolvent(s) into the liquid organic phase, which may lead to 
significant changes in its composition (Groves, 1988). In certain cases, the composi- 
tion of the liquid phase may even affect the crystal structure of a solid compound, thus 
complicating the interpretation of solubility data (Khossravi and Connors, 1992). 
Finally, only very limited data are available on the effect ofpartially miscible organic 
solvents (PMOSs, e.g., n-alcohols (n > 3), ethers, halogenated C,- and C,-compounds, 
substituted benzenes) on the aqueous solubility or aqueous activity coefficient of 
organic pollutants in the presence (Pinal et al., 1990 and 1991) or in the absence (Li 
and Andren, 1994; Coyle et al., 1997) of a CMOS. Thus, our following discussion will 
be devoted primarily to water-CMOS systems. 

Let us first look at some qualitative aspects of how CMOSs affect the activity 
coefficient, and thus the solubility and partitioning behavior, of a given organic com- 
pound when present in a water/CMOS mixture. The following general conclusions 
are illustrated by the examples given in Figs. 5.6 to 5.8 and in Table 5.8. 

First, we point out that, in general, the activity coefficient of an organic solute, y I y ,  
decreases (i.e., solubility increases) in an exponential way with increasing volume 
fraction of CMOS. (Note that we use the subscript l to denote that we are dealing with 
a liquid solution, and, in the following, we do not distinguish between y , ~  values at 
saturated and dilute solutions.) Second, a significant effect (i.e., > factor 2) is observed 
only at cosolvent volume fractions greater than 5 to 10% (depending on the solvent). 
Below 1%, the effect can more or less be neglected (see below). Hence, when conduc- 
ting experiments, we do not have to worry about significant changes in the activities of 
organic solutes in an aqueous phase when adding a small amount of a CMOS, as is, for 
example, common practice when spiking an aqueous solution with a sparingly soluble 
organic compound dissolved in an organic solvent. Third, the magnitude of the co- 
solvent effect, as well as its dependence on the amount of cosolvent present, is a hnction 
of both the type of cosolvent (Fig. 5.7, Table 5.8) and the type of organic solute (Figs. 5.6 
and 5.8) considered. For example, the activity coefficient (or the mole fraction solubility) 
of naphthalene decreases (increases) by a factor of about 15 when going from pure water 
to a 40% methanoV60% water mixture, while the effect is about 3 times smaller or 20 
times larger when glycerol or acetone, respectively, are the cosolvents (Table 5 3). 
Furthermore, as can be seen from Fig. 5.8, in 20% methanol/80% water (volume 
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Figure 5.6 Illustration of the effect 
of a completely water-miscible sol- 
vent (CMOS, i.e., methanol) on the 
activity coefficient of organic com- 
pounds in water-organic solvent 
mixtures: decadic logarithm of the 
activity coefficient as a function of 
the volume fraction of methanol. 
Note that the data for naphthalene 
(Dickhut et al., 1989; Fan and 
Jafvert, 1997) and for the two 
PCBs (Li and Andren, 1994) have 
been derived from solubility mea- 
surements; whereas for the anilins 
(Jayasinghe et al., 1992), air-water 
partition constants determined un- 
der dilute conditions have been 
used to calculate Y Z E .  

Figure 5.7 Effect of three different 
CMOSs (i.e., methanol, ethanol, 
propanol) on the activity coefficient 
of 2,4,6-trichlorobiphenyl. Data 
from Li and Andren (1 994). 

Figure 5.8 Ratio of the activity 
coefficient in water (y,,.,) and in 
methanol/water [20% (v : v) and 
40% (v : v) methanol] as a function 
of the molar volume (V,,, see Box 
5.1) of the solute: log(y,: ly,';")= 
a .  V,, + b. The three compound 
classes include the following com- 
pounds: 
Anilines: aniline, 4-methyl-aniline, 
3,4-dimethyl-aniline, 2,4,5-trimeth- 
yl-aniline;f,MeoH = 0.2: a = 0.00700, 
b = -0.309;f,,,, = 0.4: a = 0.0128, 

PAHs: naphthalene, anthracene, 
phenanthrene, pyrene, perylene; 
fv,,MeOH = 0.2: a = 0.0104, b = -0.668; 
fv,,MeOH = 0.4: a = 0.0147, b = -0.469. 

PCBs: 4-chlorobiphenyl, 2,4,6- 
trichlorobiphenyl, 2,2',4,4',6,6'- 
hexachlorobipheny; fv,MeOH = 0.2: 
a = 0.0955, b = -0.704; fv,MeOH = 
0.4: a = 0.0180, b = -0.848. 

Data from Morris et a]. (1988), 
Jayasinghe et al. (1992), Li and 
Andren (1994), Fan and Jafvert 
(1 997). 

b = -0.432. 
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Table 5.8 Effect of Various CMQSs on the Activity Coefficient or Mole Fraction Solubility, Respectively, 
of Naphthalene at Two Different SolvenWater Ratios (fv,solv = 0.2 and 0.4) 

Naphthalene" 
y;;t 1 yise"' = x;;t 1 x;;t 

Cosolvent 

Glycerol 

Ethy lenegl y col 

Methanol 

Dimethylsulfoxide (DMSQ) 

Ethanol 

Propanol 

Acetonitrile 

Dimethy lformamide 

1,4-Dioxane 

Acetone 

Solubilityb 
Parameter fv,solv = 0 2 fv,solv = 0.4 

Structure (M Pa)"2 (o,'>c 
OH 
I 

HOCH, - CH- CHZOH 36.2 2.5 
(2.0) 

5.5 

9 
3 

(2.4) 
HOCHz- CH,OH 34.9 

CH30H 

H,CCH,OH 

H,CCH,CH,OH 

H,C- C-N 

0 
II 

H-C-N(CH,), 

/-7 
O W 0  

0 
I1 

H3C- C- CH3 

29.7 

26.7 

3.5 
(2.7) 

5.5 
(3.7) 

14 

3.6 

48 7 
(4 -2) 
17 
(6 4 

(5.7) 

(5.9) 

(5.7) 

20 
(6.5) 

26.1 

180 24.9 

140 
14 24.8 

130 
15 

24.8 

180 
14 

20.7 

270 19.7 
~ 

a Data from Dickhut et a1 (1989), L,I et al (1996), and Fan and Jafvert (1997) 
(1991) The parameter IS defined as the square root of the ratio of the enthalpy of vaporization and the molar volume of the liquid 

Hildebrand solubility parameter taken from Barton 

Cosolvency powcr for the range 0 <: j ,  < 0 2, see Eq 5-30 

fractional methanol,.fJ,M,,o, = 0.2) the activity coefficients of aniline (V,, = 82 cm3 mol-') 
and 2,2',4,4',6,6'-hexachlorobiphenyl (V,, = 206 cm3 mol-I) are smaller by a factor of 
about 2 and 20, respectively, as compared to pure water, while at 40% methanoV60% 
water V;,MeOH = 0.4) the corresponding factors are 4 and 750, respectively. In general, we 
may assume that for a given cosolvent-water system, the effect of the cosolvent on y l r  
will be larger for large, nonpolar solutes that are only sparingly soluble in water (e.g., 
PCBs, PAHs) as compared to more polar, small molecules (e.g., aniline) exhibiting 
higher water solubilities. Finally, with respect to the "cosolvency-power" of CMOSs, 
we can see from Table 5.8 that, qualitatively, the more "water-like" solvents such as 
glycerol, ethylene glycol, or methanol, have a much smaller impact on the activity 
coefficient of an organic solute as compared to organic solvents for which hydrogen 
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bonding is important, but not the overall dominating factor. Note that the (Hildebrand) 
solubility parameter given in Table 5.8 (see footnote for explanation) is a measure of 
the cohesive forces among the molecules in the pure solvent. As can be seen, qualita- 
tively, there is a trend that solvents exhibiting higher cohesive forces in their pure 
liquid tend to have a smaller cosolvent effect when mixed with water. 

Before we address cosolvency in a more quantitative way, it is usehl to try to picture 
how a cosolvent affects the solvation of an organic solute on a molecular level. From 
the examples given in Table 5.8 we can see that CMOSs are relatively small molecules 
with strong H-acceptor and/or H-donor properties. When mixed with water, they are, 
therefore, able to break up some of the hydrogen bonds between the water molecules 
and thus form a new H-bonded "mixed solvent" that will change its property in a rather 
complex way as a function of the nature and of the relative amount of the cosolvent. As 
we have seen in Section 5.3, for smaller and/or more polar organic compounds, the 
excess hee energy in pure aqueous solution is dominated by the entropic contribution. 
Only for larger, particularly for nonpolar solutes, is the enthalpy term also significant 
(Table 5.3). Hence, it is reasonable to assume and is supported by experimental data 
(e.g., Bustamante et al., 1998) that in water-rich mixtures (i.e., f, < 0.5), the 
observed decrease in excess free energy (increase in solubility) of organic compounds 
with increasing CMOS/water ratio is primarily due to a substantial increase in the 
excess entropy, which may even compensate possible increases in excess enthalpy. 
Since these changes in excess enthalpy and entropy with changing cosolvent-water 
composition are, in general, not linearly correlated with each other, a nonlinear 
relationship between excess free energy (or log yiC) andf,,,,, can be expected and, as 
illustrated by Fig. 5.7, is actually found for many organic solute/CMOS/water systems. 

Considering the rather complex factors that determine the excess free energy of an 
organic solute in a CMOWwater mixture, it is not too surprising that any quantitative 
models developed for describing cosolvent effects have only rather limited predic- 
tive capabilities. The models are, however, quite well suited for fitting experimental 
data, and for estimating activity coefficients of structurally closely related com- 
pounds in a given CMOS/water system for which experimental data are available. 

For a discussion of the various approaches taken to quantify cosolvent effects we 
refer to the literature (e.g., Li and Andren, 1995; Li et al., 1996; Fan and Jafvert, 
1997). For our purpose here, we adopt the most simple empirical approach where we 
assume a log-linear relationship between activity coefficient (or mole fraction 
solubility) of a given compound and volume fraction of the CMOS over a narrowf,,,,,- 
range (ie., Af,s,solv = 0.2) confined byf,',solv and f,?solv. Hence, for a given organic solute 
i and a given CMOS/water system, we get (note that we omit the subscript "solv" to 
indicate the CMOS): 

1% Y,p ( f ,  1 = 1% YIC (f,' 1 - 0; . (f" - f; 1 (5-30) 

where the slope o:, which is dependent on both the solute and the cosolvent, is 
given by [log yu  (f,') -log y l t  (f,')] / (f,'-f,'), and f,' ~ f v  5 f,'. o,'is commonly 
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referred to as the cosolvency power of the solvent for the solute i. Note, however, 
that 0: is not a constant, but changes with increasing fv . If f? = 0, that is, if we 
consider only the range between pure water and a given cosolvent fraction fy" (e.g., 
0.2), Eq. 5-30 simplifies to: 

with 0: = [logyiw - logy,(f,")] / f," . Eq. 5-32 can also be written as: 

(5-32) 

(5-33) 

Hence, this approach is very similar to the one used for describing the effect of salt 
on aqueous solubility and aqueous activity coefficient (Eqs. 5-27 and 5-28). Some 
example calculations using Eq. 5-30 or 5-31, respectively, are given in Illustrative 
Example 5.5. Finally, we should note that the mole fractions of two solvents in a 
binary mixture are related to the volume fractions by: 

1 (5-34) 

We conclude this section with some brief comments on the cosolvent effects of 
partially miscible organic solvents (PMOSs). These solvents include very polar 
liquids such as n-butanol, n-butanone, n-pentanol, or o-cresol, but also nonpolar 
organic compounds such as benzene, toluene, or halogenated methanes, ethanes, and 
ethenes. For the polar PMOS, a similar effect as for the CMOS can be observed; that 
is, these solvents decrease the activity coefficient of an organic solute when added to 
pure water or to a CMOS/water mixture (Pinal et al., 1990; Pinal et al., 1991; Li and 
Andren, 1994). For the less polar PMOS there is not enough data available to draw 
any general conclusions. 

Illustrative Example 5.5 

i = naphthalene 

C z  (25°C) = 2.5 x lo4 mol .L-' 
T,,, = 80.2"C 

y,$ (25°C) = 6.7 x lo4 
(see Table 5.2) 

Estimating the Solubilities and the Activity Coefficients of 
Organic Pollutants in Organic Solvent -Water Mixtures 

Problem 

Estimate the solubility and the activity coefficient of (a) naphthalene, and (b) 
benzo(a)pyrene in a 30% methanol/70% water (v : v) mixture at 25°C. 

Answer (a) 

As in the case of inorganic salts (Illustrative Example 5.4) the free energy contributions 
of phase change to the overall free energy of solution are not affected by CMOS (with 
some exceptions in which the solvent changes the crystal structure of a solid, see text). 
Hence, you need only estimate the effect of the CMOS on the activity coefficient. Use 
the yfit /y:f t  ratios given for naphthalene in Table 5.8 forf,,,,, = 0.2 = 0.4 to 
estimate yf!t forf,,,,,, = 0.3 by interpolation, using the log-linear relationship Eq. 5-30. 
Calculate first the log y::' values forf,,,,, = 0.2 and 0.4, respectively: 
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The slope a; in Eq. 5-30 is then obtained by: 

0; = (4.28 - 3.68) / (0.2) = 3.0 

which yields (Eq. 5-30): 

log yf;' (fv,MeO~ = 0.3) = 4.28 - (3.0) (0.1) = 3.98 

or: 
y;;' (fv,MeOH = 0.3) = 9.5 x Z03 

which is about a factor of 7 smaller than y:;'. This also means that the mol fraction 
solubility of naphthalene will be about a factor of 7 larger (Eq. 5-3 l), that is: 

xy:' = (7) (2.5 x lo4) (0.018) = 3.2 x lo-'. 

The mole fraction of methanol in a 30% methanol/70% water mixture is 0.16 (Eq. 
5-34). The molar volume of methanol is 0.0406 L.mo1-I. Hence, the molar volume 
of the mixture can be calculated as (Eq. 3-43, note that we assume additivity): 

V,, = (0.16) (0.0406) + (0.84) (0.018) = 0.022 L.mo1-I 

Hence, the molar solubility of naphthalene in the mixture is: 

Answer (b) 

For benzo(a)pyrene there are no experimental data available. Estimate yf$t /yfj' for 
fv,MeOH = 0.2 and 0.4, respectively using the data given for other PAHs in Fig. 5.8. 
From the original data sets reported in the literature, derive the corresponding linear 
relationships between log yf;' / y;j" and the molar volume, V,, (in cm3 mol-'), calcu- 
lated by the method described in Box 5.1 (see caption Fig. 5.8): 

i = benzo(a)pyrene 

C,zt(25"C) = 7.2 x mol.L-' 
T,,, = 176.5"C 
y,: (25°C) = 3.2 x 10' 
(see Table 5.2) 

Insertion of log y:;' and v., (195.0 cm3 mol-I) of benzo(a)pyrene into Eqs. 1 and 2 
yields: 

log yf;' V;,MeOH = 0.2) = 7.15 
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which yields a slope 0,“ = (7.15 - 6.10) / (0.2) = 5.25 demonstrating that the effect of 
the cosolvent methanol is more pronounced for the more hydrophobic benzo(a)pyrene 
as compared to the less hydrophobic naphthalene (0,“ = 3.0, see above). Insertion of 
the according values into Eq. 5-28 then yields: 

log yfit V;,MeOH = 0.3) = 7.15 - (5.25) (0.1) = 6.63 

or 
y;t (fv,,MeOH = 0.3) = 4.2 x I O6 

which is about 75 times smaller than yF:t. Hence, the corresponding mole fraction 
solubility is about a factor of 75 larger (Eq. 5-3 1), that is: 

x:;’ = (75) (7.2 x (0.018) = 9.7 x I t 9  

and by analogy to case (a): 

Availability of Experimental Data; Methods for Estimation of 
Aqueous Activity Coefficient and Aqueous Solubility 

Experimental Data 

We have already seen from our above discussions that organic chemicals cover a 
very wide range of aqueous solubilities, that is, from completely miscible down to 
lo-’’ mol . L-’ and below (see Appendix C). Because of these low solubilities and 
owing to the analytical limitations in the past, many organic substances have 
acquired the reputation of “being insoluble in water” ( e g ,  Lide, 1995). From an 
environmental point of view such a statement is, of course, not correct at all because 
water is one of the major transport and reaction media for organic compounds in 
natural systems. Hence, for assessing the behavior and the effects of organic 
pollutants in the environment, accurate data on aqueous solubilities and aqueous activity 
coefficients are of utmost importance. 

The conventional method of determining aqueous solubility is to equilibrate an excess 
amount of the pure chemical of interest with water in a batch reactor. Equilibrium is 
achieved by gently shaking or by s€owly stirring with a magnetic stirrer. The aim is to 
prevent formation of emulsions or suspensions and thus avoid extra experimental 
procedures such a filtration or centrifugation which may be required to ensure that a 
“true” solution is obtained. This method, which is commonly referred to as shakeflask 
method works quite well for more soluble compounds. For more sparingly soluble 
chemicals such as higher alkanes, PAHs, PCBs, polychlorinated dioxins, and dibenzo- 
furans, however, experimental difficulties can still occur because of the formation of 
emulsion or microcrystal suspensions, and because of adsorption phenomenon if 
filtration is necessary. For such compounds, the generator column method has been 
found to produce much more accurate solubility data. In this method, a solid support 
(e.g., glass bead) is coated with the chemical, packed in an open tubular column, and 
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water is run through at a precise flow rate to achieve equilibrium. Subsequently, the 
aqueous eMuent is assessed for the organic solute by using an appropriate analytical 
technique. For a more detailed discussion of the various aspects of the experimental 
determination of aqueous solubilities, we refer to Yalkowsky and Banerjee (1 992) and 
to the handbooks published by Mackay et al. (1992-1997). These latter handbooks 
also contain large compilations of water solubilities of a variety of important com- 
pound classes. Additional experimental data may be found in smaller compilations 
reported by Ruelle and Kesselring (1 997a,b), Montgomery (1 997), and Mitchell and 
Jurs (1998). As with our comments on experimental vapor pressure data (Section 4.4), 
we should point out that, particularly for sparingly soluble compounds, aqueous solu- 
bilities determined by different methods and/or different laboratories may vary by as 
much as a factor of 2 to 3 ,  and in some cases even by more than an order of magnitude. 
Such data should, therefore, be treated with the necessary caution. Again, one way of 
deciding which solubility value should be selected is to compare the experimental data 
with predicted values using other compound properties or solubility data from struc- 
turally related compounds. 

Several experimental methods are available to determine activity coefficients of 
organic compounds in dilute aqueous solution. A critical review of the various direct 
and indirect measurement methods can be found in the article by Sherman et al. 
(1996). For compounds exhibiting small “/iw values (i.e., high water solubilities), 
differential ebulliometry or dewpoint techniques are frequently used. Here, the 
effect of the solute on the boiling point of the solvent (i.e., water), or on the dewpoint 
of the solvent vapor, respectively, is determined under constant pressure. The 
measured changes then allow us to derive the activity coefficient of the compound in 
the solvent. For compounds that exhibit larger “/iw values, particularly for the more 
volatile compounds, the techniques of head space gas chromatography and gas 
stripping seem to provide reliable activity coefficients in dilute aqueous solution. 
Among the indirect approaches, derivation of “/iW values from experimental evalua- 
tion of the partitioning of a compound between an organic solvent (e.g., hexadecane, 
n-octanol) and water is the most widely used method. We will come back to this 
issue in Chapter 7. 

In summary, we can conclude that there is quite a large experimental database on 
aqueous solubilities andor aqueous activity coefficients of organic compounds 
available in the literature. In this context, we should recall that for compounds 
exhibiting ‘/iw values greater than about 100, we may assume that ‘/iW is concentration 
independent (Section 5.2). Thus, if only ‘/iw is known for a given compound (either 
experimentally determined or predicted; see below), we can estimate its aqueous 
solubility by using Eqs. 5-6,5-10, or 5-15, respectively (see also Illustrative Example 
5.2). If neither the aqueous solubility nor the aqueous activity coefficient is known for 
a given compound (e.g., for a new chemical), we may use one of the various methods 
that have been developed for estimating these important compound properties. 

Prediction of Aqueous Solubilities and/or Aqueous Activity Coefficients 

Any general approach (i.e., any approach that is not restricted to a confined set of 
structurally related compounds) for prediction of aqueous solubilities and/or aqueous 
activity coefficients has to cope with the intrinsic difficulty of describing precisely 
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what is happening when introducing an organic compound in water. We have 
discussed this problem in detail in Section 5.3, where we have also seen that by using 
molecular descriptors such as the solvatochromic parameters we are able to model the 
aqueous activity coefficient of any kind of organic compound with reasonable success. 
The problem with these and similar approaches (Yalkowsky and Banerjee, 1992) is 
only that often not all required descriptors are readily available for a given compound. 

Therefore, similar to the attempts made to estimate vapor pressure (Section 4.4) there 
have been a series of quite promising approaches to derive topological, geometric, and 
electronic molecular descriptors for prediction of aqueous activity coefficients from 
chemical structure (e.g., Mitchell and Jurs, 1998; Huibers and Katritzky, 1998). The 
advantage of such quantitative structure property relationships (QSPRs) is, of course, 
that they can be applied to any compound for which the structure is known. The dis- 
advantages are that these methods require sophisticated computer software, and that 
they are not very transparent for the user. Furthermore, at the present stage, it remains 
to be seen how good the actual predictive capabilities of these QSPRs are. 

A completely different method that has been shown to be particularly useful for 
estimating activity coefficients in nonaqueous solutions is based on a group contri- 
bution approach. The best known and most widely used version of this approach is 
the UNIFAC method (Hansen et al., 1991; Kan and Tomson, 1996). A similar ap- 
proach that is, however, focused on aqueous solutions is referred to as AQUAFAC 
(Myrdal et al., 1993). The basic idea of this type of approach is to express enthalpic 
and entropic contributions to the excess free energy by summing up interactive 
terms of parts of the solute and solved molecules, particularly of their functional 
groups. A large number of such interaction parameters have been derived from a 
statistical analysis of experimental data on vapor-liquid partitioning. As already 
mentioned above, UNIFAC works best for nonaqueous mixtures or mixtures that 
contain only a very limited amount of water. When dealing with solutions exhibiting 
significant amounts of water, the present limitations of UNIFAC, but also of 
AQUAFAC (Sherman et al., 1996; Fan and Jafvert, 1997), are probably due prima- 
rily to the difficulties in properly expressing the entropic contributions resulting 
from the unique properties of the solvent water. 

We conclude our short discussion of estimation methods for aqueous solubilities and 
aqueous activity coefficients by restating that simple one-parameter relationships 
[e.g., relationships between liquid aqueous solubility and molar volume (Table 5.4) 
or octanol-water partition constant (Section 7.4)] may also be quite powerful 
predictive tools, provided that we confine a given equation to a set of structurally 
closely d a t e d  compounds. In this context, we should emphasize again (and again!) 
that only with a sufficient understanding of the molecular interactions that determine 
the excess free energy of a given compound in a given molecular environment (here 
in aqueous solution) will we be able to define which compounds are structurally 
related with respect to a given partitioning process. This will become even more 
evident in the following chapters. 
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Questions and Problems 

Questions 

Q 5.1 

What is meant by the term water solubility or aqueous solubility of a given com- 
pound? What is the range of aqueous solubilities encountered when dealing with 
environmentally relevant compounds? 

Q 5.2 

How is the aqueous activity coefficient of a compound related to the aqueous 
solubility, if the compound is (a) a liquid, (b) a solid, and (c) a gas under the prevailing 
conditions? Comment on any assumptions that you make when answering this 
question. 

Q 5.3 

The excess enthalypy in aqueous solution (Hk) of 2-butanone is smaller than that 
of the similarly sized phenol (Table 5.3), although one can assume that phenol has 
stronger polar interactions with the water molecules. Try to explain these findings. 

PH 

Q 5.4 
2-butanone phenol 

The excess entropy in aqueous solution (Sg) of n-hexane is significantly more 
negative as compared to the similarly sized naphthalene (Table 5.3). Try to explain this 
difference. 

/\/\/ a 
n-hexane naphthalene 

Q 5.5 

Figure 5.2 and Table 5.4 show that, for a given class of strucurally closely related 
compounds, a linear relationship exists between liquid aqueous solubility and size of 
the molecule (Eq. 5-18). Note that in both Fig. 5.2 and Table 5.4 decadic instead of 
natural logarithms are used: 

Try to answer the following questions: 

(a) Why are the slopes c of the regression lines quite similar for the n-alkanes and 
the alkanols (Fig. 5.2a), and why do these two groups of compounds exhibit 
such different intercepts d? Why are there any significant differences in the 
intercepts between primary, secondary, and tertiary alkanols? 
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(b) Why do the chlorobenzenes and PAHs (Fig. 5.2b) exhibit different slopes? 

(c) Why is there such a large scatter in the data of the halogenated C,- and C,- 
compounds (Fig. 5.2c)? 

Q 5.6 

Explain qualitatively how the aqueous solubility of a (a) liquid, (b) solid, and (c) 
gaseous compound changes with temperature. Which thermodynamic quantity(ies) 
do you need to know for quantifying this temperature dependence? 

Q 5.7 

Explain in words how environmentally relevant inorganic salts affect the aqueous 
solubility of a (a) liquid, (b) solid, and (c) gaseous compound. Is it true that the effect 
is linearly related to the concentration of a given salt? What is the magnitude of the 
effect of salt on the aqueous activity coefficient of organic compounds in typical 
seawater? 

Q 5.8 

Explain in words how organic cosolvents affect the activity coefficients in water-solvent 
mixtures? Which organic solvents are most effective? Is it true that the effect of an organic 
cosolvent is linearly related to its volume fi-action in the solvent-water mixture? 
Below which volume fraction can the effect of an organic cosolvent be neglected? 

Q 5.9 

Derive Eq. 5-34 by realizing that the number of moles of a given compound present 
in a given volume, V,, of the pure liquid of that compound is given by VL / 7,. 

Problems 

P 5.1 Calculating Aqueous Activity Coefficients and Excess Free Energies in 

Calculate the aqueous activity coefficients, Yf:t, and the excess free energies in 
aqueous solution, G,E, (in kJ.mol-'), of (a) n-decane (n-CloH,,), (b) 2,3,7,8-tetra- 
chlorodibenzo-p-dioxin, and (c) bromomethane (CH,Br) at 25°C using the data 
provided in Appendix C. 

Aqueous Solution from Experimental Solubility Data 

H 

H- C-BI 
I 

I - CI H 

n-decane 
2,3,7,8-tetrachloro- 
dibenzo-pdioxin brornomethane 

P 5.2 A Tricky Stock Solution 

You work in an analytical laboratory and you are asked to prepare 250 mL of a 0.5 M 
stock solution of anthracene in toluene (do (toluene) = 0.87 g . ~ m - ~ )  as solvent. You 
look up the molar mass of anthracene, go to the balance, weigh out 22.3 g of this 
compound, put it into a 250 mL volumetric flask, and then fill the flask with toluene. 
To your surprise, even after several hours of intensive shaking, there is still a 
substantial portion of undissolved anthracene present in the flask, although your 
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intuition tells you that these two aromatic compounds should form a near-ideal 
liquid mixture. 

What is the problem? 

Give an estimate of how much anthracene has actually been dissolved (in 
grams). 

What is anthracene's concentration (in molar units) in the stock solution (at 
20°C)? The necessary data can be found in Appendix C. 

/ /  

anthracene 
T,, = 217.5 "C 
Tb = 341 .O "C 

P 5.3 Explaining the Differences in Aqueous Solubility Between n-Hexane, di- 

As can be seen from the data in Appendix C, the aqueous solubilities of n-hexanol 
( C g  = 6.2 x 10-2mol.L-') and di-n-propylether ( Cg = 3.0 x lo-' mo1.L-') exceed 
that of n-hexane ( C g  = 1.5 x 1 O4 mo1.L-') by more than two orders of magnitude. 

n-Propyether, and n-Hexanol 

(a) Try to explain the differences in C g  between the three compounds based on 
their abilities to undergo intermolecular interactions. 

(b) Use Eq. 5-22 to evaluate the various factors that determine the aqueous solubili- 
ties of the three compounds. You can find all necessary data in Tables 4.3 and 5.5 
and in Appendix C. 

n-hexanol 
n, = 1.418 

di-n-proylether 
1.381 

n-hexane 
1.375 

P 5.4 Estimating Aqueous Solubilities Using Solubility Data of Structurally 

As will be discussed in Chapter 7, for estimating the aqueous saturation concentration 
of a given component of a complex mixture when this mixture is in equilibrium with 
water (e.g., after a gasoline spill), one needs to know the liquid aqueous solubility of 
the pure compound of interest. Shown below are the aqueous solubilities of some 
hydrocarbons present in gasoline that are all liquids at 25°C. Estimate the aqueous 
solubilities (in molar units) of the two gasoline compounds isooctane (2,2,4-trimethyl- 
pentane) and 1 -heptene using the experimental data reported below andor using one 
of the equations given in Table 5.4. Comment on the selection of the set of reference 
compounds that you use for your estimates. 

Related Compounds (adapted from Roberts, 1995). 

- 
isoctane 1 -heptene 
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M Tb CEt (25°C) 
Compound (g .moI-') ("C) (mg .L-') 

1 -pentene 
2-methyl- 1 -pentene 
1 -hexene 
4-methyl- 1 -pentene 
2,2-dimethylbutane 
2,2-dimethylpentane 
2,2,3-trimethylbutane 
3-methylhexane 
1 -octene 
2-meth ylheptane 
1 -nonene 
3-inethyloctane 
2,25trimethylhexane 

70.1 
84.2 
84.2 
84.2 
86.2 

100.2 
100.2 
100.2 
112.2 
114.2 
126.3 
128.3 
128.3 

30.0 
60.7 
63.4 
53.9 
49.7 
79.2 
80.9 
92.0 

121.3 
117.6 
146.9 
143.0 
1 24 .O 

148 
78 
50 
48 
12.8 
4.4 
4.4 
3.3 
2.7 
0.85 
1 .I2 
1.42 
1 .I5 

P 5.5 Evaluating the Effect of Temperature on the Aqueous Solubility and on 
the Aqueous Activity Coefficient of a Solid Compound 

Living in a cold area, you want to know the aqueous solubility and the aqueous 
activity coefficient of organic compounds at 1°C rather than at 25°C. 

(a) Estimate C::' (in molar units) and Yf;' of 1,2,3,7-tetrachlorodibenzo-p-dioxin 
at 1°C using aqueous solubilities of this compound determined at more elevated 
temperatures by Friesen and Webster (1 990): 

(b) Also calculate the average excess enthalpy (HiE,) of the compound in water for 
the temperature range considered (in kJ.mol-I). Why are you interested in this 
quantity? Comment on any assumption that you make. 

T / " C  7 .O 11.5 17.0 21 .o 26 .O 
C::' / mol .L-' 7.56 x lo-'' 8.12 x lo-'' 12.5 x lo-'' 14.9 x lo-'' 22.6 x lo-'' 

Hint: You can solve this problem without any lengthy calculations! 

CI 

1,2,3,7-tetrachloro-p-dibenzodioxin 

M, = 322.0 g- mop' 
T,, = 175 0 "C 
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P 5.6 Evaluating the Effect of Temperature on the Solubility and/or the Activity 
Coefficient of a Gaseous Compound (Freon 12) in Freshwater and in 
Seawater 

For an assessment of the global distribution of persistent volatile halogenated hydro- 
carbons, the solubility and activity coefficients of such compounds in natural waters 
need to be known. Warner and Weiss (1985) have determined the solubilities of 
dichlorodifluoromethane (Freon 12) at 1 bar partial pressure at various temperatures 
in freshwater and in seawater (35.8%0 salinity): 

Freshwater: 
T /  "C 0.9 9.6 19.9 29.9 40.7 
C,',"" / mol .L-' 9.0 x 5.6 x 3.5 x 2.5 x 1.8 x 

Seawater: 
T I  "C 4.8 9.2 20.4 29.6 39.9 
C,',"" / mol .L-' 4.9 x 4.0 x 2.4 x 1.7 x lo-' 1.3 x 

(a) Estimate the solubilities (in molar units) of Freon 12 in freshwater and in sea- 
water at l bar partial pressure at 5 and 25°C. 

(b) Calculate the activity coefficients of Freon 12 in freshwater and seawater at 
these temperatures by using the vapor pressure data given in Problem 4.2. 

(c) Derive the average excess enthalpy ( H E  in kJ.mol) of Freon 12 in freshwater 
and seawater for the ambient temperature range (i.e.7 0 - 40°C). 

(d) Comment on any differences found between freshwater and seawater. 

P 5.7 A Small Bet with an Oceanographer 

A colleague of yours who works in oceanography bets you that both the solubility as 
well as the activity coefficient of naphthalene are larger in seawater (35%0 salinity) 
at 25°C than in distilled water at 5°C. Is this not a contradiction? How much money 
do you bet? Estimate C;;l and yf;' for naphthalene in seawater at 25°C and in 
distilled water at 5°C. Discuss the result. Assume that the average enthalpy of solu- 
tion (AwsHi7 Fig. 5.1) of naphthalene is about 30 kJ-mol-' over the ambient tempera- 
ture range. All other data can be found in Tables 5.3 and 5.7 and in Appendix C. 

P 5.8 Evaluating the Effect of Different Cosolvents on the Retention Time of 
Organic Compounds in Reversed-Ph ase Liquid Chromatography 

The retention time of an organic compound in reversed-phase liquid chromatogra- 
phy is heavily influenced by the activity coefficient of the compound in the mobile 
phase, which commonly consists of a CMOWwater mixture. 

(a) Estimate by what factor the activity coefficients of naphthalene and anthracene 
change when switching the mobile phase from 30% methanol / 70% water ( v : v) 
to 30% acetonitrile / 70% water. 

(b) What is the effect on the absolute and relative retention times of the two com- 
pounds when leaving all other parameters invariant? 



180 Activity Coefficient and Solubility in Water 

In the literature (Pinal et al., 1991) you find data showing that the activity coefficient 
of anthracene is 400 times smaller in 40% acetonitrile / 60% water (v : v) as com- 
pared to pure water. All other necessary data can be found in Table 5.8, Illustrative 
Example 5.5, and Appendix C. 

naphthalene anthracene 
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Introduction 

The transfer of chemicals between air and aqueous phases is one of the key 
processes affecting the fates of many organic compounds in the environment. 
Examples include exchanges of volatile and semivolatile compounds between air 
and rain or fog droplets, between the atmosphere and rivers, lakes, or the oceans, and 
between residual soil water and soil gases below ground. Additionally, we are 
sometimes interested in the transfers of organic chemicals from other bulk liquids to 
neighboring gas phases. An example involves the evaporation of benzene from 
gasoline. In all of these instances, we need to know the equilibrium distribution 
constant or coefficient of the substance partitioning between the liquid and gas 
phases of interest. 

In light of our discussions of the molecular factors determining excess free energies 
of organic compounds in gas phases (Chapter 4) and in liquid phases (particularly in 
aqueous phases, Chapter 5),  we are now in a good position to understand equi- 
librium partitioning of organic compounds between air and bulk liquids. In this 
chapter, we will focus on air-water partitioning (Section 6.4). But before we do this, 
we will first examine the equilibrium partitioning of organic compounds between air 
and various organic liquids (Section 6.3). In addition to having instances where such 
partitioning is important, we can use these partitioning data to further illustrate 
how chemical structure controls chemical behavior. By comparing air / liquid 
partition constants of model compounds interacting with solvents ranging from 
apolar (e.g., hexane, hexadecane) to bipolar (e.g., methanol, ethylene glycol), we 
can deepen our understanding of the molecular factors that govern partitioning 
processes involving bulk liquid organic phases. This will be of importance later in 
OUT discussions of partitioning processes involving natural organic phases, including 
natural organic matter (Chapter 9) as well as organic phases present in living 
organisms (Chapter 10). 

At this point, we note that one particular organic solvent, n-octanol, is still widely 
used as a surrogate for many natural organic phases. The air-octanol partition 
constant (see below) and the octanol-water partition constant (Chapter 7) of a 
compound have been extremely popular parameters for relating partition 
coefficients involving natural organic phases by applying simple one-parameter 
LFERs (see examples given in Table 3.5). Hence, to put us in the position to 
critically analyze such LFERs, it is necessary that we learn more about the 
properties of this “famous” solvent. 

OH 
n-octanol 

We begin, however, our discussion of air / liquid phase partitioning by reiterating 
some general thermodynamic considerations that we will need throughout this 
chapter. 
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Thermodynamic Considerations 

Raoult’s Law 

Assuming ideal gas behavior, the equilibrium partial pressure, pi ,  of a compound 
above a liquid solution or liquid mixture is a direct measure of the fugacity, <! , of 
that compound in the liquid phase (see Fig. 3.9 and Eq. 3-33). 

Note that we make a distinction between a solution and a mixture. When we talk of 
a solution, we imply that the organic solute is not a major component of the bulk 
liquid. Therefore, that presence of a dissolved organic compound does not have a 
significant impact on the properties of the bulk liquid. In contrast, in a mixture we 
recognize that the major components contribute substantially to the overall nature of 
the medium. This is reflected in macroscopic properties like air-liquid surface 
tensions and in molecule-scale phenomena like solubilities of trace constitutents. 

In any case, we may write the equilibrium condition (Eq. 3-33): 

(6-1) ge = p i  = y .  .x. .pT l e  le I~ 

Let us now consider two special cases. In the first case, we assume that the 
compound of interest forms an ideal solution or mixture with the solvent or the 
liquid mixture, respectively. In assuming this, we are asserting that the chemical 
enjoys the same set of intermolecular interactions and freedoms that it has when it 
was “dissolved in a liquid of itself” (reference state). This means that yie is equal to 
1 , and, therefore, for any solution or mixture composition, the fugacity (or the partial 
pressure of the compound i above the liquid) is simply given by: 

f re = p . = x .  I re .pT rL (6-2) 

Eq. 6-2 is known as Raoult S Law. 

In some cases of organic mixtures, we can apply Eq. 6-2 without too much 
inaccuracy; however, assuming that yil  is equal to 1 can be quite inappropriate in 
many other cases (see Section 7.5). 

Henry’s Law and the Henry’s Law Constant 

In this chapter we will focus on another special case, that is, the case in which we 
assume that Yie is different from 1 but is constant over the concentration range 
considered. This situation is primarily met when we are dealing with dilute 
solutions. As we have seen for the solvent water (Table 5.2), for many organic 
compounds of interest to us, yiw does not vary much with concentration, even up to 
saturated solutions. Hence, for our treatment of air-water partitioning, as well as for 
our examples of aidorganic solvent partitioning at dilute conditions, we will assume 
that yU is constant. This allows us to modify Eq. 6-1 to a form known as Henry k 
Law: 

(6-3) ge = p i  = yie .p; ‘XiP = K,(C).x. I! 

KI = pi = yie  . p; = constant IH 
Xie 

(6-4) 
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where KIH (.!) is the Henvy 3 Law Constant of solute i for the solvent C. Note that we 
use the superscript prime to indicate that the equilibrium partition constant is 
expressed on a partial pressure and mole fraction basis, as was originally done by 
Henry (Atkins, 1998). Hence when we give a numerical value for KIH (C), we have to 
express it as fraction of the standard pressure (which is 1 bar). 

In the environmental chemistry literature, it is common to refer to “the” Henry’s 
Law constant of a given compound when the solvent in question is water. In the 
following, we will adopt this nomenclature and denote the air-water partition 
constant as defined by Eq. 6-4 simply as K& (i.e., we omit to indicate the solvent). 

Two other common ways of expressing air-liquid equilibrium partitioning are to use 
molar concentrations for i (i.e., mol.L-’), either only in the liquid or in both the 
liquid and the gas phase. In the first case, we simply have to convert mole fractions 
to molar concentrations (Eq. 3-43): 

where is the molar volume of the bulk liquid (e.g., in L.mol-’), and KIH(.!) (no 
prime superscript) now has units like (bar. L . mol-’) or (Pa. L . mol-I). Note again 
that when pure water is the solvent, we denote KiH(!) simply as KiH. Furthermore, 
we should point out that, particularly in the engineering literature but also in many 
handbooks, K,,values are often given in units of (Pa.m3molP1). In this case, the 
liquid phase concentration is in units of (mol.m-3). No matter in what units we 
express this parameter, it always reflects the same relative concentrations of the 
partitioning chemical in the gaseous and liquid phases. 

For practical applications, such as for assessing the equilibrium distribution of a 
given compound in a multiphase system, it is most convenient to use a “dimen- 
sionless” air-solvent partition constant. This form uses molar concentrations in 
both phases. In this case, we denote the air-liquid partition constant as Kiar. Since 
C,, = p I  IRT (Section 3.2), we then obtain: 

(6-6) 
C1n 

CLC 
KIar =-= K [ H ( ! ) /  R T = y , t . K . p ;  / RT 

If KIaY and p , ~  are known for a given compound, that chemical’s activity coefficient 
(and thus its excess free energy via Eq. 3-37) in the liquid phase can be calculated: 

Note that many of the activity coefficients of organic compounds in dilute aqueous 
solution, y P“, , that we used in Chapter 5 were derived from experimental air-water 
partition constants (Kjaw) using Eq. 6-7. Finally, we should point out that in the 
literature, similar to air-solid surface partitioning (Section 11. l), partition constants 
are quite often reported as the reciprocal quantity of the aiv-solvent partition 
constants as defined above, that is, as solvent-aiv partition constants. However, it 
does not really matter in what form such constants are given, as long as we pay 
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carehl attention to how they are defined, the temperature at which they are given 
and the units of concentration that are used. 

Effect of Temperature on Air-Liquid Partitioning 

Temperature influences air-bulk liquid partitioning of a compound i chiefly in two 
ways: (1) by its effect on the activity coefficient of the compound in the liquid phase 
and (2) by its effect on the compound’s liquid vapor pressure. In the cases where 
Henry’s law applies (Eq. 6-4), for a narrow temperature range, we may write the 
familiar relationship (Section 3.4): 

AaeHi 1 
lnKiH(l) = --.-+constant 

R T  

where AaCHi is the standard enthalpy of transfer of i from the liquid to the gas phase. 
This enthalpy change is given by the difference between the excess enthalpy of the 
compound in the gas phase ( H g  AvapHi) and in the liquid phase ( H z ) :  

Aae Hi = Avap Hi - HZ (6-9) 

Hence, if no experimental value for AaeHi is available (i.e., from measurements of 
&(l) at different temperatures), it can be obtained from experimental (or 
estimated) AyapHi and HZ values. Finally, we should note that Eq. 6-8 applies in a 
strict sense only if we express the amount of the compound in the gas and liquid 
phase as partial pressure and mole fraction, respectively. However, if we assume that 
the molar volume of the liquid, vt, is not significantly affected by temperature 
changes, we may also apply Eq. 6-8 to describe the temperature dependence of KIH (C) 
(Eq. 6-5) with a constant term that is given by “constant + In VC .’, Furthermore, if 
we express the amount of the compound in the gas phase in molar concentrations 
(Eq. 6-6)’ then we have to add the term RTav to AaeHi where T,, (in K) is the average 
temperature of the temperature range considered (see Section 3.4): 

AajHi+RT,v 1 
R T 

In Kiae = - . - + constant (6-10) 

Air-Organic Solvent Partitioning 

Air-Organic Solvent and Other Partition Constants 

Now we turn our attention to the equilibrium constants, Kiae, that quantify the 
partitioning of organic compounds between air and various liquids of very diverse 
solvent characteristics. As discussed in Chapter 3, the air-liquid partitioning beha- 
viors of organic compounds differ greatly when comparing an apolar organic solvent 
like n-hexadecane with the polar solvent water (Fig. 3.6). This stems from the 
differences in so1ute:solvent and so1vent:solvent molecular interactions, and we 
have introduced a mathematical model to sum the effects of these interaction 
energies (Eqs. 4-26 and 5-21). 

Since thermodynamic properties are independent of the reaction pathway and only 
depend on the starting and ending conditions, we know that the partitioning of 
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Figure 6.1 Partitioning processes 
for a chemical, i, considered in 
Chapters 3 to 7. a = air (gas phase), 
1 = water-immiscible organic sol- 
vent, L = pure liquid organic com- 
pound, and w = aqueous phase. 

organic chemicals between air and liquids can be related to other equilibrium 
processes (Fig. 6.1). For example, there is a direct relationship between a chemical’s 
air-organic solvent partition constant ( Kiae), its partitioning between air and water 
(K,,,), and its organic solvent-water partition constant ( KIrw) ,  provided that we 
consider only the water-saturated (i.e. “wet”) organic phase: 

(6-11) 

This brings up an important question. To what extent is the Kj ,  value that has been 
determined experimentally using the “dry” organic solvents different from the va- 
lue calculated from the air-water and organic solvent-water partition constants 
(Eq. 6-1 l)? Several methods yield such equilibrium constants, including use of head 
space analysis (Park et al., 1987), chromatographic techniques (Gruber et al., 1997), 
generator columns (Harner and Mackay, 1995; Harner and Bidleman, 1998a), or a 
fugacity meter (Komp and McLachlan, 1997a). In order to answer this question, we 
have to evaluate how the cross   contamination^'^ of the organic solvent with water 
and of the water with organic solvent affect the activity coefficients of the compound 
of interest in both the organic and aqueous phases. Also, these solvent modifications 
may affect the molar volumes of the liquids. For pure nonpolar organic solvents that 
are only sparingly soluble in water and contain only very little water at saturation 
(e.g., xL > 0.99, Table 5.1), we may justifiably neglect such molar volume effects. 
However, for more polar solvents the situation is not so clear. For example, if we use 
n-octanol as the organic solvent, there will be roughly one water molecule for every 
four octanol molecules in the organic phase at equilibrium with water (xL Z 0.8, 
Table 5.1). This means that the molar volume of “dry” octanol ( ‘lit = 0.16 L . mol-’) 
is about 20% larger than that of “wet” octanol ( ‘l ie Z 0.13L.rnol-’). In contrast, 
there will be only about one octanol molecule for every 10,000 water molecules in 
octanol-saturated water. This has no significant impact on the molar volume of the 
aqueous phase. 

Furthermore, for most compounds of interest to us, the octanol molecules present as 
cosolutes in the aqueous phase will have only a minor effect on the other organic 
compounds’ activity coefficients. Also, the activity coefficients of a series of apolar, 
monopolar, and bipolar compounds in wet versus dry octanol shows that, in most 
cases, Y j e  values changes by less than a factor of 2 to 3 when water is present in wet 
octanol (Dallas and Carr, 1992; Sherman et al., 1996; Komp and McLachlan, 
1997a). Hence, as a first approximation, for nonpolar solvents, for n-octanol, and 
possibly for other solvents exhibiting polar groups, we may use Eq. 6-11 as a first 
approximation to estimate air-“dry” organic solvent partition constants for organic 
compounds as illustrated in Fig. 6.2. Conversely, experimental Kiar data may be 
used to estimate Kia, or Kit, , if one or the other of these two constants is known. 

Comparison of Different Organic Solvents 

Let us now evaluate how the Kist values of different compounds are affected by the 
chemical nature of the organic solvent. To this end, we consider a set of five model 
compounds (Fig. 6.3) exhibiting very different structures that enable them to 
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Figure 6.2 Experimentally deter- 
mined air-“dry octanol” partition 
constants versus calculated (Eq. 
6-1 1) air-“wet octanol” partition 
constants. Data from Harner and 
Mackay (1995), Gruber et al. (1997), 
Hamer and Bidleman (1998a,b), 
Abraham et al. (2001). 
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participate to varying degrees in dispersive, dipole:dipole, dipo1e:induced dipole, 
H-donor, and H-acceptor interactions (Tables 4.3 and 5.4). For these compounds, the 
KIae values have been determined for six organic solvents that differ quite 
substantially in “polarity” (Table 6.1; Park et al., 1987). Note that the parameters ni, 
a,, and pi used to characterize solutes cannot be directly used to describe solvent 
properties. Nevertheless, they provide a qualitative measure of the interactions that 
molecules of a given organic solvent may undergo. Thus, the solvent hexadecane 
and toluene can be classified as apolar and weakly monopolar, respectively. 
Dichloromethane represents a solvent with some H-donor character, in addition to 
participating in dispersive and polar /polarizable interactions. And n-octanol, 
methanol, and ethylene glycol are H-donor as well as H-acceptor solvents of 
increasing polarity. Also note that these solvents exhibit quite different molar 
volumes (e.g.,Vhexadecane = 0.293 L.mol-’, Vmethanol = 0.040 Lemol-’). This has a 
significant influence on the absolute values of the corresponding Klac ’s of a given 
compound in the various solvents (Eq. 6-6). Nevertheless, for visualizing the effects 
of solvation of the compounds in the various solvents, we can use these air-solvent 
partition constants instead of the corresponding K;H(~)  values (Eq. 6-4), which 
would be directly related to the AaeGi values. 

In the air-organic solvent combinations considered in Table 6.1, all of these 
compounds partition favorably into the organic phase (i.e., Kiae << 1). This is even 

Figure 6.3 Structures of the model 
compounds used €or evaluating par- true for the partitioning of the bipolar chemical, ethanol, into the apolar solvent, 
titioning in various air-solvent sys- hexadecane. Even more importantly, it is true for the apolar solute, n-octane, 
tems. dissolving into the highly bipolar solvent, ethylene glycol. Note that this glycol 

derivative represents one of the most “water-like’’ organic solvents (Table 5.8). The 
latter finding illustrates again the unique properties of the solvent water, since in 
water, the activity coefficient of n-octane is about lo7 (Chapter 5 )  as compared to 
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only 1800 in ethylene glycol. In general, with few exceptions (e.g., ethanol), we may 
assume that the activity coefficient of most organic compounds in an organic solvent 
will be much smaller than their ‘/iw values. In many cases, yir is less than 100 or even 
less than 10. Consequently, compounds with very small liquid-vapor pressures will 
also exhibit very small Kiae values. This is, of course, not a surprising result because 
p;cL is itself an air-organic solvent partition constant. Hence, like vapor pressure, the 
air-organic solvent partition constants may vary by many orders of magnitude 
within a compound class. This contrasts the air-water partition constants for the 
same sets of compounds. Such chemically related groups of compounds commonly 
have Kiaw values that span a much more narrow range (Section 6.4). Finally, we 
should note that these findings also indicate that, in the environment, we may 
anticipate that most of the chemicals of interest to us will partition favorably from 
the air into condensed natural organic phases (see Chapters 10 and 11). 

LFERs Relating Partition Constants in Different Air-Solvent Systems 

Another important lesson that we can learn from the data presented in Table 6.1 is 
that the activity coefficient of an organic compound in an organic solvent depends 
strongly on the prospective involvements of both the partitioning compound and the 
solvent for dispersive, dipolar, H-donor, and H-acceptor intermolecular interactions. 
This implies that we may need to represent the properties of both the solute and the 
solvent when we seek to correlate air-liquid partition constants of structurally 
diverse substances. Thus, if the types of intermolecular interactions of a variety of 
solutes interacting with two chemically distinct solvents 1 and 2 are very different, a 
one-parameter LFER for all compounds, i, of the form: 

log Kjal = a .  log Kia2 + b (6-12) 

is inadequate to correlate partition constants (Fig. 6.4). For example, hexadecane 
interacts only via vdW forces with all partitioning substances. Thus, solute 
interactions with this hydrocarbon and the corresponding Kjae values will reflect 
only these energies. Another solvent like octanol may, however, participate in 
various combinations of dispersive, polar, H-acceptor, and H-donor interactions 
with solutes of diverse structures. Thus the K,, values for octanol may involve a sum 
of effects. These sums of intermolecular attractions may not correlate with the vdW- 
alone interactions that hexadecane can offer. 

Recalling our earlier discussions of one-parameter LFERs (Section 5.3), we should 
be able to predict when we can anticipate that Eq. 6-12 is applicable to a given set of 
compounds and solvents. Obviously, if we consider two apolar solvents (e.g., 
cyclohexane and hexadecane) where chiefly dispersive interactions predominate 
between these solvents and all solute molecules, then we can expect to find an LFER 
encompassing apolar, monopolar, and bipolar compounds (e.g., Fig. 6.5). Further- 
more, we can also anticipate success developing an LFER when combining different 
types of compounds partitioning into two closely related polar solvents (e.g., 
methanol and ethanol). In this case, we can assume that the contributions to the 
excess free energies of solution in both solvents are due to very similar polar 
interactions in the two solvents (e.g., Fig. 6.6). Finally, if two solvents are con- 
sidered that exhibit rather different abilities to interact through polar mechanisms, 
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we can expect LFERs to hold only for strictly apolar compounds or for closely relat- 
ed sets ofpolar compounds. Let us, for example, consider air-olive oil partitioning 
versus air-octanol partitioning of a range of compounds. The polar groups in olive 
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Figure 6.6 Plots of the decadic 
logarithms of the air-methanol 
versus the air-ethanol partition 
constants of a series of apolar, mo- 
nopolar, and bipolar corn-pounds. 
Data from Tiegs et al. (1986) and 
Abraham et al. (1998 and 1999). 

Figure 6.7 Plot of the decadic 
logarithms of the air-olive oil par- 
tition coefficients versus the air- 
octanol partition constants for va- 
rious sets of structurally related 
apolar, monopolar, and bipolar 
compounds. Note that olive oil is a 
mixture of compounds that may 
vary in composition. Therefore, we 
refer to K,  oliveoil as the air-olive oil 
partition coefficient (and not con- 
stant, see Box 3.2). Adapted from 
Goss and Schwarzenbach (2001). 
The a and b values for the LFERs 
(Eq. 6-12) are: alkanes (a = 1.15, 
b = 0.16), alkyl aromatic com- 
pounds (a = 1.08, b = 0.22), ethers 
(a = 0.97, b = O.Ol), esters (a =0.88, 
b=-0.14), ketones (a = 1.21, b= 
1.06), alcohols (a = 0.98, b = 1.07). 
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oil are monopolar caboxylic acid esters (see margin), while 
CH,-0-COR, n-octanol is a bipolar solvent. As demonstrated in Fig. 6.7, good LFERs are found 

for sets of compounds involving homologues (i.e., compounds differing only by the I 
CH2-O- COR, 

number of -CH,- units) or families of compounds for which the polar properties I 
CH, - 0- COR, 

change proportionally with size (e.g., PAHs; see also Section 5.3). Of course, we 
structure Of Olive Oil, R ~ ,  may be able to combine various sets of compounds that are not too different in 

R2, R, = C,,, C,,, CI8 saturated or 
unsaturated (for details see Hui, polarity into one LFER (e.g., the ethers and esters in Fig. 6.7) with only limited loss 
1996). in precision. 
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Model for Description of Air-Solvent Partitioning 

We previously used our insights regarding the so1ute:water and water:water intermo- 
lecular interactions to assemble a mathematical model for estimating a compound’s 
aqueous activity coefficient (Section 5.3, Eqs. 5-19 to 5-22). Now we can easily 
modify this model for the prediction of air-organic solvent partitioning. First, since 
Kj ,  is proportional to the product, Yie * p k  (Eq. 6-6), we can remove the -In p j  term 
in Eq. 5-21 (which reflects the free energy of transfer from the pure liquid to the gas 
phase). Next, we do not need to include a specific volume term. This was previously 
included to account for the large entropy costs associated with inserting an organic 
solute into bulk water (i.e., forming the solute cavity). In organic solvents the free 
energy costs for creating a cavity are much smaller than in water, and they are not a 
dominating contribution to the overall AdG, . Furthermore, the cavity term is pro- 
portional to the size of the molecule and, therefore, correlates with the dispersive 
energy term. Hence, for organic solvents, by analogy to Eq. 5-21, we may express 
log Kid as: 

Note that yix is in cm3 mol-’. 

As is illustrated in Fig. 6.8 for the air-olive oil system, this multiparameter LFER 
Eq. 6-13 is able to fit the experimental Kid data quite satisfactorily. 

The set of coefficients (s, p ,  a, b, constant) obtained from fitting experimental Kid 
values for olive oil, as well as for some other organic solvents, are summarized in 
Table 6.2. These constants clearly quantify the importance of the individual inter- 
molecular interactions for each solvent. For example, n-hexadecane has nonzero s 
and p coefficients, representing this solvent’s ability to interact via dispersive and 
polarizability mechanisms. But the a and b coefficients are zero, consistent with our 
expectation from hexadecane’s structure that hydrogen bonding is impossible for 
this hydrocarbon. At the other extreme in “polarity,” methanol has nonzero coeffi- 
cients for all of the terms, demonstrating this solvent’s capability to interact via all 
mechanisms. 

Indeed, we can use the coefficient values to directly see how chemical structures 
enable specific kinds of intermolecular interactions. For example, focusing on the 
a values in Table 6.2, we can contrast the relative importance of H-bonding accep- 
ting for these different liquids. We are probably not surprised to see that the two 
alcohols, octanol and methanol, are the most effective (as indicated by a values 
between -8 an -9) at donating their oxygen atom’s nonbonded electrons to an 
H-donor partner. We may also expect that olive oil (contains -C(=O)O- as part of 
structure) and acetonitrile (CH3CN) may be able to donate nonbonded electrons 
from their oxygen and nitrogen atoms, respectively, to hydrogen-bonding partners. 
Hence, we anticipate these liquids will have nonzero a coefficients, and the “best- 
fit” values show this is true but that they hydrogen-bond less effectively than the two 
alcohols. Note that benzene and trichloromethane have nonzero a coefficients. 
Although the a values are small compared to those of the alcohols, their significant 
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-1 , 

Figure 6.8 Fitted (Eq. 6-13) versus 
experimental air-olive oil partition 
coefficients for a series of com- 
pounds including those in Fig. 6.7. 
Note that some of the relatively 
large scatter in the data may be due 
to the fact that olive oils from 
different origins may differ in 
composition. 

o apolar compounds 
monopolar compounds 

A bipolar compounds 

-6 -5 -4 -3 -2 -1 

experimental log K, 

difference from zero in the fitting of Kid values means that the z-electrons of the 
benzene ring can be donated somewhat to a hydrogen donor compound (or other 
electron-deficient positions of substances). Likewise, the nonbonded electrons of 
trichloromethane’s chlorine atoms must be somewhat available to share with 
electron-deficient moieties, although, when inspecting the b coefficient, this com- 
pound is a much stronger electron acceptor (H-donor). Similar “structure-activity” 
interpretations can be made for all the other LFER parameters in Table 6.2. 

In summary, multiparameter LFERs such as the ones given for some organic sol- 
vents in Table 6.2 are very useful in many respects. First, they allow one to get an 
estimate of the Kid value of a given compound for a given solvent, provided that the 
compound’s ni, cl;, and pi values are known. Second, such LFERs characterize a 
given solvent with respect to its ability to host different apolar, monopolar, and/or 
bipolar solutes (see above). This may help us anticipate where organic chemicals 
will accumulate. Next, we can use such multiparameter LFER information to 
rationalize when a simple one-parameter LFER (Eq. 6-12) should be appropriate. 
For example, we can see now that an LFER between air-olive oil partition 
coefficients and air-n-octanol partition constants can be expected to hold only for 
confined sets of compounds, and not for the universe of chemicals (Fig. 6.7). 
Another result that we could have anticipated from such data sets is the existence of 
single LFERs for the solvent system methanoVethano1 (Fig. 6.6). Finally, compari- 
son of the a and b values permits us to attach quantitative reasoning to our 
(sometimes incorrect) intuitive reasoning regarding the interactions of chemicals 
with one another. For example, by comparing the relevant a and b coefficients of the 
alcohols and water, we now know that water is a much stronger H-acceptor, but that 
all these solvents are similar in their ability to act as H-donors toward organic 
solutes. 
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Temperature Dependence of Air-Organic Solvent Partition Constants 

As indicated by Eqs. 6-8 to 6-10, the temperature dependence of Klar is determined 
by the corresponding A,t H, . This enthalpy is given by the difference between the 
enthalpy of vaporization (Ava#,) and the excess enthalpy of the compound in the 
organic phase ( H:). For most organic solvents and compounds, we may assume that 
H z  is much smaller than A,,#,. For example, H: is less than a tenth of Ava,,Hl in 
the case of hexadecane (Abraham et al., 1990) and n-octanol as solvents (Harner 
and Mackay, 1995; Harner and Bidleman, 1996; Gruber et al., 1997). Hence, as a 
first approximation, we may use AvapH, to assess the effect of temperature on KLal 
(i.e., AafHl  AvapHL). This means that, like vapor pressure (Chapter 4), KldC values 
are strongly temperature dependent. Finally, we should recall from Section 4.4 
(Eq. 4-29) that we may estimate AvapH, from the liquid-vapor pressure of the 
compound. 

Applications 

We conclude this section with a few comments on the practical importance of 
considering air (or gas)-organic solvent partitioning. First, knowledge of the 
respective Kist value(s) is, of course, required to assess how much a given organic 
liquid (e.g., olive oil) will tend to become “contaminated” by organic chemicals 
present in the air around it. This problem might be of interest in our private andor 
professional lives (see Illustrative Example 6.1). Second, when analyzing organic 
compounds by gas chromatography, it is of great importance to know how specific 
compounds partition between the gaseous mobile phase (i.e., H,, He, N,) and the 
stationary phase. This latter phase is commonly a liquid organic coating at the inner 
surface of a glass or silica capillary column. In fact, for choosing the appropriate 
stationary phase (e.g., polar versus nonpolar) for the separation of a given group of 
compounds, it is necessary to understand the molecular factors that determine the 
activity coefficients of the compounds in various stationary phases. This infor- 
mation can be gained from analyzing K,,! values of the compounds for different 
solvents. 

Furthermore, air-organic solvent partition constants, in particular the air-octanol 
partition constant, are widely used to evaluate and/or predict the partitioning of 
organic compounds between air and natural organic phases. Such organic phases are 
present, for example, in aerosols or soils (Chapters 9 and 11) or as part of biological 
systems (Chapter 10). 

Finally, the relationships between the air-organic solvent, the air-water, and the 
organic solvent-water partition constants of a given compound (Eq. 6-1 1) will make 
it very easy to understand organic solvent-water partitioning, which we will treat in 
Chapter 7. 
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Illustrative Example 6.1 Assessing the Contamination of Organic Liquids by Air Pollutants 

Problem 
You live in a town where air pollution caused primarily by traffic is quite 
substantial. From a recent article in the local newspaper you have learned that the 
benzene concentration in the air in your area may reach up to 10 parts per billion 
on a volume base (i.e., 10 ppbv). You wonder to what extent the olive oil that you 
use for your salad, and that you have left in an open bottle on the table on your 
balcony, is contaminated with this rather toxic compound. Calculate the 
maximum concentration of benzene in the olive oil assuming an average 
temperature of 25°C and a total pressure of 1 bar. Use the ideal gas law to convert 
ppbv to molar concentrations. 

i = benzene 

Answer 

With 10 ppbv the partial pressure of benzene in the air is pi = 10 x 
which corresponds to a concentration of: 

bar = bar, 

=4.0x10-'0mol~L-' =0.03pg.L-' 
Pi - lo-* c. =-- 

la RT (0.0831)(298) 

For estimating the air-olive oil partition coefficient, calculate first the air-octanol 
partition constant from the air-water (Kia,,,) and octanol-water (Kiow) partition 
constants given in Appendix C (Eq. 6-1 1): 

Use the LFER shown in Fig. 6-7 for alkyl aromatic compounds 
(log Kjaoiiveoil = 1.08 log Kj,, + 0.22) to estimate the air-olive oil partition coefficient: 

log Ki, olive = (1.08) (-2.82) + 0.22 = -2.83 

An alternative way of estimating the air-olive oil partition coefficient is to apply the 
LFER Eq. 6-13 using the constants given in Table 6.2 for the air-olive oil system: 

The corresponding parameters for benzene are: yix = 71.6 cm3 mol-' (Box 5.2), 
nDi = 1.50 (Table 3.1), nj = 0.52 (Table 5.4), a, = 0 (Table 4.3). Insertion of these va- 
lues in the above equation yields: 

In Kjaoltveoil = (-1.74) (5.07) - (2.83) (0.52) - (4.47) (0) + 2.86 = -7.44 

or: 
log Kia olive = -3.23 

Hence, both estimates yield a Kia olive oil value for benzene of about 1 O-?, and thus a 
maximum benzene concentration in the olive oil of lo3 Cia = 30 pg ~ L-'. Considering 
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that the drinking water standard for benzene is 5 pg . L-’ this concentration should, 
therefore, not create a serious problem for your health assuming that you do not 
consume tremendous amounts of olive oil each day. 

Problem 
In your laboratory refrigerator (5°C) you store pure cyclohexane that you use for 
extracting organic trace contaminants from water samples for subsequent analysis 
by gas chromatography. Among the compounds of interest is tetrachloroethene 
(also called perchloroethene or PCE). One day you realize that somebody is using 
tetrachloroethene in the laboratory. In fact, you can even smell the compound in 
the air (odor threshold values: 0.03 - 0.1 mg.L-’). You are worried that your 
cyclohexane is “contaminated,” particularly, because you have realized that the 
bottle was not well sealed in the refrigerator. Calculate the concentration of PCE 
in the air that, at 5”C, would be sufficient to “produce” an equilibrium PCE 
concentration in the cyclohexane of 1 pg . ,uL-’, which you would consider to be a 
problem for your analysis. 

Answer 

Use the air-n-hexadecane partition constant of PCE (&,hexadecane = 2.5 x lo4 at 25OC; 
Abraham et al., 1994a) as surrogate for the air-cyclohexane partition constant 
of PCE (Fig. 6.5). Furthermore, for determining the temperature dependence of 
Ki, hexadecane assume that Aahexadecane H +  RT,, Z A”.,, Hi + RT,, (Section 3.4). For PCE, 
this value is about 40 kJ . mol-’ (Lide, 1995). Hence, at 5”C, the &hexadecane value is 
about 0.3 times the value at 25°C (Table 3.5); that is, Kiahexadecane 7.5 x lo? This 
means that the PCE concentration in the air required to produce a concentration in 
the cyclohexane of 1 pg . mL“ or 1 mg . L-’ is: 

c( F‘ 
?= 

CI CI 

i = tetrachloroethene 
W E )  

which is about 400 times lower than the odor threshold. Thus, your cyclohexane is in 
great danger of getting contaminated by the PCE in the air. 

Air-Water Partitioning 

“The” Henry’s Law Constant 

For our discussion of air-water partitioning, we start by rewriting Eq. 6-5 for water 
as the solvent (Eq. 6-6): 

(6-14) 

Recall that KiH is commonly referred to in environmental literature as “the” Henry’s 
law constant. The “dirnensi~nless’~ Henry constant is denoted Ki,, and is related to 
K L H  by (Eq. 6-6): 
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Ktn 
RT 

Ki,  = - (6- 15) 

Inspection of Eq. 6-14 reveals that we do not need to learn anything new to under- 
stand air-water equilibrium partitioning of neutral organic compounds. All we have to 
do is to recall how chemical structures (controlling intermolecular interactions) and 
environmental factors (e.g., temperature, presence of salts or organic cosolvents in 
the aqueous phase) affect the vapor pressure and the aqueous activity coefficient of a 
given compound. Hence, our discussion of air-water partitioning can be quite brief. 

First, consider how structural moieties affect the Henry's Law constant. We can see 
that within a class of apolar or weakly polar compounds (e.g., n-alkanes, chlorinated 
benzenes, alkylbenzenes, PCBs, PAHs), the Kiaw values vary by less than one order 
of magnitude (see data in Appendix C.) This is also true for sets of compounds that 
differ only by apolar moieties (e.g., polyalkyl- or polychlorophenols). This is in con- 
trast to vapor pressure and aqueous solubility data for the same families of com- 
pounds. These latter properties vary by five or more orders of magnitude within any 
one group of those compounds. We can rationalize these findings by recalling that an 
increase in size of the compound leads to an increase in xw (or a decrease in water 
solubility), as well as to a decrease in p ; .  Hence, the effect of molecular size is 
canceled out to a large degree when multiplying xW with p;  (Eq. 6-14). 

However, as is illustrated by the two substituted benzenes, toluene and phenol (see 
margin), the presence of a polar group has a tremendous effect on Ki,. Replacing an 
apolar moiety with a bipolar hydrogen-bonding one leads to a decrease in both yh (it 
increases Cg ) and p; .  Thus, Kiaw values differ widely between apolar and bipolar 

toluene derivatives. 

Ki, (25OC) = 2.5 x 1 0 '  
We may also recall that for most compounds of interest, we can assume that xw is 
more or less independent of concentration (Section 5.2). Hence, in Eq. 6-14, we may 
substitute xw by 7:. This activity coefficient, in turn, can be expressed by the liquid 
aqueous solubility of the compound (Lee, 7: = 1/( CIy (L). v,); Eq. 5-12). Using 
this relation, we then obtain: 

6 
phenol * 

KiaW(25OC) = 2.5 x lo-' 

For solid compounds we may also write: 

(6- 16) 

(6- 17) 

because the free energy term relating the liquid and solid vapor pressure and the 
liquid and solid aqueous solubility, respectively (Eqs. 4-15 and 5-13), cancels when 
dividing the two entities. From a practical point of view, Eqs. 6-1 6 and 6-1 7 are very 
interesting, because they tell us that we may estimate the Henry's law constant of a 
compound directly from its vapor pressure and its aqueous solubility. In fact, many 
of the KiH or Kiaw values listed in data compilations (including the data given in 
Appendix C) have been derived in this way. Comparison of calculated with 
experimental Kiaw values (compare values given in parentheses in Appendix C, or 
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see article by Brennan et al., 1998) shows that, in most cases, Eqs. 6-16 and 6-17 
yield very satisfactory estimates (less than a factor of 2 deviation). 

Effect of Temperature on Air-Water Partitioning 

As indicated by Eq. 6-9, the standard enthalpy of transfer of a compound i from 
water to air is given by: 

A a w  Hi = AvapHi - Hi", (6- 18) 

Typically, for many smaller organic molecules, Hg is rather small (i.e., I Hi", I < 
10 kJ .mol-'; Table 5.3). As a result, for such small compounds, similar to the situa- 
tion encountered in air-organic solvent partitioning, AawHi will not be very differ- 
ent from the enthalpy of vaporization of the compound (Table 6.3), and therefore, 
the effect of temperature on air-water partitioning, will, in general, be significant 
(see Illustrative Example 6.2). 

There are, however, also many cases in which AawHi differs quite substantially from 
Avap Hi. Due to their relatively high positive Hgvalues (see Table 5.3), large, apolar 
compounds exhibit a significantly smaller AawHi as compared to Ava&Yi (see 
examples given in Table 6.3). Nevertheless, even in these cases, A a w  Hi is still quite 
large, so that the effect of temperature on Kiaw cannot be neglected. 

For monopolar compounds (e.g., ethers, ketones, aldehydes), AawHi may even be 
larger than AvapHi . This happens because of the additional polar interactions in the 
aqueous phase, leading to negative Hi", values (Table 5.3). 

At this point we should note that it is not a trivial task to measure accurately A a w  Hi 
values. This is particularly true for very hydrophobic compounds. Therefore, it is 
also not too surprising that experimentally determined AawHi values reported by 
different authors may differ substantially (see examples given in Table 6.3). 
Furthermore, particularly for many very hydrophobic compounds, there seems to be 
a discrepancy between A a w  Hi values derived from measurements of Kiaw at different 
temperatures (Eq. 6-10) under dilute conditions, and A a w  Hi values calculated from 
the enthalpy of vaporization and the enthalpy of solution (AWLHi = Hi",; see Fig. 5.1; 
note that AwaHi = -Aaw&). Note that this latter approach reflects saturated 
conditions. Nevertheless, before using an experimentally determined A a w  Hi value, 
it is advisable to check this value' for consistency with that calculated from A a w  Hi 
and HE. 

Effect of Solution Composition on Air-Water Partitioning 

To evaluate the effects of salts or organic cosolvents on air-water (or more 
correctly, air-aqueous phase or air-organic solvent /water mixture) partitioning, we 
may simply apply the approaches discussed in Section 5.4 (Eqs. 5-27 and 5-29). 
Thus, knowing how salt affects a compound's aqueous solubility, while having no 
effect on its saturation vapor pressure, we deduce that the impact of salt on KiaW may 
be expressed by: 

(6-19) 
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Illustrative Example 6.2 Evaluating the Direction of Air-Water Gas Exchange at Different 
Temperatures 

Problem 
What is the direction (into water? or out of water?) of the air-water exchange of 
benzene for a well-mixed shallow pond located in the center of a big city in each 
of the following seasons: (a) a typical summer situation (2' = 25"C), and (b) a 
typical winter situation (T= 5"C)? In both cases, the concentrations detected in air 
and water are Cia = 0.05 mg.m-3 and C,, = 0.4 mg.m-3. Assume that the 
temperature of the water and of the air is the same. 

i = benzene 

Answer (a) 

The air-water partition constant, Kiaw, of benzene is 0.22 at 25°C (Appendix C), The 
quotient of the concentrations of benzene in the air and in water is: 

- 0.125 
0.05 

Ciw 0.4 
Cia - - - -- 

Hence, at 25"C, Cia /Ci, < K,,, and therefore, there is a net flux from the water to the 
air (the system wants to move toward equilibrium). 

Answer (b) 

The AawHi the value of benzene is 30 kJ.mol (Table 6.3). With AaWHi + R E ,  
(T, = 288 K) = 30 + 2.4 = 32.4 kJ.mol-', you get a Kiaw value at 5°C of (Table 3.5): 

Kiaw (5°C) = 0.4 Ki, (25°C) = 0.05 

Thus, at 5°C the ratio Cia /Ciw > Kiaw; therefore, this time there is a net flux from the 
air to the water. 

This example shows that the direction of gas exchange may be strongly influenced 
by temperature. 

Note that in Eq. 6-1 9 we neglect the effect of the dissolved salt on the molar volume 
of the aqueous phase. This is a reasonable first approximation if we deal with salt 
solutions that are not too concentrated (e.g., seawater; see Illustrative Example 6.3). 

For assessing Kiae values for organic solvendwater mixtures, we can estimate the 
activity coefficient of the compound of interest in the liquid phase using Eq. 5-30. 
Inserting this value, together with p:L, and the appropriate molar volume of the 
solvent mixture into Eq. 6-6 (see Illustrative Example 6.3), then yields the 
corresponding Kiac. 
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Illustrative Example 6.3 

6 
i = chlorobenzene 

pk(25'C) = 0.016 bar 

ygl = 14000 (Table 5.2) 

KiW(25'C) =0.16 

Ki' = 0.23 M-' (Table 5.7) 

Assessing the Effect of Solution Composition on 
Air-Aqueous /Phase Partitioning 

Problem 
Recall Problem 3.1. You are the boss of an analytical laboratory and, this time, 
you check the numbers from the analysis of chlorobenzene in water samples of 
very different origins, namely (a) moderately contaminated groundwater, 
(b) seawater ([~alt],~, = 0.5 M), (c) water from a brine ([salt],,, = 5.0 M), and 
(d) leachate of a hazardous-waste site containing 40% (v : v) methanol. For 
all samples, your laboratory reports the same chlorobenzene concentration of 
1 0 pg . L-'. Again the sample flasks were unfortunately not completely filled. This 
time, the 1 L flasks were filled with 400 mL liquid, and stored at 25°C before 
analysis. What were the original concentrations (in yg.L-') of chlorobenzene in 
the four samples? 

Answer 

For calculating the original concentration of a compound i in a two-phase system 
that contains an air volume Va and a liquid volume V,, divide the total mass of i 
present by the volume of the liquid phase: 

Substitute Cia by Kid . Ci into Eq. (1) and rearrange the equation to get 

Case (a) (t = water) 

Insert C, = 10 mg . L-', Kj ,  = 0.16, and Va / V, = 1.5 into Eq. (2) to get an original 
concentration of 12.4 mg .L-'. 

Case (b) (a = seawater) and (c) (! = brine) 

In this case use Eq. 6-19 to calculate Kid: 

Insertion of K,,, Kf and [salt],, into Eq. 6-19 yields for case (b): 

Kid = (0.16) (1.30) = 0.21 and, therefore, C,pe'ig = 13.2 mg.L-' 

for case (c): 

Kid = (0.16) (14.1) = 2.26 and, therefore, CTg = 43.9 mg.L-' 

(6-19) 

Case (d) (t = 40% methanol f 60% water) 

Use the linear relationship between log (edf y;?) and the molar volume, yix (in 
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cm3 mol-I) shown in Fig. 5.8 for PCBs andh,,,,, = 0.4 to estimate y:!' for chloro- 
benzene: 

log ( ylEt/y;j't) = (0.0180) V,, - 0.850 

Insertion of y::t and Vi, (83.8 cm3 mol-I) of chlorobenzene yields a yfSpa' value of 
3070. The molar volume of methanol is 40 cm3 mol-I. Hence, when assuming that, 
as a first approximation, Amagat's law (Eq. 3-44) is valid (which is not exactly true 
in this case), the molar volume of the 40% methanol / 60% water mixture is (Eq. 
5-34): G (0.23) (40) + (0.77) (18) = 23.3 cm3 mol-' = 0.023 1 L.mol-I. Inserting this 
value together with yf:' and p;  into Eq. 6-6 yields: 

Kiae = (3070) (0.0231) (0.016) / (0.0831) (298) = 0.046 

and therefore CFig = 10.0 7 mg . L-' . 

Availability of Experimental Data 

The experimental determination of air-water partition constants is not an easy task 
to perform, particularly when dealing with compounds exhibiting very small K,, 
values. Although the available values of experimental Ki, are steadily growing in 
number, compared to vapor pressures, aqueous solubilities, or n-octanol-water 
partition constants, the data are still quite limited. Compilations of experimental air- 
water partition constants can be found in handbooks such as the one published 
by Mackay et al. (1992-1997), or in review articles including those by Staudinger 
and Roberts (1996), or Brennan et al. (1998). Note that in some cases, considerable 
differences (i.e., up to an order of magnitude) may exist between experimental 
Kia, values reported by different authors. Therefore, it is advisable to "check" 
such values by comparison with estimated ones. For example, one may see if ex- 
perimental results appear reasonable by using the ratio of vapor pressure and 
aqueous solubility (Eqs. 6-16 and 6-17) or an LFER such as the one given below 
(Eq. 6-22). 

There are two general experimental approaches commonly used for determining air- 
water partition constants, the static and the dynamic equilibration approach. A 
detailed description of the different existing variations of the two methods can be 
found in the review by Staudinger and Roberts (1996) and in the literature cited 
therein. Here we will confine ourselves to a few remarks on the general concepts of 
these experimental approaches. 

The static equilibrium approach is, in principle, straightforward. In this method, the 
air-water partition constant is directly determined by measuring concentrations of a 
compound at a given temperature in the air and/or water in closed systems (e.g., in a 
gas-tight syringe, or in sealed bottles). If chemical concentrations are measured only 
in one phase, the concentration in the other is assessed as difference to the total 
amount of i in the system. In this approach, the error in determining Ki,, can be 
reduced either by equilibrating a given volume of an aqueous solution of a com- 
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pound subsequently with several given volumes of solute-free air (e.g., in a syringe; 
see Problem 6.5), or by using multiple containers having different headspace-to- 
liquid volume ratios. The main experimental challenges of the static methods are to 
ensure that equilibrium is reached and also maintained during sampling, and to 
minimize sampling errors. Since with the static approach, it is possible to use neither 
very large nor very small air-to-water volume ratios, these methods are primarily 
suited for compounds with no extreme preference for one of the phases. In more 
extreme cases, dynamic methods may provide much better results. 

The most widely applied dynamic method is the batch air or gas stripping technique. 
By using a stripping apparatus, bubbles of air or another inert gas are produced near 
the bottom of a vessel and then rise to the surface of the solution, the exit gas 
achieving equilibrium with the water. Hence, this experimental design requires that 
the velocity of the rising bubbles is sufficiently small and the height of the well- 
mixed water column is sufficiently great to establish air-water equilibrium. Further- 
more, the bubbles need to be large enough so that adsorption at the air-water 
interface can be neglected (this interface may be important for very hydrophobic 
compounds; see Section 11.2). If all this is achieved, the air-water partition constant 
can be determined by measuring the decrease in water concentration, C,, as a 
function of time (Mackay et al., 1979): 

Kiaw.G 

c,, (t> = c,, (0)  . e "w (6-20) 

where G is the gas volume flow per unit time and V, is the volume of the aqueous 
solution. Hence, if G and V, are known, Kiaw can be deduced from the slope of the 
linear regression of In Ci,(t) versus t: 

In Ci,(t) = - slope - t + constant (6-2 1) 

where Kiaw = (slope) (V, /G). Note that, conversely, if Kia, is known, Eq. 6-20 allows 
one to estimate the time required to purge a given compound from a water sample 
(e.g., the time required to lower its concentration to 1% of the initial concentration) 
for a given gas flow rate. This issue may be important when dealing with the 
behavior of organic pollutants in water treatment plants. It also pertains to problems 
in analytical chemistry, where the purge-and-trap method is widely used to enrich 
volatile compounds from water samples (Standard Methods for Examination of 
Water and Wastewater, 1995; see Problem 6.6). 

An alternative dynamic approach to gas stripping is the concurrent flow technique, 
which is based on the use of a wetted wall column apparatus. Compound-laden 
water is introduced continuously at the top of a wetted wall column where it comes 
into contact with a compound-free gas stream flowing concurrently down the 
column. As with gas stripping, the major challenge is to allow sufficient contact time 
to ensure phase equilibrium is reached by the time the two streams reach the bottom 
of the column. The two streams are separated at the bottom of the column, and either 
solvent extracted or trapped on solid-phase sorbents for subsequent analysis. To 
determine the K,,, value of a given compound, the system is run for a set amount of 
time. Given knowledge of the flow rates employed along with the compound masses 
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present in the separated phase streams, Kia, can be calculated. With this method, a 
rigorous mass balance can be conducted. 

Estimation of Air-Water Partition Constants 

As already discussed, the Kiaw value of a given compound may also be approximated 
by the ratio of its vapor pressure and its aqueous solubility (Eqs. 6-16 and 6-17). 
When using this approximation one has to be aware that, particularly for compounds 
exhibiting very small p ;  and/or Clzt values, rather large errors may be introduced 
due to the uncertainties in the experimental vapor pressure and solubility data (see 
Sections 4.4 and 5.5). 

Another possibility to predict Kiaw is to use our multiparameter LFER approach. As 
we introduced in Chapter 5 ,  we may consider the intermolecular interactions bet- 
ween solute molecules and a solvent like water to estimate values of xw (Eq. 5-22). 
Based on such a predictor of “/iw , we may expect a similar equation can be found to 
estimate Kiaw values, similar to that we have already applied to air-organic solvent 
partitioning in Section 6.3 (Table 6.2). Considering a database of over 300 com- 
pounds, a best-fit equation for Kiaw values which reflects the influence of various 
intermolecular interactions on air-water partitioning is: 

- 5.7 1(q) - 8.74(ai) - 1 1 .2(pi) 
(6-22) 

+0.0459yx +2.25 (R2 = 0.99) 

Note that the values of the coefficients s, p ,  a, b and v in Eq. 6-22 are slightly 
different from those in Eq. 5-22, because a larger set of compounds has been used for 
their derivation. Nevertheless, Eq. 6-22 is, of course, identical to the part in Eq. 5-22 
that describes the transfer of a compound from the gas phase to the aqueous phase. 
Hence, we do not need to repeat our discussion of the various terms describing this 
process. Furthermore, our comments made on the various other methods developed 
for estimating aqueous activity coefficients, including QSPRs or group contribution 
methods such as UNIFAC or AQUAFAC (see Section 5.9, also apply directly for 
the methods suggested to predict KiH values (Staudinger and Roberts, 1996; Brennan 
et al., 1998). In all cases, the key problem is the same; we need a quantitative 
description of the solubilization of an organic compound in the complex solvent 
water. 

We conclude this section by addressing a simple LFER approach to estimate K,, 
values based solely on chemical structure. The underlying idea of this LFER of the 
type Eq. 3-57 (Section 3.4) was introduced by Hine and Mookerjee (1975) and 
expanded by Meyland and Howard (1991). In this method, each bond type (e.g., a 
C-H bond) is taken to have a substantially constant effect on A a w  Gi , regardless of 
the substance in which it occurs. This assumption is reasonably valid for simple 
molecules in which no significant interactions between functional groups take place. 
Hence, the method is interesting primarily from a didactic point of view, in that we 
can see how certain substructural units affect air-water partitioning. 
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Table 6.4 Bond Contributions for Estimation of log Kiaw at 25°C a 

Bond Contribution Bond Contribution 

+0.1197 

-0.1163 

-0.1619 

-0.0635 

-0.5375 

-1.7057 

-1.3001 

-1.0855 

-1.1056 

-0.3335 

-0.8187 

+0.4 184 

-1.0074 

-3.123 1 

-3.2624 

-0.7786 

+0.0460 

+O. 1005 

-0.0000 

-0.0997 

-1.9260 

-0.0426 

-2.5514 

-0.205 1 

+0.3824 

-0.0040 
-0.0000 

+O. 1543 

-0.2638 f 

-0.1490 g 

+0.0241 

Car - OH 

c,-0 
car - N, 

Car  - Sar 

Car - 0, 

Car - S 
C,-N 

c,- I 

C,-F 

car - Cd 
C, - CN 

c, - co 
Car - Br 

Car - NO2 
CO-H 

co-0 
CO-N 

co - co 
0 - H  

0 - P  

0 - 0  

O = P  

N - H  

N - N  

N = O  

N = N  

S - H  

s-s 
s - P  
S = P  

~~ 

-0.5967 

-0.3473 

-1.6282 

-0.3739 

-0.2419 

-0.6345 

-0.7304 

-0.4806 

+0.2214 

-0.4391 

-1.8606 

-1.2387 

-0.2454 

-2.2496 

-1.2102 

-0.0714 

-2.426 1 

-2.4000 

-3.23 18 

-0.3930 

+0.4036 

-1.6334 

-1.2835 

-1.0956 

-1.0956 

-0.1374 

-0.2247 

+O. 189 1 

-0.6334 

+1.03 17 

a Data from Meylan and Howard (1991). ' C: single-bonded aliphatic carbon; c d :  olefinic carbon; 
C,: triple-bonded carbon; Car: aromatic carbon; Na; aromatic nitrogen; S,: aromatic sulfur; 
Oar: aromatic oxygen; CO: carbonyl (C = 0); CN: cyano (C = N). Note: The carbonyl, cyano, and 
nitrofunctions are treated as single atoms. 
have been derived: (a) the oxygen is part of an -OH function, and (b) the oxygen is not connected 
to hydrogen. 
Mookerjee, 1975). 
carbon. 

Two separate types of aromatic carbon-to-oxygen bonds 

The C = C and C = C bonds are assigned a value of zero by definition (Hine and 
Value is specific for nitrosamines. fIntraring aromatic carbon to aromatic 

External aromatic carbon to aromatic carbon (e.g., biphenyl). 
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Table 6.4 summarizes bond contribution values derived by Meyland and Howard 
(1991) from a large data set for a temperature of 25°C. These values can be used to 
calculate log Kiaw by simple addition of these bond contributions: 

IOgKia, (25OC) = x(number of bonds type k )  (contribution of bond type k )  (6-23) 

Most of the symbols in Table 6.4 are self-explanatory. For example, C-H is a singly 
bonded carbon-hydrogen subunit; Ca,-C1 is a chlorine bound to an aromatic carbon; 
and C-Cd is a carbon bound to an doubly bonded (olefinic) carbon. Some groups, 
such as the carbonyl group (C=O), are treated as a single “atom.” Just looking at the 
signs and values of the bond contribution, we readily see that units such as C-H 
bonds tend to encourage molecules to partition into the air, while other units like 
0-H groups strongly induce molecules to remain associated with the water. These 
tendencies correspond to expected behaviors deduced qualitatively from our earlier 
considerations of intermolecular interactions of organic molecules with water 
(Chapter 5). Some sample calculations are performed in Illustrative Example 6.4. 
This simple bond contribution approach is usually accurate to within a factor of 2 
or 3. One major drawback, however, is that it does not account for special inter- 
molecular or intramolecular interactions that may be unique to the molecule in 
which a particular bond type occurs. Therefore, additional correction factors may 
have to be applied (Meylan and Howard, 1991). Furthermore, the limited 
applicability of this simple approach for prediction of Kiaw values of more complex 
molecules has to be stressed. 

k 

Illustrative Example 6.4 Estimating Air-Water Partition Constants by the Bond Contribution Method 

Problem 
Estimate the K,, values at 25°C of (a) n-hexane, (b) benzene, (c) diethylether, and 
(d) ethanol using the bond contribution values given in Table 6.4. Compare these 
values with the experimental air-water partition constants given in Table 3.4. 
Note that for a linear or branched alkane (i.e., hexane) a correction factor of +0.75 
log units has to be added (Meylan and Howard, 1991). 

/\/\/ 
i = n-hexane 

i = benzene 

-0- 

i = diethylether 

Answer (a) 

log Kia, (n-hexane) = 14 (C-H) + 5 (C-C) + 0.75 = 1.84. 

(The experimental value is 1.8 1) 

Answer (b) 

log Kiaw (benzene) = 6 (Car-H) + 6 (Ca,-Car) = -0.66. 

(The experimental value is -0.68) 

Answer (c)  

log Kiaw (diethylether) = 10 (C-H + 2 (C-C) + 2 (C-0) = -1.21 

(The experimental value is -1.18) 
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Answer (d) 

log Ki,, (ethanol) = 5 (C-H) + 1 (C-C) + 1 (C-0) + 1 (0-H) = -3.84. 

(The experimental value is -3.70) 

f i  OH 

i = ethanol 

Questions and Problems 

Questions 

Q 6.1 

Give examples of situations in which you need to know the equilibrium partition 
constant of an organic pollutant between (a) air and an organic liquid phase, and (b) 
air and water. 

Q 6.2 

How is the Henry’s law constant defined? For which conditions is it valid? 

Q 6.3 

How do organic chemicals generally partition between a gas phase (i.e,, air) and an 
organic liquid phase? Which molecular factors determine the magnitude of K,,! ? 

Q 6.4 

Why was n-octanol chosen as a surrogate for natural organic phases? Why not 
another solvent such as n-hexane, methylbenzene, trichloromethane, or diethyl- 
ether? Why is the use of any organic solvent as general surrogate of a natural organic 
phase somewhat questionable? 

Q 6.5 

Table 6.1 shows that n-octane partitions much more favorably from air into n-octa- 
no1 than into ethyleneglycol. In contrast, for dioxane (see structure in Fig. 6.3), 
the corresponding Kial values are more or less identical. Try to rationalize these 
findings. 

Q 6.6 

Has temperature a significant effect on the partitioning of organic compounds 
between air and a bulk liquid phase? How does Kiae change with increasing 
temperature? 

Q 6.7 

Describe in general terms in which cases you would expect that the enthalpy of 
transfer of an organic compound from a bulk liquid phase (including water) to air 
(AatHi) is (a) larger, (b) about equal, and (c) smaller than the enthalpy of 
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vaporization (A,,#,) of the compound. Give some specific examples for each of 
these cases. 

Q 6.8 

Within a given class of apolar or weakly polar compounds (e.g., alkanes, chloro- 
benzenes, alkylbenzenes, PCBs), the variation in the air-octanol partition constants 
(K,,,) is much larger than the variation in the air-water partition constants (KiaW). For 
example, the K,,, values of the chlorinated benzenes vary between (chloro- 
benzene) and lov7 (hexachlorobenzene, see Harner and Mackay, 1995), whereas 
their K,,, values are all within the same order of magnitude (Appendix C). Try to 
explain these findings. 

Q 6.9 

What is the effect of dissolved salt on air-water partitioning? How is this effect 
related to the total salt concentration? 

Problems 

P 6.1 A Small Ranking Exercise 

Rank the four compounds (I-IV) indicated below in the order of increasing tenden- 
cy to distribute from (a) air into hexadecane (mimicking an apolar environment), 
(b) air to olive oil, and (c) air to water. Use the a,, B,, and vi, values given in Table 4.3 
and calculated by the method given in Box 5.1. Assume, that the four compounds 
have about the same nDi value. Do not perform unnecessary calculations. Comment 
on your choices. Finally, check your result (c) by applying the bond contributions 
given in Table 6.4. 

benzene chlorobenzene benzaldehyde phenol 
I II Ill IV 

P 6.2 Raining Out 

Because of the increasing contamination of the atmosphere by organic pollutants, 
there is also a growing concern about the quality of rainwater. In this context, it is 
interesting to know how well a given compound is scavenged from the atmosphere 
by rainfall. Although for a quantitative description of this process, more sophisti- 
cated models are required, some simple equilibrium calculations are quite helpful. 

Assume that PCE, MTBE, and phenol (see below) are present in the atmosphere at low 
concentrations. Consider now a drop of water (volume - 0.1 mL, pH = 6.0) in a volume 
of 100 L of air [corresponds about to the air-water ratio of a cloud (Seinfeld, 1986)l. 
Calculate the fraction of the total amount of each compound present in the water drop at 
25OC and at 5°C assuming equilibrium between the two phases. Use the data given in 
Appendix C and in Table 6.3, and comment on any assumption that you make. 
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CI, ,Cl 

,c= c 
\ 

CI CI 

tetrachloroethere methyl-tbutylether phenol 
(PCE) (MTBE) 

P 6.3 Evaluating the Direction of Air- Water Gas Exchange in the Arctic Sea 

C,- and C,-halocarbons of natural and anthropogenic origin are omnipresent in the 
atmosphere and in seawater. For example, for l , l ,  1-trichloroethane (also called 
methyl chloroform, MCF), typical concentrations in the northern hemisphere air and 
in Arctic surface waters are Cia = 0.9 mg . m-3 air and Ciw = 2.5 mg . m-3 seawater 
(Fogelqvist, 1985). Using these concentrations, evaluate whether there is a net flux 
of MCF between the air and the surface waters of the Arctic Ocean assuming a 
temperature of (a) O'C, and (b) 10°C. If there is a net flux, indicate its direction (i.e., 
sea to air or air to sea). Assume that the salinity of the seawater is 35%0. You can find 
all the necessary data in Appendix C, and in Tables 5.7 and 6.3. 

i = 1,l , I  ,-trichloroethane 
(methyl chloroform, MCF) 

P 6.4 Getting the "Right" Air- Water Partition Constant for Benzyl Chloride 

In Chapter 24 the rate of elimination by gas exchange of benzyl chloride (BC) in 
a river will be calculated. To this end the KjaW value of BC must be known. In the 
literature (Mackay and Shiu, 1981), you can find only vapor pressure and water 
solubility data for BC (see below). Because BC hydrolyzes in water with a half-life 
of 15 hours at 25°C (see Chapter 13), you wonder whether you can trust the aqueous 
solubility data. Approximate the Kiaw-value of BC by vapor pressure and aqueous 
solubility, and compare it to the value obtained by applying the bond contribu- 
tions given in Table 6.4. (Use the K,,-value of toluene that you can find in the 
Appendix C as a starting value.) Which value do you trust more? 

Hint: Use also other compound properties that are available or that can be estimated 
to perform simple plausibility tests on the experimental vapor pressure and aqueous 
solubility data of BC at 25°C. 

i = benzyl chloride (BC) 

T, = -3 9°C 
Tb = 179.3"C 
p:L (25OC) = 1.7 x bar 
C;; ( 2 5 0 ~ )  =3.5 x 1 0 - ~ m 0 1 . ~  
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P 6.5 Experimental Determination of the Air- Water Partition Constant of 
CFJ (From Roberts, 1995) 

Not all stratospheric ozone destruction is caused by freons: up to 25% of the 
Antarctic “ozone hole” has been attributed to halons, compounds frequently used as 
fire extinguishers. A halon is a bromofluorocarbon; examples include CF3Br, 
CF,BrCl, and BrF2C-CF,Br. Because of their potential for damage to the environ- 
ment, production of halons was banned as of Jan. 1, 1994 as part of an international 
agreement, although use of fire extinguishers containing halons is still allowed. 
Nevertheless, the chemical industry is still anxiously searching for alternatives to 
halons. One such promising alternative that has emerged is CF31, a gas with a boiling 
point of -22.5”C. 

You are trying to measure the air-water partition constant of CFJ. The method you 
are using is one of multiple equilibration. Essentially, a glass syringe containing 17 
mL of water (but no headspace) is initially saturated with CF31. A very small sample 
(1 pL) of the aqueous phase is removed and is injected into a gas chromatograph, 
and the peak area is recorded (“initial peak area”). Next, 2 mL of air is drawn up into 
the syringe, which is closed off and shaken for 15 minutes to equilibrate the air and 
water phases. The air phase is dispelled from the syringe, 1 pL of the aqueous phase 
is injected into the GC, and the new peak area is recorded (“first equilibration”). The 
process of adding 2 mL of air, shaking the syringe, dispelling the gas phase, and 
reanalyzing the aqueous phase is repeated several times: 

i I 
1. Fill with saturated CF,I 2. Add 2 mL air to 17 mL 3 .  Dispel air and 

solution; analyze water; equilibrate reanalyze 

4. Repeat steps 2 and 3 as required. 

Shown below are data for CF31 that you have obtained using the technique just 
described. Derive a mathematical relationship between peak area and the number of 
equilibration steps, and use this relationship to determine the Ki, value for this 
compound from the appropriate regression of the experimental data provided. 
Assume that the peak area is linearly proportional to the concentration of CFJ in the 
aqueous phase. 

Experimental data (note all equilibrations conducted at room temperature): 
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Equilibration Equilibration 
Number Peak Area (mV .s) Number Peak Area (mV . s) 

0 
0 
1 
1 
2 
2 
3 
3 
4 
4 
5 
5 

583.850 
532.089 
287.789 
291.891 
152.832 
158.352 
95.606 

105.630 
61.371 
56.450 
41.332 
36.07 1 

6 
7 
7 
7 
8 
8 
9 
9 
10 
10 
11 
11 

21.370 
13.726 
11.134 
10.581 
7.285 
5.282 
4.435 
3.173 
1.726 
2.606 
1.440 
1.754 

Hint: Make yourself clear that the peak area remaining after the headspace is 
dispelled after an equilibration (i.e., the nth one) is related to the peak area 
determined in the previous measurement (i.e., the (n- 1)th equilibrium) by: 

(Area)measured at equil. n =fw . (Area)measured at equil. n-1 

wheref, is the fraction of the total mass present in the water at equilibrium. Note that 
f, is constant because the air-to-water volume ratio is always the same, and because 
it can be assumed that Ki,, is independent of concentration. 

P 6.6 Purge and Trap: How Long Do You Need to Purge to Get 90% of a 
Given Compound Out of the Water? 

The purge-and-trap method (see Section 6.4) is a common method to enrich volatile 
organic compounds from water samples. In your apparatus, you purge a 1 L water 
sample with a gas (air) volume flow of 1.5 L gas per minute at a temperature of 
25°C. The compounds that you are interested in include tetrachloroethene, chloro- 
benzene and methyl-t-butylether (MTBE). Calculate the time required to purge 90% 
of each compound from the water. Any comments? How much time would you save 
if you would increase the temperature from 25OC to 35"C? What could be a problem 
when raising the temperature too much? You can find all necessary data in Appendix C 
and in Table 6.3. 

tetrachloroethere chbrobenzene methyl-t-butylether 
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Introduction 

In this chapter wc will focus on the equilibrium partitioning of  neutral organic 
compounds between aqueous solutions and water-immiscible, well-defined organic 
liquids. Our focus will be on situations in which the organic compound is present at 
a low enough concentration that it does not have a significant impact on the proper- 
ties of either bulk liquid. 

As will be discusscd in Chapters 9 to 11, the distribution of neutral organic 
compounds between water and natural solids (e.g., soils, sediments, and suspended 
particles) and organisms can in many c a m  be viewed as a partitioning process 
between the aqueous phase and organic phases present in those solids. This 
conceptualization cvcn applies somewhat to “solids” that are alive! As early as 1900, 
investigators studying thc uptake of nonpolar drugs by organisms discovered that 
they could use watcr-immiscible organic solvents like olive oil or n-octanol as a 
reasonable surrogatc for organisms insofar as accumulation of pharmaceutically 
important organic molecules from the water was concemcd (Mcycr, 1899; Overton, 
1899). Although the extent of uptake from water into these solvents was not 
identical to that into organisms, it was proportional. That is, within a series of’ 
compounds, higher accumulation into an organism corresponded to more favorable 
partitioning into the organic solvent. More recently, environmental chemists have 
found similar correlations with soil humus and other naturally occurring organic 
phascs (Chapter 9). 

Furthermore, knowledge of the molecular factors that dctermine the partitioning of 
an organic compound betwcen a liquid organic phase and watcr is of great interest in 
environmental analytical chemistry. This is particularly important when dealing 
with enrichment (i.e., extraction from water samplcs) or separation steps (i.e., 
revcrscd-phase liquid chromatography). Finally, understanding pure solvent-water 
partitioning will also be applicable to the problem of dissolving organic compounds 
in water when those organic substances are present in complex mixtures. In practice. 
we necd such knowledge whcn dealing with contamination of the environment by 
mixtures such as gasoline, petroleum, or PCBs (Section 7.5). 

We start, howcvcr, with some general thermodynamic considerations (Section 7.2). 
Then, using our insights gained in Chapter 6, we compare solvent-water partition 
constants of a serics of model compounds for different organic solvents of different 
polarity (Section 7.3). Finally, because ti-octanol is such a widely used organic 
solvent in environmental chemistry> we will discuss the octanol-water partition 
constant in somewhat more detail (Section 7.4). 

Thermodynamic Considerations 

The Organic Solvent-Water Partition Constant 

In Section 3.4, wc derived the equilibrium partition constant of a compound between 
two bulk liquid phases (Eq. 3-40). Denoting the organic phase with a subscript 6 ,  we 
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express the organic solvent-water partition constant on a mole fraction basis 
(superscript prime) as: 

Hence, Klbw is simply given by the ratio of the activity coefficients of the compound 
in water and in the organic phase. Note that this result applies whether the partitio- 
ning compound is a gas, liquid, or solid as a pure substance under the conditions of 
interest because the dissolved molecules exist in a liquid-like form in both phases. 
For many of the compounds of interest to us, we know that xw can be quite large 
(e.g., lo2 to >lo8, see Table 5.2). In contrast, in most organic solvents, organic 
compounds exhibit rather small activity coefficients (e.g., < 1 to lo2, see Tables 3.2 
and 6.1). Consequently, we can expect that in many cases, the magnitudes of organic 
solvent-water partition constants will be dominated by xw. As a result, within a 
series of structurally related compounds, we may generallyfind increasing organic 
solvent-water partition constants with decreasing (liquid) water solubilities [recall 
that yiw z y:;t is given by (vw . Cis;lt (L))-' ; Section 5.21. 

A more common way of expressing organic solvent-water partition constants is to 
use molar concentrations in both phases (Eq. 3-45): 

where vw and 6 are the molar volumes of water and the organic solvent, 
respectively. Note that in Eq. 7-2 we have to use the molar volumes of the mutually 
saturated liquid phases (e.g., water which contains as much octanol as it can hold 
and water-saturated octanol). Considering the rather limited water solubility of most 
water-immiscible organic solvents, we can assume that we can often justifiably use 
the molar volume of pure water (i.e., 0.018 L.mo1-' at 25°C). Similarly for apolar 
and weakly polar organic solvents, we may use the molar volume of the water-free 
solvent. Only for some polar organic solvents, may we have to correct for the 
presence of water in the organic phase (e.g., water-wet n-octanol has a value of 
0.13 L -mol-' as compared to 0.16 L . mol-' for "dry" octanol). 

If we may assume that the mutual saturation of the two liquid phases has little effect 
on xW and y i j ,  we may relate KIew to the respective air-solvent and air-water 
partition constants (see Eq. 6- 11): 

(7-3) 

Effect of Temperature and Salt on Organic Solvent-Water Partitioning 

As for any partition constant, over a temperature range narrow enough that the 
enthalpy of transfer may be assumed nearly constant, we may express the 
temperature dependence of Kitw by: 

In Kirw = - + constant A t w  Hi 1 
R T  (7-4) 
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where Arw Hi is the enthalpy of transfer of i from water to the organic solvent. This 
enthalpy difference is given by the difference between the excess enthalpies of the 
compound in the two phases: 

A,,H, = H$ -Hi", (7-5) 

The magnitude of the excess enthalpy of a given compound in the organic phase 
depends, of course, on the natures of both the solvent and the solute. For many 
compounds H,"w has a fair1 small absolute value (e.g., Table 5.3). Substantial devia- 
tion from zero (i.e., I H E  7 >10 kJ.mo1-l) occurs for some small monopolar com- 
pounds (e.g., diethylether, H E  = - 20 kJ.mol-I) and for large apolar or weakly 
monopolar compounds (e.g., PCBs, PAHs which exhibit positive H,"w values, Table 
5.3). Typically, HZ for organic solutes and organic solvents does not exceed 
f10 kJ.mol-' (Section 6.3). Exceptions include small bipolar compounds in apolar 
solvents (e.g., the excess enthalpy of solution for ethanol in hexadecane is 
+26 kJ . mol-I, see Table 3.3). Since, at the same time, such compounds tend to have 
negative H,"w values, the AewH, value may become substantial (e.g., +36 kJ.mol-l 
for hexadecane-water partitioning of ethanol, Table 3.4). However, for the majority 
of cases we are interested in, we can assume that organic solvent-water partitioning 
is only weakly dependent on temperature. 

Using a similar approach, one may deduce how other factors should influence 
organic liquid-water partitioning. For example, we know that the addition of 
common salts (e.g., NaC1) to water containing organic solutes causes the aqueous 
activity coefficients of those organic solutes to increase. Since ionic substances are 
not compatible with nonpolar media like apolar organic solvents, one would not 
expect salt to dissolve in significant amounts in organic solvents. Consequently, the 
influence of salt on activity coefficients of organic solutes in organic solvents would 
likely be minimal. Combining these insights via Eq. 7.2, we can now calculate that 
the influence of salt on organic liquid-aqueous solution partitioning of organic 
compounds will entirely correspond to the impact of this factor on the aqueous 
activity coefficient, and hence (see Eq. 5-28): 

Comparison of Different Organic Solvent-Water Systems 

General Comments 

Since the organic solvent-water partition constant of a given compound is 
determined by the ratio of its activity coefficients in the two phases (Eq. 7-2), we can 
rationalize how different compounds partition in different organic solvent-water 
systems. Consider the values of log Kitw for a series of compounds i partitioning 
into five organic solvents 1 exhibiting different polarities (Table 7.1). First, focus on 
the partitioning behavior of the apolar and weakly monopolar compounds (octane, 
chlorobenzene, methylbenzene). These undergo primarily vdW interactions (ie., 
n-octane, chlorobenzene, methylbenzene for which a, and pi are small or even zero). 
In general, such compounds partition very favorably from water into organic 
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solvents. This is not too surprising since these compounds have rather large 
yi,-values (Chapter 5). Furthermore, their log Kiew, values do not vary much among 
the different organic solvents. For example, n-octane’s partition coefficients vary 
only by about a factor of 4 for the five solvents shown in Table 7.1. For the strictly 
apolar solutes, lower values of log Kit, , can be expected in bipolar solvents such as 
n-octanol. In the case of such a bipolar solvent, some so1vent:solvent polar inter- 
actions have to be overcome when forming the solute cavity. 

In contrast, partitioning from water into organic solvents may be somewhat 
enhanced if the solvents exhibit complementary polarity to monopolar solutes. One 
example is the partitioning of methylbenzene (toluene) between water and tri- 
chloromethane (Table 7.1). Each additional polar effect may become very substan- 
tial if the solute is strongly monopolar. This is illustrated by the trichloromethane- 
water partition constants of pyridine and acetone. Both of these solutes are quite 
strong H-acceptors or electron donors (i.e., pi 0.5). This causes these solutes to be 
strongly attracted to trichloromethane’s hydrogen and results in significantly higher 
log K,, values of these two compounds than for the other solvent-water systems. 
Note that the electron-accepting properties of trichloromethane (and of other 
polyhalogenated methanes and ethanes, e.g., dichloromethane, see Table 6.1) make 
such solvents well suited for the extraction of electron-donating solutes from water 
or other environmentally relevant matrices including soil or sediment samples. 

When considering bipolar solutes (e.g., aniline, 1 -hexanol, phenol, hexanoic acid), 
we can see that depending on the relative magnitudes of the solvent’s a, and pi 
values, so1ute:solvent interactions may become quite attractive. For example, for 
aniline, for which a, < pi, trichloromethane is still the most favorable solvent, 
whereas for phenol (a, > pi), diethylether wins over the others. Finally, due to the 
lack of polar interactions in hexane, bipolar solutes partition rather poorly from 
water into such apolar solvents (Table 7.1). 

LFERs Relating Partition Constants in Different Solvent-Water Systems 

Often we may want to quantitatively extrapolate our experience with one organic 
solvent-water partitioning system to know what to expect for new systems. This is 
typically done using a linear free energy relationship of the form: 

log KilW = a . log Kj2, + b (7-7) 

where partitioning of solute, i, between some organic liquid, 1, and water is related 
to the partitioning of the same solute between another organic liquid, 2, and water. 
However, we should recall from our qualitative discussion of the molecular factors 
that govern organic solvent-water partitioning that such simple LFERs as shown in 
Eq. 7-7 will not always serve to correlate Klcw values of a large variety of com- 
pounds for structurally diverse solvent-water systems. Nonetheless, there are 
numerous special cases of groups of compounds and/or pairs of organic solvents for 
which such LFERs may be applied with good success. Obvious special cases include 
all those in which the molecular interactions of a given group of compounds are 
similar in nature in both organic phases. This is illustrated in Fig. 7.1 for the two 
solvents hexadecane and octanol (subscripts h and 0, respectively). In this case, a 
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Figure 7.1 Plot of the decadic 
logarithms of the hexadecane-wa- 
ter partition constants versus the 
octanol-water constants for a va- 
riety of apolar, monopolar, and 
bipolar compounds. Data from 
Abraham (1994b). The a and b 
values for some LFERs (Eq. 7-7) 
are: apolar and weakly monopolar 
compounds (a = 1.21, b = 0.43; 
Eq. 7-8), aliphatic carboxylic acids 
(a = 1.21, b = -2.88), and aliphatic 
alcohols (a = 1.12, & = -1.74). 

6 

4 

2 

0 

-2 

-4 

apolar+weakly polar compounds 
ketones 
esters 
nitriles 
nitroalkanes 
amines 
amids 
carboxylic acids , p  

.x 
alcohols 
phenols 

t /:* 
-6 I /I I I I I I 
-6 -4 -2 0 2 4 6 

good correlation is found for all apolar and weaklypolar compounds, for which the 
vdW interactions are the dominating forces in both organic solvents: 

log KW = 1.2 1 (k 0.02) * log &ow - 0.43 (rtr 0.06) 

(N = 89, R2 = 0.97) 
(7-8) 

The slope of greater than 1 in Eq. 7-8 indicates that structural differences in the 
solutes have a somewhat greater impact on their partitioning behaviors in the 
hexadecane-water, as compared to the octanol-water system. This can be ration- 
alized as arising from the different free-energy costs related to the cavity forma- 
tion in the two solvents, which is larger in the bipolar octanol (see discussion in 
Chapter 6).  

A second important feature shown in Fig. 7.1 is that, for the two organic solvents 
considered, the more polar compounds do not fit well in the LFER expressed in 
Eq. 7-8. This is particularly true for bipolar solutes. Here, LFERs may be found only 
for structurally related compounds. For example, good correlations exist for a 
homologous series of compounds such as the aliphatic carboxylic acids or the 
aliphatic alcohols. In these cases, within the series of compounds, the polar contri- 
bution is constant; that is, the compounds differ only in their ability to undergo 
dispersive vdW interactions. This example shows that we have to be carefkl when 
applying one-parameter LFERs to describe systems in which more than one 
intermolecular interaction is varying. Such is the case when we are dealing with 
diverse groups of partitioning chemicals and/or with structurally complex organic 
phases including natural organic matter (Chapter 9) or parts of organisms (Chap- 
ter 10). If we are, however, aware of the pertinent molecular interactions that govern 
the partitioning of a given set of organic compounds in the organic phase-water 
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systems considered, appropriately applied one-parameter LFERs of the type Eq. 7-7 
may be extremely useful predictive tools. 

Model for Description of Organic Solvent-Water Partitioning 

Multiparameter LFERs for description of air-organic solvent (Eq. 6- 13, Table 6.2) 
and air-water (Eq. 6-21) partition constants have been developed. If we can assume 
that dissolution of water in the organic solvent and of the organic solvent in the water 
have no significant effects on the partitioning of a given compound, the organic 
solvent-water partition constant, K,,, is equal to Kia, divided by Kid (Eq. 7-3). 
Consequently, we can develop a multiparameter equation for K,, and immediately 
deduce the coefficients from these earlier LFERs: 

In this case, the coefficients s, p ,  a, b, v, and constant in Eq. 7-9 reflect the 
differences of the solvent interaction parameters (i.e., dispersive, polar, H-donor, 
H-acceptor properties, and cavity formation) for water and organic solvent 
considered. As for the other multiparameter LFERs discussed in earlier chapters, for 
a given solvent-water system, these coefficients can be obtained by fitting an 
appropriate set of experimental Kiew values using the chemical property parameters 
vi,, nDi, ni, a,  and pi. If such experimental data are not available, but if a multi- 
parameter LFER has been established for the corresponding air-organic solvent 
system (Eq. 6-13, Table 6.2), Eq. 7-9 can be derived by simply subtracting Eq. 6-13 
from Eq. 6-21, provided that we are dealing with water-immiscible organic solvents. 
Conversely, a multiparameter LFER for air-solvent partitioning can be obtained by 
subtracting Eq. 7-9 from Eq. 6-21. When doing so, one has to be careful to use 
equations that have been established with the same molecular parameter sets (e.g., 
the same calculated molar volumes (see Box 5. l), as well as the same compilations 
of published q, a,, and pi values. Furthermore, the equations that are combined 
should preferably cover a similar range of compounds used for their derivation. 
Finally, we should note again that we are assuming that dissolution of water in the 
organic solvent and of the organic solvent in the water have no significant effect on 
the partitioning of a given compound (Section 6.3). 

Such multiparameter LFERs have been developed for a few organic solvent-water 
systems (Table 7.2.) The magnitudes of the fitted coefficients, when combined with 
an individual solute’s V,,, nDi, n, a,  p, values, reveal the importance of each inter- 
molecular interaction to the overall partitioning process for that chemical. To 
interpret the various terms, we note that these coefficients reflect the differences of 
the corresponding terms used to describe the partitioning of the compounds from air 
to water and from air to organic solvent, respectively (see Chapter 6). Some appli- 
cations of Eq. 7-9 are discussed in Illustrative Example 7.1. 
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Illustrative Example 7.1 

n-octane (Oct) 

p:L = 1826 Pa 
Kx = 123.6 cm3 rno1-l 
n,, = 1.397 
n, = o  
a, = o  
P, = o  

I-methylnaphthalene (1 -MeNa) 

p:L = 8.33 Pa 

V,, = 122.6 cm3 mol-' 

nD, = 1.617 
n, =0.90 
a, = o  
p, = 0.20 

4-f-butylphenol (4-BuPh) 

p:L = 6.75 Pa 
V,, = 133.9 cm3 mo1-l 
n,, = 1.517 

7c, =0.89 
ar = 0.56 
0, = 0.39 

Evaluating the Factors that Govern the Organic Solvent-Water Partitioning 
of a Compound 

Problem 

Calculate the n-hexadecane-water (In and the n-octanol-water (In K,,,) 
partition constants at 25°C of n-octane (Oct), 1 -methylnaphthalene (1-MeNa), 
and 4-t-butylphenol (4-BuPh) using the polyparameter LFER, Eq. 7-9, with the 
coefficients given in Table 7.2. Compare and discuss the contributions of the 
various terms in Eq. 7-9 for the three compounds in the two solvent-water 
systems. Note that the three compounds have already been used in Illustrative 
Example 5.2 to evaluate the polyparameter LFER describing the aqueous activity 
coefficient. 

Answer 

Get the nDi values of the compounds from Lide (1995). Use the a,, pi and n, values 
given in Tables 4.3 and 5.5. The resulting data sets for the three compounds are given 
in the margin. Insertion of the respective values into Eq. 7-9 with the appropriate 
coefficients (Table 7.2) yields the following results: 

~-~ ~~ 

Term Oct 1 -MeNa 4-BuPh 

A In Klhw A In K,,, A In Klhw A In K,,, A In Klhw A In Ki, 

s . disp. vdW a +4.47 +3.70 +6.47 +5.35 +5.94 +4.91 

+ P . (nil 0 0 -3.25 -2.28 -3.21 -2.25 

+ a . (a,) 0 0 0 0 -4.51 -0.20 

+ b ' (Pi) 0 0 -2.28 -1.58 -4.45 -3.07 

+ V .  ( K X )  +8.52 +7.78 +8.46 +7.72 +9.24 +8.44 

+ constant -0.16 -0.25 -0.16 -0.25 -0.16 -0.25 

In K1rw 12.8 11.2 9.24 8.96 2.85 7.58 

observed 13.3 11.9 9.21 9.19 2.20 7.23 

First, note that the three compounds are of similar size. Hence, the two terms that 
reflect primarily the differences in the energy costs for cavity formation and the 
differences in the dispersive interactions of the solute (i.e., v. yi, and s. disp. vdW) in 
water and in the organic solvent are of comparable magnitudes for the three 
compounds. Note that the values in the table reflect variations on a natural logarithm 
scale. So, for example, the effect of the product, v . V,, , is to vary K,,, by a factor of 
5 between these compounds and the product, s . disp vdW, also contributes a factor of 
5 variation to these compounds' K,,, values. Because of the higher costs of cavity 
formation in the water as compared to n-hexadecane and n-octanol, both terms 
promote partitioning into the organic phase (i.e., they have positive values). This 
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promoting effect is somewhat larger in the n-hexadecane-water system than in the n- 
octanol-water system because of the somewhat higher costs of forming a cavity in 
the bipolar solvent, n-octanol. 

Significant differences in the partition constants of the three compounds, in 
particular for the n-hexadecane-water system, are also due to the polar interactions, 
also including the dipolarity/polarizability parameter, n,. For the two organic sol- 
vent-water systems considered, due to the strong polar interactions of mono- and 
bipolar compounds in the water as compared to the organic phase, all these terms are 
negative. Therefore, these polar intermolecular interactions decrease the Kiew value. 
These polar effects are more pronounced in the n-hexadecane-water system (e.g., 
1-MeNa partitioning reduced by a factor of 26) as compared to the n-octanol-water 
system (e.g., 1-MeNa partitioning reduced by a factor of 10). 

Finally, with respect to the H-acceptor properties of the solvents (a-term), water and 
n-octanol are quite similar. Therefore, for a hydrogen-bonding solute like 4-BuPh, 
the corresponding product, a .  (ai), is close to zero. This is not the case for the 
hexadecane-water system where loss of hydrogen bonding in this alkane solvent 
causes both the H-acceptor and H-donor terms to contribute factors of about 100 to 
4-BuPh's value of I&,. 

The n-Octanol-Water Partition Constant 

General Comments 

Because n-octanol is still the most widely used organic solvent for predicting parti- 
tioning of organic compounds between natural organic phases and water, we need to 
discuss the octanol-water partition constant, K,,,, in more detail. Note that in the 
literature, K,,, is often also denoted as P or Po, (forpartitioning). From the preced- 
ing discussions, we recall that n-octanol has an amphiphilic character. That is, it has 
a substantial apolar part as well as a bipolar functional group. Thus, in contrast to 
smaller bipolar solvents (e.g., methanol, ethylene glycol), where more hydrogen 
bonds have to be disturbed when creating a cavity of a given size, the free-energy 
costs for cavity formation in n-octanol are not that high. Also, the presence of the 
bipolar alcohol group ensures favorable interactions with bipolar and monopolar 
solutes. Hence, n-octanol is a solvent that is capable of accommodating any kind of 
solute. As a result, the activity coefficients in octanol (Fig. 7.2) of a large number of 
very diverse organic compounds are between 0.1 (bipolar small compounds) and 10 
(apolar or weakly polar medium-sized compounds). Values of '/io exceeding 10 can 
be expected only for larger hydrophobic compounds, including highly chlorinated 
biphenyls and dibenzodioxins, certain PAHs, and some hydrophobic dyes (Sijm et 
al., 1999). Therefore, the K,, values of the more hydrophobic compounds (i.e., 
'/iw >> lo3) are primarily determined by the activity coefficients in the aqueous 
phase. 
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Figure 7.2 Plot of the decadic 
logarithms of the octanol-water 
partition constants versus the 
aqueous activity coefficients for a 
variety of apolar, monopolar, and 
bipolar compounds. The diagonal 
lines show the location of com- 
pounds with activity coefficients 
in octanol (calculated using Eq. 
7-2) of 0.1, 1, 10, and 100, respec- 
tively. 
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For sets of compounds with the same functional group and variations in their apolar 
structural portion, we can also see that xo is either constant or varies proportionally 
to l/iw (Fig. 7.2). Thus, for such groups of compounds, we find one-parameter LFERs 
of the type: 

log Ki,, = a.log l/iw + b (7-10) 

Since l/iw is more or less equal to y$ for many low solubility compounds (xw > ca. 
50), we have y,, =(v, .C;'(L))-l. Considering such sets of compounds, we can 
rewrite Eq. 7-10 as: 

log K,,, = -0. log c;;t(L) + b' (7-1 1) 

where b' = b - a.log v, = b + 1.74 a (at 25°C). Note that in Eq. 7-11, C:G'(L) is 
expressed in mol . L-' . 

Such correlation equations have been derived for many classes of compounds 
(Table 7.3). These examples illustrate that very good relationships are found when 
only members of a specific compound class are included in the LFER. One can also 
reasonably combine compound classes into a single LFER if only compounds that 
exhibit similar intermolecular interaction characteristics are used (e.g., alkyl and 
chlorobenzenes; aliphatic ethers and ketones; polychlorinated biphenyls and poly- 
chlorinated dibenzodioxins). 

When properly applied, LFERs of these types may be quite useful for estimating 
K,,, from l/iw or C$'(L). Additionally, these relationships can be used to check new 
K,,, and/or C;;' (L) values for consistency. 



T
ab

le
 7

.3
 L

FE
R

s 
B

et
w

ee
n 

O
ct

an
ol

-W
at

er
 P

ar
tit

io
n 

C
on

st
an

ts
 a

nd
 A

qu
eo

us
 A

ct
iv

ity
 C

oe
ff

ic
ie

nt
s 

or
 L

iq
ui

d 
A

qu
eo

us
 S

ol
ub

il
it

ie
s 

at
 2

5°
C

 
fo

r 
V

ar
io

us
 S

et
s 

of
 C

om
po

un
ds

: S
lo

pe
s 

an
d 

In
te

rc
ep

ts
 o

f 
E

qs
. 7

-1
0 

an
d 

7-
1 

1 

Se
t o

f 
C

om
po

un
ds

 
a 

0,
b 

6
"

 
b'

 
lo

g 
K

io
w

 ra
ng

e 
R

2 
n

d
 

A
lk

an
es

 
0.

85
 

-0
.8

7 
0.

62
 

3.
0 

to
 6

.3
 

0.
98

 
11

2 

A
lk

y l
be

nz
en

es
 

0.
94

 
-1

.0
4 

0.
60

 
2.

1 
to

 5
.5

 
0.

99
 

15
 

Po
ly

cy
cl

ic
 a

ro
m

at
ic

 h
yd

ro
ca

rb
on

s 
0.

75
 

-0
.1

3 
1.

17
 

3.
3 

to
 6

.3
 

0.
98

 
11

 

C
hl

or
ob

en
ze

ne
s 

0.
90

 
-0

.9
5 

0.
62

 
2.

9 
to

 5
.8

 
0.

99
 

10
 

Po
ly

ch
lo

ri
na

te
d 

bi
ph

en
yl

s 
0.

85
 

-0
.7

0 
0.

78
 

4.
0 

to
 8

.0
 

0.
92

 
14

 

Po
ly

ch
lo

ri
na

te
d 

di
be

nz
od

io
xi

ns
 

0.
84

 
-0

.7
9 

0.
67

 
4.

3 
to

 8
.0

 
0.

98
 

13
 

Ph
th

al
at

es
 

A
lip

ha
tic

 e
st

er
s 

(R
C

O
O

R
') 

1.
09

 
-2

.1
6 

-0
.2

6 
1.

5 
to

 7
.5

 
1 .o

o 
5 

0.
99

 
-1

.2
7 

(0
.4

5)
 ' 

-0
.3

 t
o 

2.
8 

0.
98

 
15

 
CD

 3 
A

lip
ha

tic
 e

th
er

s 
(R

-O
-R

') 
0.

91
 

-0
.9

0 
(0

.6
8)

 ' 
0.

9 
to

 3
.2

 
0.

96
 

4 
7 2 

A
lip

ha
tic

 k
et

on
es

 (
R

C
O

R
') 

0.
90

 
-0

.8
9 

(0
.6

8)
 '
 

-0
.2

 t
o 

3.
1 

0.
99

 
10

 
B

 

0.
96

 
12

 
7-

 

0.
98

 
20

 
8 8 2 3.

 g s 

A
lip

ha
tic

 a
m

in
es

 (R
-N

H
2,

 
R

-N
H

R
') 

0.
88

 
+

0.
03

 
(1

.5
6)

 ' 
-0

.4
 t

o 
2.

8 

A
lip

ha
tic

 a
lc

oh
ol

s 
(R

-O
H

) 
0.

94
 

-0
.7

6 
(0

.8
8)

 ' 
-0

.7
 t

o 
3.

7 

A
lip

ha
tic

 c
ar

bo
xy

lic
 a

ci
ds

 (
R

-C
O

O
H

) 
0.

69
 

-0
.1

0 
(1

.1
0)

 
-0

.2
 t

o 
1.

9 
0.

99
 

5 

E
q.

 7
-1

0.
 

E
q.

 7
-1

 1.
 

R
an

ge
 o

f e
xp

er
im

en
ta

l v
al

ue
s 

fo
r w

hi
ch

 th
e 

L
FE

R
 h

as
 b

ee
n 

es
ta

bl
is

he
d.

 
N

um
be

r o
f 

co
m

po
un

ds
 u

se
d 

fo
r L

FE
R

. 
O

nl
y 

fo
r 

co
m

po
un

ds
 fo

r w
hi

ch
 

lo
g 

K
io

w
 >
 - 

1.
 

R B
 
2
 



226 Organic Liquid-Water Partitioning 

Availability of Experimental Data 

The most common experimental approaches for determination of octanol-water 
partition constants are quite similar to those for water solubility. These employ 
shake flask or generator column techniques (Mackay et al., 1992-1997). The 
“shake flask method,” in which the compound is partitioned in a closed vessel 
between given volumes of octanol and water, is restricted to compounds with K,,, 
values of less than about 1 05. The reason is that for more hydrophobic compounds 
the concentration in the aqueous phase becomes too low to be accurately mea- 
sured, even when using very small octanol-to-water volume ratios. Hence, for 
more hydrophobic compounds “generator columns,” coupled with solid sorbent 
cartridges, are commonly used. Briefly, large volumes of octanol-saturated water 
(up to 10 L) are passed through small columns, packed with beads of inert support 
material that are coated with octanol solutions (typically 10 mL) of the compound 
of interest. As the water passes through the column, an equilibrium distribution of 
the compound is established between the immobile octanol solutions and the 
slowly flowing water. By collecting and concentrating the chemical of interest 
with a solid sorbent cartridge from large volumes of the effluent water leaving the 
column, enough material may be accumulated to allow accurate quantification of 
the trace level water load. This result, along with knowledge of the volume of 
water extracted and the concentration of the compound in the octanol, ultimately 
provides the K,,, value. 

As for vapor pressure and aqueous solubility, there is quite a large experimental 
database on octanol-water partition constants available in the literature (see, 
e.g., Mackay et al., 1992-1997; Hansch et al., 1995). Up to Ki,, values of about 
1 06, the experimental data for neutral species are commonly quite accurate. For 
more hydrophobic compounds, accurate measurements require meticulous 
techniques. Hence, it is not surprising to find differences of more than an order 
of magnitude in the Ki,, values reported by different authors for a given highly 
hydrophobic compound. Such data should, therefore, be treated with the 
necessary caution. Again, as with other compound properties, one way of 
deciding which value should be selected is to compare the experimental data 
with predicted values using other compound properties or Ki,, data from 
structurally related compounds. 

One-parameter LFERs for Estimation of Octanol-Water Partition Constants 

There are also various methods for estimating the Ki,, of a given compound. This 
can be done from other experimentally determined properties and/or by using 
molecular descriptors derived from the structure of the compound. We have already 
discussed some of the approaches (and their limitations) when evaluating the one- 
parameter LFERs correlating Ki,, with aqueous solubility (Eq. 7- 11, Table 7.3) or 
with other organic solvent-water partition constants (Eqs. 7-7 and 7-8). A related 
method that is quite frequently applied is based on the retention behavior of a given 
compound in a liquid-chromatographic system [high-performance liquid chroma- 
tography (HPLC) or thin-layer chromatography (TLC)]. Here, the organic solute is 
transported in a polar phase (e.g., water or a water/methanol mixture) through a 
porous stationary phase which commonly consists of an organic phase that is bound 
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to a silica support (e.g., C2-C,8 alkyl chains covalently bound to silica beads). As the 
compounds of interest move through the system, they partition between the organic 
phase and the polar mobile phase. 

Hence, in analogy to organic solvent-water systems, particularly for sets of struc- 
turally related apolar or weakly polar compounds for which solute hydrophobicity 
primarily determines the partitioning behavior, good correlations between Kiow and 
the stationary-phaselmobile-phase partition constant, Ki,,, of a given compound 
may be obtained. Since, in a given chromatographic system, the travel time or 
retention time, ti, of a solute i is directly proportional to K,,,, an LFER of the 
following form is obtained: 

logKio,=a.logti+b (7-12) 

To compare different chromatographic systems, however, it is more useful to use the 
relative retention time (also called the capacity factor, k l ) .  This parameter is defined 
as the retention of the compound relative to a nonretained chemical species, such as 
a very polar organic compound or an inorganic species such as nitrate: 

kj' = [( ti - t o )  /to] (7-13) 

where to is the travel time of the nonretained species in the system. Eq. 7-12 is then 
written as: 

or: 

log Kiow = a .log[-]+ b' 

(7-14) 

It should be pointed out that the coefficients a and b or b' in Eqs. 7-12 and 7-14 must 
be determined using appropriate reference compounds for each chromatographic 
system. With respect to the choice of the organic stationary phase and reference 
compounds (type, range of hydrophobicity) and the goodness of the LFER, in 
principle the same conclusions as drawn earlier for organic solvent-water systems 
are valid. For a given set of structurally related compounds, reasonably good 
correlations may be obtained. Finally, we should note that when using an organic 
solvent-water mixture as mobile phase, the (rather complex) effect of the organic 
cosolvent on the activity coefficient of an organic compound in the mobile phase 
(Section 5.4) has to be taken into account when establishing LFERs of the type Eqs. 
7-12 and 7-14. 

In summary, appropriate use of chromatographic systems for evaluating the 
partitioning behavior of organic compounds between nonaqueous phases and water 
(e.g., octanol-water) offers several advantages. Once a chromatographic system is 
set up and calibrated, many compounds may be investigated at once. The 
measurements are fast. Also, accurate compound quantification (which is a 
prerequisite when using solvent-water systems) is not required. For more details and 
additional references see Lambert (1993) and Herbert and Dorsey (1995). 
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Polyparameter LFERs for Estimation of the 
Octanol-Water Partition Constant 

It is also possible to estimate Kio, via polyparameter LFERs such as Eq. 7-9 (with 
the coefficients in Table 7.2), provided that all the necessary parameters are known 
for the compound of interest. Note that such polyparameter LFERs are also used to 
characterize stationary phases in chromatographic systems such as the ones 
described above (Abraham et al., 1997). Such information provides the necessary 
knowledge about the molecular interactions between a given set of compounds and a 
given stationary phase. This understanding is very helpful for establishing logical 
one-parameter LFERs (Eqs. 7-12 and 7-14) for prediction of K,, values. 

The Atom/Fragment Contribution Method for Estimation of the 
Octanol-Water Partition Constant 

Finally, the fragment or group contribution approach is widely used for predicting 
Kio, values solely from the structure of a given compound. We have already 
introduced this approach in very general terms in Section 3.4 (Eqs. 3-57 and 3-58), 
and we have discussed one application in Section 6.4 when dealing with the 
prediction of the air-water partition constants (Eq. 6-22, Table 6.4). We have also 
pointed out that any approach of this type suffers from the difficulty of quantifying 
electronic and steric effects between hnctional groups present within the same 
molecule. Therefore, in addition to simply adding up the individual contributions 
associated with the various structural pieces of which a compound is composed, 
numerous correction factors have to be used to account for such intramolecular 
interactions. Nevertheless, because of the very large number of experimental 
octanol-water partition constants available, the various versions of fragment or 
group contribution methods proposed in the literature for estimating Ki,, (e.g., 
Hansch et al., 1995; Meylan and Howard, 1995) are much more sophisticated than 
the methods available to predict other partition constants, including Kjaw. 

The classical and most widely used fragment or group contribution method for 
estimating Ki,, is the one introduced originally by Rekker and co-workers (Rekker, 
1977) and Hansch and Leo (Hansch and Leo, 1979; Hansch and Leo, 1995; Hansch 
et al., 1995). The computerized version of this method (known as the CLOGP 
program; note again the P is often used to denote Kiow) has been initially established 
by Chou and Jurs (1979) and has since been modified and extended (Hansch and 
Leo, 1995). The method uses primarily single-atom “fundamental” fragments 
consisting of isolated types of carbons, hydrogen, and various heteroatoms, plus 
some multiple-atom “fundamental” fragments (e.g., -OH, -COOH, -CN, -NO,). 
These fundamental fragments were derived from a limited number of simple 
molecules. Therefore, the method also uses a large number of correction factors 
including unsaturation and conjugation, branching, multiple halogenation, proxi- 
mity of polar groups, and many more (for more details see Hansch et al., 1995). 

In the following, the atom/ fragment contribution method (AFC method) developed 
by Meylan and Howard (1995) is used to illustrate the approach. This method is 
similar to the CLOGP method, but it is easier to see its application without using a 
computer program. Here, we confine ourselves to a few selected examples of 
fragment coefficients and correction factors. This will reveal how the method is 
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applied and how certain important substructural units quantitatively affect the n- 
octanol-water partitioning of a given compound. For a more detailed treatment of 
this method including a discussion of its performance, we refer to the literature 
(Meylan and Howard, 1995). 

Using a large database of Kio, values, fragment coefficients and correction factors 
were derived by multiple linear regression (Tables 7.4 and 7.5 give selected values 
of fragment coefficients and of some correction factors reported by Meylan and 
Howard, 1995). For estimating the log Kio, value of a given compound at 25”C, one 
simply adds up all fragment constants,&, and correction factors, cj, according to the 
equation 

where nk and nj are the frequency of each type of fragment and specific interaction, 
respectively, occurring in the compound of interest. 

The magnitudes of the individual atom/fragment coefficients give us a feeling for 
the contribution of each type of substructural unit (e.g., a functional group) to the 
overall Kio, of a compound. Recall that in most cases, the effect of a given subunit on 
Kiow is primarily due to its effect on the aqueous activity coefficient of the 
compound, and to a lesser extent on ‘/io. First, we note that any aliphatic, olefinic, or 
aromatic carbon atom has a positive fragment coefficient and therefore increases log 
Kiow. For aliphatic carbons, the coefficient decreases with increased branching. This 
can be rationalized by the smaller size of a branched versus nonbranched compound 
resulting in reduced cavity “costs.” Furthermore, because of the higher polariza- 
bility of n-electrons, olefinic and aromatic carbon atoms have a somewhat smaller 
coefficient as compared to the corresponding aliphatic carbon. Except for alipha- 
tically bound fluorine, all halogens increase K,, significantly. This hydrophobic 
effect of the halogens increases, as expected, with the size of the halogens (i.e., 
I > Br > C1> F), and it is more pronounced for halogens bound to aromatic carbon as 
compared to halogens on aliphatic carbon. The latter fact can be explained by the 
interactions of the nonbonded electrons of the halogens with the n-electron system, 
causing a decrease in the polarity of the corresponding carbon-halogen bond. 

With respect to the functional groups containing oxygen, nitrogen, sulfur and 
phosphorus (see also Chapter 2), in most cases, such polar groups decrease log K,, 
primarily due to hydrogen bonding. This hydrophilic effect is, in general, more pro- 
nounced if the polar group is aliphatically bound. Again, interactions of nonbonded 
or z-electrons of the functional group with the aromatic n-electron system (i.e., by 
resonance, see Chapter 2) are the major explanation for these findings. Note that in 
the case of isolated double bonds, this resonance effect is smaller. It is only one-third 
to one-half of the effect of an aromatic system. 

As illustrated by the examples in Table 7.5, application of correction factors is 
necessary in those cases in which electronic and/or steric interactions of functional 
groups within a molecule influence the solvation of the compound. A positive 
correction factor is required if the interaction decreases the overall H-donor and/or 
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Table 7.4 Selected Atompragment Coefficients,f, for log Kio, Estimation at 25°C 
(Eqs. 7-15 and 7-16) a 

AtomFragment f k  Atompragment fk 

Carbon 
-CH3 
-CH2- 
-CH< 
>C< 
=CH2 
=CH- or =C< 
c a r  

0.55 
0.49 
0.36 
0.27 
0.52 
0.38 
0.29 

Halogens 
al-F 
ar-F 
al-C1 
01-c1 
ar-C1 
al-Br 
ar-Br 
al-I 
ar-I 

Aliphatic Oxygen 
al-0-a1 
al-0-ar 
ar-0-ar 
al-OH 

ar-OH 
al-0-(P) 
ar-0-(P) 

01-OH 

Heteroatoms in Aromatic 
Systems 
Oxygen 
Nitrogen in five-member ring 
Nitrogen in six-member ring 
Nitrogen at fused ring location 
Sulfur 

Phosphorus 
% P O  
3 p = s  

0.00 
0.20 
0.3 1 
0.49 
0.64 
0.40 
0.89 
0.81 
1.17 

-1.26 

0.29 
-0.47 

-1.41 
-0.89 
-0.48 
-0.02 

0.53 

-0.04 
-0.53 
-0.73 
0.00 
0.41 

-2.42 
-0.66 

Carbonyls 
al-CHO 
ar-CHO 
al-CO-a1 
01-CO-a1 
ar-CO-a1 
ar-CO-ar 
al-COO- (ester) 
ar-COO- (ester) 
al-CON< (amide) 
ar-CON< (amide) 
>N-COO- (carbamate) 
>N-CO-N< (urea) 
al-COOH 
ar-COOH 

-0.94 
-0.28 
-1.56 
-1.27 
-0.87 
-0.20 
-0.95 
-0.7 I 
-0.52 
0.16 
0.13 
1.05 

-0.69 
-0.12 

Nitrogen-Containing Groups 
al-NH2 
al-NH- 
al-N< 
ar-NH2, ar -NH-, ar-N< 
al-N02 
ar-N02 
ar-N=N-ar 
al-C-N 
ar-C=N 

Sulfur-Containing Groups 
al-SH 
ar-SH 
al-S-a1 
ar-S-a1 
al-SO-a1 
ar-SO-a1 
al-SO2-a1 
ar-S02-al 
al-S02N< 
ar-S02N< 
ar-S03H 

-1.41 
-1.50 
-1.83 
-0.92 
-0.81 
-0.18 

0.35 
-0.92 
-0.45 

-0.40 
0.05 

-2.55 
-2.1 1 
-2.43 
-1.98 
-0.44 
-0.21 
-3.16 

a Data from Meylan and Howard (1995); total number of fragment constants derived: 130; 
a1 = aliphatic attachment, 01 = olefinic attachment; ar = aromatic attachment. 
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Table 7.5 Examples of Correction Factors, cj, for log Ki, Estimation at 25°C 
(E~s. 7-15 and 7-16) 

Description cj Description Ci 

Factors Involving Aromatic Ring Substituent Positions 

o-OHI-COOH 1.19 o-N< /two arom. N 
o-OH/-COO-(ester) 1.26 o-CH3/-CON< (amide) 
o-N /-CON< (amide) 0.62 2 x o -CH3/-CON< (amide) 

o-OWtwo arom. N 0.90 o,m,p-N02/-OH or -N< 
0-N< /arom. N 0.64 p-OHICOO-(ester) 

o-OWarom. N 0.45 p-N/-OH 

Miscellaneous Factors 

More than one aliph. -COOH -0.59 Symmetric triazine ring 
More than one aliph. -OH 0.4 1 Fused aliphatic ring 
&Amino acid -2.02 connection 

1.28 
-0.74 
-1.13 
-0.35 
0.58 
0.65 

0.89 

-0.34 

Data from Meylan and Howard (1995); total number of correction factors derived: 235. 
o = ortho,m = metu,p =para substitution. See Illustrative Example 7.2. 

H-acceptor capability of the compound. The factor is negative, if the opposite is true. 
Examples of the former case are ortho-substitutions in aromatic systems leading to 
intramolecular H-bonding (e.g., -COOH/-OH; -COOR/-OH; -OH/-OH), or sub- 
stituents in any position that decrease the electron density at a polar group (e.g., -OH 
or -N< with -NO2). Examples in which negative correction factors have to be 
applied include ortho-substitutions in aromatic systems that cause a disturbance of 
the resonance of a polar group with the aromatic system (the attachment has a more 
aliphatic character, e.g., -CH3/-CONH2), or the presence of several polar groups 
leading to a higher overall polarity of the molecule. For a more comprehensive 
collection of all the 235 correction factors derived for this method, see the paper by 
Meylan and Howard (1995). Some examples of the use of Eq. 7-15 are given in 
Illustrative Example 7.2. 

Finally, one should recognize that if the log Ki ,  value of a structurally related com- 
pound (rel.compd) is known, the estimation expression is simplified and the 
accuracy of the result is improved using: 

lOgKi, =logK~ow(rel.compd)-I:~k .fk + x n k  *fk - x n j  *cj +Cnj*cj (7-16) 
k k j j 

fragments corrections 
removed added removed added 

Some applications of Eq. 7-16 are given in Illustrative Example 7.3. 
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Illustrative Example 7.2 

0 
II 

CH,-C-0-CH,-CH, 

ethyl acetate 

2- s-butyl-4,6-dinitrophenol 
(Dinoseb) 

Estimating Octanol-Water Partition Constants from Structure Using the 
Atom /Fragment Contribution Method 

Problem 

Estimate the K,,, values at 25°C of (a) ethylacetate, (b) 2,3,7,8-tetrachloro- 
dibenzodioxin, (c) the herbicide 2-s-butyl-4,6-dinitrophenol (Dinoseb), (d) the 
insecticide parathion, and (e) the hormone testosterone using solely the fragment 
coefficients and correction factors given in Tables 7.4 and 7.5 (Eq. 7-15). 

Answer (a) 

Fragment . f i x  

-CH, 0.55 
-CH,- 0.49 
al-COO-(ester) -0.95 

Answer (b) 

Fragment h x  

Car 0.29 
ar-C1 0.64 
ar-0-ar 0.29 

Answer (c) 

Fragment . f i x  

-CH, 0.55 
-CHz- 0.49 
-CH< 0.36 
Car 0.29 
ar-OH -0.48 
ar-NO, -0.18 

Corr. Factor cj x 

o,m,p-NOzlOH 0.58 

IZk = Value 

2 1.10 
1 0.49 
1 -0.95 

+0.23 

logK,, (est.) 0.87 
(exp.) 0.73 

IZk = Value 

12 3.48 
4 2.56 
2 0.58 

+0.23 

log Ki,, (est.) 6.85 
(exp.) 6.53 

IZk = Value 

2 1.10 
1 0.49 
1 0.36 
6 1.65 
1 -0.48 
2 -0.36 

= Value 

1 0.58 
+0.23 

log Ki,, (est.) 3.57 
(exp.) 3.56 

Note: Since it is not clear whether in the case of two nitro substituents the correction 
factor has to be applied twice, both scenarios have been calculated. Comparison 
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with the experimental value suggests that the correction factor has to be applicated 
only once. 

Answer (d) 

Fragment 
CH, - CH, - O-P- 

P 
y 2  

CH, 

parathion 

-CH, 
<H,- 
al-0-P 
P=S 
ar-0-P 
c a r  

ar-NO2 

testosterone 

Answer (e) 

Fragment 

-CH, 
-CH2- 
-CH< 
>C< 
=CH- or =C< 
al-OH 
01-CO-a1 

Con. Factor 

fused aliph 
ring.corr. 

f k x  

0.55 
0.49 

-0.02 
-0.66 
+0.53 

0.29 
-0.18 

h x  

0.55 
0.49 
0.36 
0.27 
0.38 

-1.41 
-1.27 

cj x 

-0.34 

nk = Value 

2 1.10 
2 0.98 
2 -0.04 
1 -0.66 
1 0.53 
6 1.74 

+0.23 

log Ki,, (est.) 3.70 
(exp.) 3.83 

1 -0.18 

nk 

2 
8 
4 
2 
2 
1 
1 

= Value 

1.10 
3.92 
1.44 
0.54 
0.76 

-1.41 
-1.27 

= Value 

6 -2.04 
+0.23 

log Ki,, (est.) 3.27 
(exp.) 3.32 

Illustrative Example 7.3 Estimating Octanol-Water Partition Constants Based on Experimental Ki,,’s 
of Structurally Related Compounds 

Problem 

Estimate the K,,, values at 25°C of the following compounds based on the expe- 
rimental K,,, values of the indicated structurally related compounds: (a) benzoic 
acid dimethylaminoethyl ester from benzoic acid ethyl ester (log K,,, = 2.64), 
(b) the insecticide methoxychlor from DDT (log K,,, = 6.20), (c) the insecticide 
fenthion from parathion [log K,,, = 3.83, see Ill. Ex. 7.2, Answer (d)], and (d) the 
hormone estradiol from testosterone [log K,,, = 3.32, see Ill. Ex. 7.2, Answer (e)]. 
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19 ,CH, Answer (a) u& 0- CH, - CH 2 q  - Fragment 
CH3 

Starting Kiow 
benzoic acid dimethylaminoethylester Add k H , -  

XH3 
al-N< 

Answer (b) 

C H 3 + - K Q - o c H 3  Fragment 

Starting Kiow 
Remove ar-C1 
Add -CH, 

methoxychlor 

al-0-ar 

f k x  nk = Value 

2.64 
0.55 1 0.49 
0.55 1 0.55 

-1.83 1 -1.83 

log Kiow (est.) 2.85 
(exp.) 2.06 

benzoic acid ethylester 

f k x  nk = Value 

6.20 
0.64 2 -1.28 
0.55 2 1.10 

-0.47 2 -0.94 

log Kiow (est.) 5.08 
(exp.) 5.08 

DDT 

Hence, by substitution of 2 chlorine atoms by two methoxy groups the Kiow value is 
lowered by one order of magnitude. Such insights are used by chemical manufactur- 
ers to adjust chemical properties to suit specific purposes. 

Answer (c) 

Fragment fk nk = Value 

Starting Kiow 3.83 
Remove -CH2- 0.49 2 -0.98 

ar-NO2 -0.1 8 1 +O. 18 
Add -CH, 0.55 2 +1.10 

ar-S-a1 0.05 1 1 +O 05 

log Kiow (est.) 4.18 
(exp.) 4.10 

P 
CH3 

fenthion 
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Answer (d) 

Fragment/ hlcj x 
Corr. Factor 

Starting K,, 
estradiol Remove -CH, 0.55 

-CH*- 0.49 
>C< 0.27 
=CH- or =C< 0.38 

hsed aliph. 

HO 

01-CO-a1 -1.27 

ring. con-. -0.34 

Add Car 0.29 
ar-OH 0.48 

nk/nj = Value 

3.32 
1 -0.55 
2 -0.98 
I -0.27 
2 -0.76 
1 +I .27 

2 +0.68 ? 

6 +1.74 

log Kio, (est.) 3.97 
or 3.29 

1 -0.48 

Dissolution of Organic Compounds in Water from Organic 
Liquid Mixtures-Equilibrium Considerations 

There are numerous cases of environmental contaminations in which we need to 
know how organic compounds present in liquid organic mixtures partition into an 
aqueous phase. Such cases include the dissolution of compounds from the mixtures 
into water from so-called light non aqueous phase liquids (LNAPLs, e.g., gasoline, 
diesel fbel, heating oil) or dense non aqueous phase liquids (DNAPLs, e g ,  coal tars, 
creosotes, chlorinated solvent mixtures, PCBs, hydraulic oils containing PCBs). The 
density distinction is made because if the liquid mixture density is greater than that 
of water, then the mixture tends to “fall” through water bodies and reside at loci like 
bedrock underlying aquifers or at river bottoms. In contrast, LNAPLs float on water 
tables or at the air-water interface. 

In this section, we evaluate the factors that determine the concentration of a given 
component of an LNAPL or DNAPL in an adjacent aqueous phase that is in 
equilibrium with the organic mixture. Hence, we consider a snapshot of the situation 
where we assume a constant composition of the liquid organic mixture. Of course, in 
reality, when exposed continuously to “clean” water, the composition of an LNAPL 
or DNAPL may change significantly with time, because a given mixture will 
become depleted in the more water-soluble compounds. Furthermore, depending on 
the contact time and contact area between the organic phase and the water, 
equilibrium may not be established. Therefore, a mass transfer approach has to be 
taken to describe the dissolution process. However, even for modeling the 
dissolution kinetics, the equilibrium partitioning of a given compound needs to be 
known to quantify the mass transfer gradient (see Part IV). 

As a starting point for describing the equilibrium partitioning of a given compound i 
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between a liquid organic mixture (subscript “mix”) and an aqueous phase (subscript 
“w”), we rewrite Eq. 7-1 as: 

XiW =x. . . y. . . y-1 1mx 1mx 1w 

or in terms of molar concentrations (Eq. 7-2): 

(7-17) 

(7-18) 

In order to calculate the aqueous concentration of compound i at equilibrium, one 
needs to know its mole fraction, ximix, in the mixture (or its molar concentration, 
Cimix, and the molar volume, vfix, of the mixture), as well as its activity coefficients 
in the organic (l/imix) and the aqueous (l/iw) phases. Very often, when dealing 
with complex mixtures, rfixis not known and has to be estimated. At a first 
approximation, this can be done from the density, pmix, of the liquid mixture, and by 
assuming an average molar mass, a,x, of the mixture components: 

- a,x v .  =- mx - 
Pfi* 

(7-19) 

For example, the molar mass of gasoline has been estimated as near 110 g . mol-’ and 
that of coal tar as near 150 g.mol-’ (Masters, 1998; Pice1 et al., 1988). 

Let us now consider the various factors that may influence the equilibrium partition- 
ing of an organic compound between an organic mixture and water. First, there are 
some cases in which the organic mixture originally contains a significant amount of 
a highly water-soluble compound that, at equilibrium with a water phase, may have 
dissolved to a great extent into the water leading to a cosolvent effect as discussed in 
Section 5.4. Prominent examples include the presence of oxygenated compounds 
such as methyl-t-butyl ether (MBTE), methanol, or ethanol in gasoline (Cline et al., 
1991; Poulsen et al., 1992; Heermann and Powers, 1998). We recall from Section 5.4 
that we can neglect the cosolvent effect in the water if the volume fraction of the 
organic solvent does not exceed 0.01 (1%). However, in some countries, by law, 
such polar compounds may make up 10 to 20% of the gasoline. In these cases, cosol- 
vent effects in the “aqueous” phase may be significant (for more details see, e.g., 
Heermann and Powers, 1998). To illustrate, the activity coefficient of naphthalene in 
a 20% ethanol/80% water mixture is 7 times smaller than in pure water (Table 5.8). 
In the following, we will focus on those cases for which we may assume that the 
effect of other dissolved mixture constituents on the aqueous activity coefficient of a 
given compound is minimal. Furthermore, we also neglect the effect of salts on xw 
(which has the opposite effect of a cosolvent, see Section 5.4, Eq. 5-28), which we 
would need to consider when dealing with the pollution of the marine environment 
or groundwater brines. Thus, for compounds for which xw Y::t (Section 5.2), we 
may substitute the term (yLw vw)-’in Eq. 7-18 by the liquid aqueous solubility, 
C;:‘(L), of the compound: 

- ciw = Cjmix ~ v,, . Emlx. cl;t (L) 
- 

or with ximix = Cimix. V,x : 

c, = Ximix. %mix.  CE‘ (L) 

(7-20) 

(7-21) 
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By rearranging Eq. 7-20, we may then also express the organic mixture-water parti- 
tion coefficient, K ~ x w ,  as: 

(7-22) 

Let us now evaluate in which cases we may, as a first approximation, assume that 
Raoult b law is valid. Said another way, in what cases may we set xmix in Eqs. 7-20 to 
7-22 equal to l?  From our earlier discussions on the molecular factors that determine 
the magnitude of the activity coefficient of an organic compound in an organic 
liquid, we would expect more or less ideal behavior, that is, yhix values not too 
different from 1 for (i) apolar compounds in mixtures in which the major com- 
ponents undergo primarily vdW interactions, and (ii) monopolar compounds in the 
same situation, but with the restriction that in the mixture there are no major 
constituents exhibiting a significant complementary polarity. As confirmed by 
experimental data and by model calculations using approaches such as the UNIFAC 
method (e.g., Peters et al., 1999b), examples meeting the above criteria include 
aliphatic hydrocarbons and BTEX compounds (Fig. 2.13) present in most gasolines 
and in other fuels (Cline et al., 1991; Hemptinne et al., 1998; Heermann and Powers, 
1998; Garg and Rixey, 1999), the components of mixtures of chlorinated solvents 
(Broholm and Feenstra, 1995), PAHs present in diesel fuels, coal tars, and creosotes 
(Lane and Loehr, 1992; Lee et al., 1992a,b), and PCB congeners present in pure PCB 
mixtures (e.g., Aroclor 1242) or in hydraulic oils consisting of other types of 
compounds [e.g., trialkylphenylphosphates (Luthy et al., 1997a); see also Illustra- 
tive Example 7.41. In all these cases, the y ~ x  values determined were found to meet 
the Raoult’s law criteria within less than a factor of 2 to 3, and, therefore, for 
practical purposes, xmix can be approximated as 1. 

We should note that, particularly for bipolar compounds such as, for example, cer- 
tain additives in gasoline (e.g., phenolic compounds, aromatic amines, see Chapter 
2), larger deviations from ideal behavior have to be expected (Schmidt et al., 2002). 
In addition, it should be pointed out that in mixtures containing major quantities of 
polar compounds, the activity coefficients of the various mixture compounds may 
change with time if these polar constituents are depleted during the dissolution pro- 
cess. Furthermore, when using organic mixture-water partition coefficients as de- 
fined by Eq. 7-22, changes in the molar volume of the mixture as a consequence of 
the preferential dissolution of the more water-soluble components may have to be 
considered. Finally, we should be aware that the preferential dissolution of more 
soluble compounds in a mixture leads to a higher concentration of the less soluble 
compounds and thus to increasing concentrations in the aqueous phase. This has to 
be taken into account when evaluating the long-term dynamics of complex organic 
mixtures in the environment (e.g., Mackay et al., 1996; Peters et al., 1999a). 
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Illustrative Example 7.4 Estimating the Concentrations of Individual PCB Congeners in Water that Is 
in Equilibrium with an Aroclor and an Aroclor/Hydraulic Oil Mixture 

0 Aroclor 1242 is a commercial PCB mixture with an average chlorine content of 
42%, an average molar mass @Armlor of about 265 g .  mol-’, and a density pAroclor 
of 1.39 g - c r r ~ - ~  at 25°C. Luthy et al. (1997a) have determined the composition of a 
pure Aroclor 1242 mixture, and they have measured the aqueous concentrations of 
some individual congeners established at 25°C in equilibrium with (a) the real 
Aroclor 1242 mixture and (b) a mixture of 5% (v/v) Aroclor 1242 in a hydraulic 
oil (Fyrquel 220) consisting of trialkyl-phenylphosphates (see margin), with an 
average molar mass @ ~ ~ ~ ~ ~ ~ l  of about 380 g * mol-’ at a density rFyrquel of 1.14 g -cm-3 
at 25°C. 

Rx\ J- -/R 9 
R 

Fyrquel220 

Chemical structure of Fyrquel220 
hydraulic oil (R is primarily n-bu- 

Problem 

Among the congeners investigated was 2,2’,5,5’-tetrachlorobiphenyl (TeClBP), 
which was determined to be present in the Aroclor 1242 mixture at about 3.2 mass 
percent (i.e., mass fraction m,Aroclor = 0.032 g, .g-aroclOr). The measured aqueous 
concentrations for this compound were 1.1 1 pg . L-’ (case a) and 0.10 pg . L-I 
(case b), respectively. Are these concentrations reasonable? What aqueous 
TeClBP concentrations would you have predicted from the above information, 
when assuming that Raoult’s law is valid in both cases? 

51) 

CI 

Q-Q / /  

CI CI 

i - 2,25,5’-tetrachlorobiphenyl 
(TeCIBP) 

Mi = 292.0 g . 
T, =86.5OC 
Cz = 1 o-’ mol . L- ’ 
(see Appendix C) 

Answer (a) 

Convert the mass fraction (miAroClor = 0.032) of TeClBP in the Aroclor 1242 mixture 
into the mole fraction by using the average molar mass, MArcolor, of 265 g . mol-I : 

(265) 
(292) 

- MAroclor - (0.032)- = 0.029 xi Aroclor - mi Aroclor . - - 
Mi 

Estimate the liquid aqueous solubility of TeClBP from its aqueous solubility using 
T,,, (Eqs. 5-13 and 4-41). The resulting C!i’(L) value is 3.5 x lo-’ mol-L-’. Insert 
this value together with the above calculated xi  Aroclor value and ‘yi Aroclor = 1 into 
Eq. 7- 19 to get the estimated aqueous concentration of TeClBP: 

Ci, = (0.029)( 1)(3.5 x = 1.0 x IO*rnol .L-’ 

or about 3 pg . L-’. This value is three times higher than the measured one, but it is well 
within the same order of magnitude. Since it is rather unlikely that the apolar TeClBP 
has a xAroclor value significantly smaller than 1, the discrepancy is more likely to be due 
to uncertainties in the measured mole fraction in the Aroclor 1242 mixture, in the 
aqueous concentration, and/or in the subcooled liquid solubility of TeClBP. 

Answer (b) 

Calculate the molar volumes of Aroclor 1242 and Fyrquel from the corresponding 
average molar masses and densities: 
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- 191 cm3 mol-' = 0.191 L-mol-' 
- 265 

1.39 
VAroclor = - - 

= 333 cm3 mol-' = 0.333 L . mol-' 
- 380 

1.14 VFyrquel = - 

Consider now one liter of the 5% (v/v) Aroclor/Fyrquel mixture. In this liter there 
are (0.05)/(0.191) = 0.262 moles total PCBs and (0.95)/(0.333) = 2.85 moles Fyrquel 
compounds, which yield a total number of 3.11 moles. The mole fraction of TeClBP 
in this mixture is then given by [recall that x~~~~~~~~ = 0.029, see Answer (a)]: 

= 0.0024 
(0.029) (0.262) 

(3.11) 
x. . z 

1 mx 

Insertion of this value together with Cf;' (L) = 3.5 x 
Eq. 7 -  19 yields 

mol .L-' and xmix = 1 into 

Ciw = (0.0024) (1) (3.5 x mo1.L-') = 8 x 1C9 mol-L-' 

or about 0.25 pg . L-'. Again, this value is about 3 times higher than the measured 
one, which is very consistent with the result obtained for the pure Aroclor 1242 
mixture. This suggests that the activity coefficients of TeClBP in Aroclor 1242 and 
in the Aroclor 1242/Fyrquel mixture are quite similar. From a molecular interaction 
point of view, this conclusion seems also reasonable, since the phosphate esters 
making up the Fyrquel mixtures are monopolar and exhibit about the same q values 
as the apolar PCBs (Abraham et al., 1994b). 

Questions and Problems 

Questions 

Q 7.1 

Give several reasons why it is important to know something about the partitioning 
behavior o f  a given compound between organic solvents and water. 

Q 7.2 

Which is(are) the dominating factor(s) determining the organic solvent-water 
partitioning o f  the majority of organic compounds of environmental concern? 

Q 7.3 

Why is the effect of temperature on organic solvent-water partitioning of organic 
compounds in many cases not very significant? What maximum I ArwHi 1 values 
would you expect? Give examples of solutes and organic solvents for which you 
would expect (a) a substantial positive (i.e., > 10 kJ.molF') and (b) a substantial 
negative (ie., <-I0 kJ.mol-') ArwHi value. 
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Q 7.4 

When comparing the Kirw values of the stimulant amphetamine for the solvents 
trichloromethane (chloroform, log Kicw = 2.20), n-octanol (log Kiow = 1.80), and 
n-heptane (log Kihw = 0.40), one can see that they differ quite substantially. Try to 
explain these differences. 

i = amphetamine 
(2-aminopropylbenzene) 

Q 7.5 

Imagine a compound for which AewGi is equal to zero (GZ = Gi",) in each of the 
solvent-water systems trichloromethane (chloroform)-water, n-octanol-water, and 
n-hexadecane-water. A friend of yours claims that the Kitw (= Cif / G,) values of 
such a compound are 0.22, 0.11 , and 0.06, respectively, for the three solvent-water 
systems. Another friend disagrees and claims that the Kiew values are all equal to 1. 
Who is right and why? 

Q 7.6 

What are the prerequisites for a successful estimation of Kiew (e.g., Kiow) by liquid 
chromatography? 

Q 7.7 

What are the major difficulties of any atodfragment contribution method for 
estimation of solvent-water partition constants from structure? 

Q 7.8 

What are the major factors determining the aqueous concentration of a constituent of 
a liquid organic mixture (LNAPL, DNAPL) that is in equilibrium with an aqueous 
phase? Explain Raoult's law and give some practical examples of (a) cases in which 
you can apply it to estimate the concentration of a given LNAPL or DNAPL 
constituent in water that is in equilibrium with the organic liquid, and (b) cases in 
which Raoult's law does not hold. 

Q 7.9 

When flushing a gasoline-contaminated soil in a laboratory column with clean 
water, Mackay et al. (1996) observed that after 5 pore volumes (i.e., after 5 times 
replacing the water in the column), the benzene concentration in the effluent 
decreased from initially 370 to about 75 ,ug . L-', while the 172-dimethylbenzene 
concentration increased from 1200 to 1400 pg .L-'. Try to explain these findings. 
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Problems 

P 7.1 Estimating Activity Coefficients of Organic Compounds in Organic 
Solvents 

Calculate the activity coefficients of (a) n-octane, and (b) aniline in water-saturated 
(see Table 5.1) n-hexane (yih), toluene (nt), diethylether (nd), chloroform (nc), 
n-octanol (no), and in water "/iw from the Kitw values given in Table 7.1. The aqueous 
solubilities of the two compounds are given in Appendix C. Compare and discuss the 
results. 

n-octane aniline 

P 7.2 Some Additional K,, Estimation Exercises Using the Atom/Fragment 
Contribution Method 

Estimate the Kio, values of the four compounds indicated below (a) by using only 
fragment constants and correction factors (Eq. 7-15), and (b) by starting with the 
K,, value of a structurally related compound (Eq. 7-16) that you choose from 
Appendix C. Discuss the results by comparing them with the indicated experimental 
K,, values. 

OYoH 
CI /aCl 

n-pentyl acetate 3,5-dichloro benzoic acid 
(exp. log Kiow = 2.23) (exp. log KiOw = 3.00) 

0 

II 

I 
CH,-0-P-0 

o y  
I 

CI CH, 

chlortoluron tolclofos-methyl 
(exp. log KiOw = 2.41) (exp. log K,,, = 4.56) 

P 7.3 Extraction of Organic Pollutants from Water Samples 

For analyzing organic pollutants in water, the compounds are commonly precon- 
centrated by adsorption, stripping (see Problem 6.6), or extraction with an organic 
solvent. You have the job to determine the concentration of 1-naphthol in a con- 
taminated groundwater by using gas chromatography. You decide to extract 20 mL 
water samples with a convenient solvent. In the literature (Hansch and Leo, 1979) 
you find the following Kirw value for a series of solvents: 
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Solvent ! log Kiew 

n-hexane 0.52 
benzene 1.89 

ethyl acetate (acetic acid ethyl ester) 2.60 
n-octanol 2.90 

trichloromethane (chloroform) 1.82 

Are you surprised to find such big differences in the Kifw values of 1 -naphtol for the 
various solvents? If not, try to explain these differences. You choose ethyl acetate as 
solvent for the extraction. Why not n-octanol? 

Now you wonder how much ethyl acetate you should use. Calculate the volume of 
ethyl acetate that you need at minimum if you want to extract at least 99% of the 
total 1-naphthol present in the water sample. Are you happy with this precon- 
centration step? Somebody tells you that it would be much wiser to extract the 
sample twice with the goal to get each time 90% of the total compound out of the 
water (which would also amount to 99%), and then pool the two extracts. How much 
total ethyl acetate would you need in this case? Finally, another colleague suggests 
to add 3.56 g NaCl to the 20 mL sample in order to improve the extraction efficiency. 
How much less ethyl acetate would be required in the presence of the salt? (Hint: 
Consult Table 5.7.) Is there any other effect that the addition of NaCl would have on 
the extraction, and is this effect favorable for the analytical procedure chosen? 

OH 

i = 1 -naphthol ethyl acetate 

P 7.4 A Small Accident in Your Kitchen 

In your kitchen ( T =  25°C) you drop a small bottle with 20 mL of the solvent 1,1,1- 
trichloroethane (methyl chloroform, MCF) that you use for cleaning purposes. The 
bottle breaks and the solvent starts to evaporate. The doors and the windows are 
closed. On your stove there is an open pan containing 2 L of cold olive oil. 
Furthermore, on the floor there is a large bucket that is filled with 50 L of water. The 
air volume of the kitchen is 30 m3. Calculate the concentration of MCF in the air, in 
the water in the bucket, and in the olive oil at equilibrium by assuming that the 
adsorption of MCF to any other phases/surfaces present in the kitchen can be 
neglected. Consider MCF as an apolar compound. You can find some important 
physical-chemical data in Appendix C and in Fig. 6.7. Comment on any assumption 
that you make. 

C& CI 

1,l.l-trichloroethane 
(methyl chloroform, MCF) 
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P 7.5 Evaluating Partition Constants of Chlorinated Phenols in Two Different 
Organic Solvent- Water Systems 

Kishino and Kobayashi (1 994) determined the n-octane-water (Kioct,) and 
n-octanol-water (Kio,) partition constants of a series of chlorinated phenols (see 
Table below). Plot the log K,,,, values versus the log K,, values of the 13 
compounds. Inspect the data and derive meaningfull LFERs of the type Eq. 7-7 for 
subsets of compounds. Discuss your findings in terms of the molecular interactions 
that govern the partitioning of the chlorinated phenols in the two different solvent- 
water systems. 

4 

chlorinated phenols 

compound 

1 Phenol 
2 2-Chlorophenol 
3 3-Chlorophenol 
4 4-Chlorophenol 
5 2,3-Dichlorophenol 
6 2,4-Dichlorophenol 
7 2,5-Dichloropehol 
8 2,6-Dichlorophenol 
9 3,5-Dichlorophenol 
10 2,4,5-TrichlorophenoI 
1 1 2,4,6-Trichlorophenol 
12 2,3,4,6-Tetrachlorophenol 
13 Pentachlorophenol 

-0.99 
0.74 

-0.31 
-0.41 

1.27 
1.21 
1.31 
1.48 
0.41 
1.76 
2.05 
2.58 
3.18 

1.57 
2.29 
2.64 
2.53 
3.26 
3.20 
3.36 
2.92 
3.60 
4.02 
3.67 
4.24 
5.02 

a Values given in Appendix C may differ somewhat from the ones determined 
by Kishino and Kobayashi (1994). 

P 7.6 Assessing the Dissolution Behavior of Gasoline Components 

Gasoline is a mixture of primarily aliphatic (>50%) and aromatic (- 30%) hydro- 
carbons with an average molar mass, Eg,,, of about 105 g.mol-' and a density of 
about 0.75 g.m-3 (Cline et al., 1991). In addition it contains a variety of additives 
including, for example, oxygenates (see Section 7 3 ,  antioxidants, corrosion 
inhibitors, detergents, antifreezing agents, dyes, and many more (Owen, 1989). 
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You are confronted with a gasoline spill underneath a gas station. Among the com- 
pounds that are of great concern with respect to groundwater pollution are benzene 
and 3,4-dimethylaniline (DMA). You know that the spilled gasoline contains 2 vol- 
ume percent benzene and 10 mg . L-' DMA. Furthermore, in the literature you find 
experimental gasoline-water partition coefficients (Eq. 7-22) of 300 L, . L-iasoline for 
benzene (Cline et al., 1991) and 30 L, -L&o,ine for DMA [determined by Schmidt et 
al. (2002) at pH8 where DMA is present primarily as neutral species (see Chapter 
8)]. Note that these coefficients have been determined for other brands of gasoline. 
Answer now the following questions. 

(a) Using the gasoline-water partition coefficients reported in the literature (see 
above), calculate the activity coefficients of benzene and DMA in the gasoline 
mixture of interest. Which of the two values do you trust more? 

(b) What benzene and DMA concentration would you expect in groundwater that is 
in equilibrium with a large pool of the spilled gasoline at 25°C (i.e., assume that the 
gasoline composition is not altered significantly by the dissolution of the 
components in the aqueous phase). 

(c) In the aqueous phase that is in equilibrium with the spilled gasoline, you measure 
a naphthalene concentration of 1 mg . L-'. How much naphthalene does the gasoline 
contain? Comment on any assumption that you make. 

You find all necessary data in Appendix C. 

Hint: To estimate the mole fraction of a given gasoline component from its volume 
fraction, use Eq. 5-34 by assuming a binary mixture of the component with a solvent 
that has the average molar volume of the whole gasoline mixture. 

benzene 3,4-dimethylaniline naphthalene 
(3,4-DMA) 
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Introduction 

Until now, we have confined our discussions about compound properties to neutral 
chemical species. Some important environmental organic chemicals may, however, 
undergo proton transfer reactions resulting in the formation of charged species (e.g., 
anions or cations: see examples given in Tables 8.1 and 8.2). These charged species 
have very different properties and reactivities as compared to their neutral counter- 
parts; thus, it is important to know whether and to what extent the molecules of an 
organic compound may form ions in a given environmental system. 

A proton transfer can occur only if an acid (HA), that is, a proton donor (Brsnsted 
and Pedersen, 1924), reacts with a base (B), that is, aproton acceptor, since isolated 
protons are quite unstable species: 

HA + A-+H+ 
H + + B  + BH+ 

H A + B  e B H + + A -  

Note that A- is called the conjugate base of HA and BH+ the conjugate acid of B. 
Proton transfer reactions as described by Eq. 8-1 are usually veryfast and reversible. 
It makes sense then that we treat such reactions as equilibriumprocesses, and that we 
are interested in the equilibrium distribution of the species involved in the reaction. 
In this chapter we confine our discussion to proton transfer reactions in aqueous 
solution, although in some cases, such reactions may also be important in nonaqueous 
media. Our major concern will be the speciation of an organic acid or base 
(neutral versus ionic species) in water under given conditions. Before we get to that, 

however, we have to recall some basic thermodynamic aspects that we need to 
describe acid-base reactions in aqueous solution. 

Thermodynamic Considerations 

Organic Acids, Acidity Constant 

Let us first consider the reaction of an organic acid (HA) with water which, in reac- 
tion Eq. 8-1, plays the role of the base: 

HA+H,O + H,O'+A- (8-2) 

So far, we have used the pure liquid compound as reference state for describing the 
thermodynamics of transfer processes between different media (Chapter 3). When 
treating reactions of several different chemical species in one medium (e.g., water) it 
is, however, much more convenient to use the infinite dilution state in that medium 
as the reference state for the solutes. Hence, for acid-base reactions in aqueous solutions, 
in analogy to Eq. 3-34, we may express the chemical potential of the solute i as: 
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In this case, the standard chemical potential corresponds to the standard free energy 
of formation of the species i in aqueous solution, that is: 

p,!" = AfG!(aq) (8-4) 

at given po  and T (1 bar, e.g. 25"C), Y i  is the activity coeficient, [i] is the actual 
concentration of the species i, and [i]' is its concentration in the standard state. For 
our treatment of acid-base reactions we will set [i]' = 1 M. 

Note that we use the prime superscript to denote the infinite dilution reference state 
(as opposed to the pure liquid state), and that we omit any subscript to indicate that 
we are dealing with aqueous solutions. Also note that because we have chosen the 
aqueous solution as reference state, yi will in many cases not be substantially different 
from 1. Exceptions are the charged species at high ionic strength as, for example, 
encountered in seawater (see below). 

Before we go on to define the acidity constant of a given organic acid in water, we 
need to introduce a thermodynamic convention for scaling such constants. We do 
this relative to H,O+ in that we define the dissociation of H,O+ in water to have a 
standard fi-ee-energy change A,Go = 0, which means that the equilibrium constant of 
this reaction is equal to 1 : 

H,O++ H,O+H+ ;4Go=OJ.mol- '  or K = l  (8 -5)  

Note that this is equivalent to the definition that the free energy of formation of 
the proton in aqueous solution is equal to zero [i.e., A,G;+ (aq) = 0 at any temperature 
(for more details see, e.g., Stumm and Morgan, 1996)l. Hence, we can rewrite Eq. 8-2 
as: 

HA- H'+A- (8-6) 

By setting [i]' = 1 M and pE+ = AfGi+ (aq) = 0 J .  mol-' we can now express the 
chemical potentials of the three species in reaction Eq. 8-6 by: 

P A -  = pr- + RTlnya- [A-] 

Let us now first consider the situation in which equilibrium of reaction Eq. 8-6 is not 
yet reached. From Eqs. 3-20 and 3-21 (Chapter 3) it is easy to see that if the reaction 
proceeds by the increment dn,, the change in the total free energy of the system 
considered is given by: 
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The quantity dGldn, is referred to as the free energy of reaction, which we denote as 
A,G. Hence: 

ArG = +HA + YH+ + /l A- (8-9) 

We will discuss this quantity in more detail in Chapter 12 where we introduce 
reactions for which we may not assume that they are in equilibrium. Here, we 
are interested only in the equilibrium situation; that is, the situation in which 
ArG = 0. By inserting Eq. 8-7 into Eq. 8-9 and setting A,G = 0 we obtain after 
some rearrangement: 

(YH+[H+l)(Y,-[A-l) 

( Y d H A I )  
0 = -p& + ,u:- + RT In (8-10) 

The algebraic sum of the standard chemical potentials is called the standard free 
energy of reaction and is denoted as A,Go. In our case: 

Hence, the equilibrium constant, Ki,, which is commonly referred to as acidity 
constant or acid dissociation constant of the acid i = HA, is given by: 

(8-12) 

When determining Ki, values of organic acids, one generally uses techniques by 
which the hydrogen ion activity [pH = -log (YL+ [H’])] is measured, while HA and 
A- are determined as molar concentrations. Thus, many acidity constants reported in 
the literature are so-called “mixed acidity constants” which are operationally de- 
fined for a given aqueous medium (e.g., 0.05 - 0.1 M salt solution): 

(8-13) 

In some cases, the “true” thermodynamic K,, values are extrapolated by measure- 
ments of Kl: values at different ionic strengths, and by estimating the activity 
coefficients, particularly yk-, using, for example, the Davies equation (for details 
see Stumm and Morgan, 1996). Considering the uncertainties in the measure- 
ments, it is, however, reasonable to assume that at the moderate to low ionic 
strength at which KL: values are determined, we can set Kit K,,. For our following 
discussions, we will also assume that yHA and ya- are approximately 1. Note that 
when we are dealing with saline waters (e.g., seawater), the Kll values may differ 
more substantially from Kla [e.g., a factor of 2 has been found for some phenols 
(Demianov et al. 1995)l. 

When assuming that y k =  ya. = 1, and by using the common chemical shorthand of 
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pX = - log X, we can rewrite Eq. 8-13 as: 

[A- 1 
[HA1 

log - = log K,, - log (~i+ [ H' 1) = pH - pK,, (8-14) 

Eq. 8-14 allows us now to visualize the meaning of the acidity constant for a given 
organic compound. We can see that the pKia is a measure of the strength of an organic 
acid relative to the acid-base pair H30+ / HzO. For example, the pKia identifies at 
which hydrogen ion activity (expressed by the pH) our organic acid is present in 
equal parts in the dissociated (A- ) and nondissociated (HA) forms: 

[A- ] = [HA] at pH = pKia (8-15) 

If the pKia of an organic acid is very low (i.e., pKia z 0 to 3), we speak of a strong 
organic acid. A strong acid has a high tendency to deprotonate even in an aqueous 
solution of high H' activity (low pH). Examples of strong organic acids are 
trifluoroacetic acid, 2,4-dinitrobenzoic acid, and 2,4,6-trinitrophenol (see Table 8.1). 
Consequently, at ambient pH values (i.e., pH = 4 to 9), such acids will be present in 
natural waters predominantly in their dissociated form, that is, as anions. The other 
examples given in Table 8.1 show that organic acids of environmental concern cover 
a broad pKia range. Logically, weaker acids are those with higher pK,, values. Hence, 
very weak acids (ie., pKi, 2 10) will be present in natural waters primarily in their 
nondissociated form. Many important organic acids, however, have pKi, values 
between 4 and 10. In these cases, exact knowledge of the pKLa value is necessary 
since, as already pointed out, the environmental behavior of the dissociated form of 
the molecule is very different from that of the nondissociated form. 

Organic Bases 

By analogy with the acids, we can define a basicity constant for the reaction of an 
organic base (i = B) with water: 

B + H,O + OH- + BHS 
(8-16) 

Here the reaction of a neutral base with water results in the formation of a cation. To 
compare acids and bases on a uniform scale, it is convenient to use the acidity 
constant of the conjugate acid ( i  = BH') as a measure of the base strength: 

BH+ e H+ + B 

(YH+ [H'I)(YdBl) 

(Y&+ LBH'I) 
Ki, = (8-17) 

Kib and Ki, are quantitatively interrelated by the ionization constant of water (ion 
product of water), K,: 
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Table 8.1 Examples of Neutral Organic Acids 

Acid i (HA) 

Name Structure 

pKia a Fraction in Neutral 
(25°C) (Acid) Form at pH 7 

a i a  

Carboqlic Acids (R-COOH ==== R-COO -+ H 

(TFN ‘$OH F -  PO2 

Trifluoroacetic acid 0.40 

2,6-Dinitrobenzoic acid 1.14 

NO, 

4-Nitrobenzoic acid 

Benzoic acid 

Acetic acid 

3 

3.44 

4.19 

4.75 

Hexanoic acid OH 4.89 

Phenolic Groups (Ar-OH ==== Ar-O-+ H +  ) 

2,4,6-Trinitrophenol O*N 4 0 H  0.38 

NO2 
Pentachlorophenol Cl* OH 4.75 

2-Nitrophenol 7.20 

2-Naphthol 9.51 

Phenol 0 0 1 - 1  9.90 
/ 

10.90 

Miscellaneous Groups ( A H  = A- + H + )  

S03H 
I 

1-Naphthalene- 
sulfonic acid 

< 0.001 

< 0.001 

<0.001 

0.002 

0.006 

0.008 

< 0.001 

0.006 

0.613 

0.997 

0.998 

> 0.999 

p-Toluenesulfonic acid 0.70 < 0.001 

Thioacetic acid >SH 3.33 < 0.001 

6.50 0.240 

/\SH 10.61 >0.999 

Thiophenol 

Ethanethol 

Aliphatic alcohols R” OH > 14 >> 0.999 

~~ 

a From Dean (1985) and Lide (1995). See Eq. 8-21 
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Table 8.2 Examples of Neutral Organic Bases 

Base i (B) PKi, a Fraction in Neutral 
(Base) Form at pH 7 (= pKBH+) 

Name Structure (25°C) (1-aJ 

I i 

I i 
Aliphatic and Aromatic Aminogroups (Ar - or R - N +  H A r -  or R - N : + H + )  

4-Nitroaniline O , N ~ & ,  . . 1.01 
y 2  

- 

1 -Naphthylamine 3.92 

4-Chloroaniline CI - p H ,  3.99 

Aniline G i H 2  4.63 

N,N-Dimethylaniline 5.12 

Trimethylamine y- 9.81 

- 

n-Hexylamine  mi^, 10.64 

Piperidine O H  11.12 

\\ \\ 

/ IN:+  H + )  
Heterocyclic Nitrogen ( N+-H 5 

4-Nitropyridine 0 , N o :  1.23 

4-Chloropyridine 3.83 

- 

Pyridine 0.. 5.25 

5.40 
_ _  

Isoquinoline 

Benzimidazole 5.53 

7.00 I-\ 
:N+/NYI I mid az o 1 e 

Benzotriazole 8.50 

< 0.999 

0.999 

0.999 

0.996 

0.987 

0.002 

< 0.001 

< 0.001 

> 0.999 

> 0.999 

0.983 

0.975 

0.967 

0.500 

0.03 1 

a From Dean (1985) and Lide (1995). See Eq. 8-21. 
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Table 8.3 Acidity Constants (pKi,) of Some Organic Acids and of H20 at 
Different Temperatures 

PKia 

Acid (i) (HA, BH') a 0°C 10°C 20°C 30°C 40°C 

4-Nitrobenzoic acid 3.45 3.44 3.44 3.45 
Acetic acid 4.78 4.76 4.76 4.76 4.77 
2-Nitrophenol 7.45 7.35 7.24 7.15 
Imidazole 7.58 7.33 7.10 6.89 6.78 
4-Aminop yridine 9.87 9.55 9.25 8.98 8.72 
Piperidine 1 1.96 11.61 11.28 10.97 10.67 
H20 14.94 14.53 14.16 13.84 13.54 

a For structures see Tables 8.1 and 8.2. From Dean (1985) and Schwarzenbach et al. (1988) 

K, = Kja . &, = (yL+ [H+])(y& [OH-]) = 1.01 X (8-18) 

at 25°C for pure water. Note that K, is strongly temperature dependent (see also 
Table D2, Appendix D). Using our pX nomenclature: 

PKia = P K ~  - PK, (8-19) 

From Eq. 8-19 it follows that the stronger the acid (low pKia), the weaker is the 
basicity of its conjugate base (high pK,), while the stronger the base (low pK,), the 
weaker its conjugate acid (high pKa). Thus, a neutral base with a pKib value < 3 (i.e., 
the pKia of the conjugate acid > 11 !) will be present in water predominantly as a 
cation at ambient pH values. Some examples of important organic bases are shown 
in Table 8.2. 

Effect of Temperature on Acidity Constants 

In analogy to the temperature dependence of equilibrium partition constants (Eqs. 3-47 
to 3-54, Section 3.4), the effect of temperature on Kia over a small temperature range 
can be described by: 

(8-20) 

where A&@ is the standard enthalpy of reaction of the reactions Eqs. 8-6 and 8-17, 
respectively. In general, A f l  is very small for strong acids and increases with 
increasing pKia value. Hence, for stronger acids we may neglect the effect of temperature 
on K,, whereas for very weak acids this effect is very substantial. For example, the 
ionization constants of piperidine and water (K,) change by about one order of 
magnitude between 0 and 30°C, whereas for 4-nitrobenzoic acid or acetic acid al- 
most no temperature dependence is observed (Table 8.3). 
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Speciation in Natural Waters 

Given the pKi, of an organic acid or base, we can now ask to what extent this 
compound is ionized in a natural water; that is, what are the relative abundances of 
the neutral versus the charged species? The pH of a natural water is primarily 
determined by various inorganic acids and bases (e.g., H2C03, HCO,, CO:-) which 
are usually present at much higher concentrations than the compounds that interest 
us (Stumm and Morgan, 1996, Chapters 3 and 9). These acids and bases act as 
hydrogen ion buffers (pH buffers), meaning that the addition of a very small quantity 
of acid or base will lead to a much smaller change in pH as compared to a nonbuf- 
fered solution. We can easily visualize this buffering effect by the following simple 
example. Let us assume that a hypothetical acid-base pair has a pKia = 7.00, so its 
undissociated and its dissociated forms are present at equal concentrations in one 
liter of water, say mol .L-’. According to Eq. 8.14, the pH of this aqueous solu- 
tion will then be: 

10-~ mol . L-’ 
10-~ mol . L-’ 

pH = 7.00 + log = 7.00 

If we now add moles of a strong organic acid (i.e., we add moles H+), for 
example, 2,4,6-trinitrophenol (which would correspond to a total concentration of this 
compound of lop5 mol L-’ or 2 mg . L-’), the pH would change by less than 0.01 units: 

0.99 x mol .L-’ 
1.01x10-~mol.~-’ 

pH = 7.00 + log = 6.991 

h As a first approximation then, we may assume that adding a “trace” organic acid or 
base (where trace < 0.1 mM) to a natural water will, in most cases, not significantly 
affect the pH of the water. 

For a given pH, we may now express the fraction of our organic acid (denoted as 
HA, the same holds for BH’) present in the acid form in the water, a,,, by: 

- 06 -D 
~0~~ 0 04 

C .- 

.- + 
0 

1 

[A- 1 
[HA1 

~ ~ I 

g o  [HA1 - 

[HAl+IA-l- 1+- 
-3 -2 -1 pK,, +I +2 +3 a r a  = 

PH 

(8-2 1) Figure 8.1 Fraction in acid form as 

present at equal concentrations, 

function of pH. Note that at pH = 
pK,,, the acid and base forms are 

i e., [HA] = [A 1; [BH’] = [B]. 

1 - - 
1 + 10‘PH-PKm’ 

Tables 8.1 and 8.2 give calculated a,, and (1-a,,) values, respectively, for various 
acids and bases in water at pH 7. Fig. 8.1 shows schematically the speciation of a 
given acid (or base) as a function of pH. Some example calculations are given in 
Illustrative Example 8.1. It should be reemphasized that the neutral and ionic 
“forms” of a given neutral acid (base) behave very differently in the environment. 
Depending on the process considered, either the neutral or ionic species may be the 
dominant factor in the compound’s “reactivity,” even if the relative amount of that 
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Illustrative Example 8.1 Assessing the Speciation of Organic Acids and Bases in Natural Waters 

Problem 

Calculate the fraction of (a) pentachlorophenol (PCP), (b) 3,4-dimethylaniline 
(DMA), and (c) ortho-phthalic acid (0-PA) present at 25°C as neutral species in a 
raindrop (pH = 4.0) and in lake water (pH = 8.0). For o-PA calculate also the 
fractions of the other two species present. 

Answer (a) 
For PCP, the acid form is the neutral species (i.e., fraction = a,,). Insertion of pK,, 
and the appropriate pH into Eq. 8-2 1 yields: 

CI 

i = pentachlorophenol 
(PCP) 

PK,~ = 4.75 

i = 3,4-dimethylaniline 
@MA) 

pK, = 5.28 

FOOH 

b C O O H  

i =  ortbphthalic acid 
(@PA) 

pK,, = 2.89 
pK, = 5.51 

a,, at pH 4.0 = 0.85 and a,, at pH 8.0 = 0.00056 

Answer (b) 
For DMA, the base form is the neutral species (ie., fraction = 1 - a,,). Hence, 1 - a, 
is given by (use Eq. 8-21): 

Insertion of pKia and pH into Eq. 1 yields: 

(1 - a,,) at pH 4.0 = 0.050 and (1 - aia) at pH 8.0 = 0.998 

Answer (c) 
0-PA is a diprotonic acid (i.e., H2A) with the two acidity constants (denote 
y;+ [H+l as W+H: 

Hence, the fraction of the three species at a given pH can be expressed as: 

[A2-] K * K  

with [H2A- {H'} [H2A]- {H+}2 
one gets: mA-1 KIal and - ial ia2 -- 

In analogy, you can derive the equation for the other two species. The result is: 
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and: 1 

Insertion of pKi,, and pKia and of the appropriate pH value into Eqs. 2 to 4 then yields 

species is very low. 

So far, we have dealt with organic acids and bases that possess only one acid or base 
group in the pK, range of interest. There are, however, compounds with more than 
one acid or base function. An example of a “two-protic acid” is given in Fig. 8 . 2 ~ .  
In such cases, it is possible that a molecule is present in aqueous solution as a doubly 
charged anion. Similarly, as illustrated by 1,2-diaminopropane in Fig. 8.2b, a 
“two-protic” base may form doubly charged cations. A very interesting case in- 
volves those compounds that have both acidic and basic functions, such as amino 
acids and the hydroxy-isoquinoline shown in Fig. 8 . 2 ~ .  Here it is not always possible 
to unambiguously specifL a proton transfer reaction in terms of the actual chemical 
species involved. In the case of a simple amino acid, for example, proton transfer 
may occur by two different pathways: 

R- CH- COOH 
I 

R - CHL COOH R - CH- COO- 
I I 

+ NH, NH2 \ R-YH-COO- 

+NH, 
(“zwitterion”) 

Although four microscopic acidity constants (Ki , ,  K:,, Ki2,  K i 2 )  may be defined, 
only two apparent (macroscopic) acidity constants Kal, and b, may be determined 
experimentally (Fleck, 1966, Chapter 5) :  

(8-22) 

By comparing the magnitude of K,, and K, with the K, values of structurally compa- 
rable acid functions, one can, however, conclude whether zwitterion formation is 
important. In the case of the amino acids with pKi,, = 2 to 3 and pKia2 = 9 to 11 , 
zwitterion formation is very likely, since pKial is very similar to that of a carboxylic 
acid carrying an electron-withdrawing a-substituent (compare with chloroacetic 
acid in Table 8. l), and the pKi, corresponds to that of an aliphatic amine (see examples 
in Table 8.2). In contrast, for 7-hydroxy-isoquinoline (Fig. 8 . 2 ~ ) ~  zwitterion formation 
is very unlikely, since the pKi,, corresponds to that exhibited by the nitrogen in 
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Figure 8.2 Relative amounts of the 
conjugate acid-base species as a 
function of pH for some com- 
pounds exhibiting more than one 
acid or base moiety: 
(a )  4-hydroxy benzoic acid, 
(b) 1,2-diaminopropane, and 
( c )  7-hydroxy-isoquinoline. 
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isoquinoline (Table 8.2), and the pKial is more typical of monosubstituted 
2-naphthols (compare with 2-naphthol, Table 8.1). Finally, note that for compounds 
such as amino acids and hydroxy-isoquinolines, a pH value exists at which the average 
net charge of all species present is zero. This pH value is called the isoelectricpH 
and is given by: 

(8-23) 

Chemical Structure and Acidity Constant 

Overview of Acid and Base Functional Groups 

Tables 8.1 and 8.2 give the range of pKia values for some important hnctional 
groups that have either proton-donor or proton-acceptor properties. As already 
pointed out, we are primarily interested in compounds having pKja values in the 
range of 3 to 11; therefore, the most important functional groups we have to consider 
include aliphatic and aromatic carboxyl groups, aromatic hydroxyl groups (e.g. 
phenolic compounds), aliphatic and aromatic amino groups, nitrogen atoms incor- 
porated in aromatic compounds, and aliphatic or aromatic thiols. The range in pKia 
values for a given functional group may vary by many units because of the structural 
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Table 8.4 Inductive and Resonance Effects of Some Common Substituents a 

Effect Substituents 

Inductive 

S02R, NH; , NO2, CN, F, C1, Br, COOR, I, COR, OH, OR, SR, phenyl, NR2 

Resonance 

+ I 0-, NIT, alkyl 
- I 

+ R 
- R 

F, C1, Br, I, OH, OR, NH2, NR2, NHCOR, 0-, NH- 
NO2, CN, C02R, CONH2, phenyl, COR, S02R 

From Clark and Perrin (1964). A plus sign means that the effect increases the pK,; a minus sign 
means that the effect decreases the pK,. 

characteristics of the remainder of the molecule. Depending on the type and number 
of substituent groups on the aromatic ring, for example, the pKi, values for substituted 
phenols may differ by almost 10 units (Table 8.1). It is necessary, therefore, that we 
make an effort to understand the effects of various structural entities on the acid or 
base properties of a given functional group. To this end, we recall that the standard 
free energy, ArGo, for the proton dissociation reaction is given by the difference in 
the standard free energies of formation of the acid and conjugate base in aqueous 
solution (Eq. 8-1 1). Therefore, when comparing acidity constants of compounds 
exhibiting a specific acid or base functional group, the question is simply how much 
the rest of the molecule favors (decreases the free energy of formation) or disfavors 
(increases the free energy of formation) the ionic versus the neutral form of the com- 
pound in aqueous solution. Hence, we have to evaluate electronic and steric effects 
of substituents on the relative stability of the acid-conjugate base couple considered. 

Inductive Effects 

Let us first consider a simple example, the influence of a chloro-substituent on the 
pKa of butyric acid: 

i = CH,CH,CH,COOH CH,CH,CH,COOH CH,CHCH,COOH CH,CH,CHCOOH 
I I I 
CI CI CI 

P K, 4.81 4.52 4.05 2.86 

In this example, we see that if we substitute a hydrogen atom by chlorine, which is 
much more electronegative than hydrogen (see Chapter 2), the pKa of the carboxyl 
group decreases. Furthermore, the closer the electron-withdrawing chlorine substit- 
uent is to the carboxyl group, the stronger is its effect in decreasing the pKa. We can 
intuitively explain these findings by realizing that any group that will have an 
electron-withdrawing effect on the carboxyl group (or any other acid function) will 
help to accommodate a negative charge and increase the stability of the ionized 
form. In the case of an organic base, an electron-withdrawing substituent will, of 
course, destabilize the acidic form (the cation) and, therefore, also lower the pKa. 
This effect is called a negative inductive effect (-1). Table 8.4 shows that most func- 
tional groups with which we are concerned have inductive electron-withdrawing 
(-1) effects, and only a few have electron-donating (+I) effects such as, for example, 
alkyl groups: 
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CH,-OH ==== CH,-0- +H+ pKa = 16 (4 

O O H  ==== H+ + 

pKa = 9.92 

+ 

r 1 

pKa = 4.63 

[ G 6 H z  - - - o f . 1 H 2 -  - O f . 1 H I  

Figure 8.3 Effect of delocaliFation 
on the pK, of -OH and - NH, . 

- 

I =  CH,COOH CH,CH,COOH 

pK, 4.75 4.87 

As illustrated by the chlorobutyric acids discussed above, in saturated molecules 
inductive effects usually fall off quite rapidly with distance. 

Delocalization Effects 

In unsaturated chemicals, such as aromatic or olefinic compounds (i.e., compounds 
with “mobile” n-electrons; see Chapter 2), the inductive effect of a substituent may 
be felt over larger distances (i.e., more bonds). In such systems, however, another 
effect, the delocalization ofelectrons, may be of even greater importance. In Chapter 
2, we learned that the delocalization of electrons (i.e., the “smearing” of n-electrons 
over several bonds) may significantly increase the stability of an organic species. In 
the case of an organic acid, delocalization of the negative charge may, therefore, lead 
to a considerable decrease in the pK, of a given fbnctional group, as one can see from 
comparing the pK, of an aliphatic alcohol with that of phenol (Fig. 8 . 3 ~ ) .  Analo- 
gously, by stabilizing the neutral species, the delocalization of the free electrons of 
an amino group has a very significant effect on the pK, of the conjugated ammonium 
ion (see Fig. 8.3b). 

In the next step, we introduce a substituent on the aromatic ring which, through the 
aromatic n-electron system, may develop shared electrons (i.e., through “resonance” 
or “conjugation”) with the acid or base function (e.g., the -OH or -NH2 group). For 
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example, the much lower pK, value of para-nitrophenol as compared with meta- 
nitrophenol may be attributed to additional resonance stabilization of the anionic 
species by the para-positioned nitro group (see Fig. 8.4). In the meta position, only 
the electron-withdrawing negative inductive effect of the nitro group is felt by the 
-OH group. Other substituents that increase acidity (i.e., that lower the pK,, “-R’ 
effect) are listed in Table 8.4. All of these substituents can help to accommodate 
electrons. On the other hand, substituents with heteroatoms having nonbonding elec- 
trons that may be in resonance with thep-electron system, have an electron-donating 
resonance effect (+R, see examples given in Table 8.4), and will therefore decrease 
acidity (i.e., increase pK,). Note that many groups that have a negative inductive 
effect (-1) at the same time have a positive resonance effect (+R). The overall impact 
of such substituents depends critically on their location in the molecule. In monoar- 
omatic molecules, for example, resonance in the meta position is negligible, but will 
be significant in both the ortho and para positions. 

Proximity Effects 

Another important group of effects are proximity effects; that is, effects arising from 
the influence of substituents that are physically close to the acid or base function 
under consideration. Here, two interactions are important: intramolecular (within 

para-nitrophenol 
r- 

0 
‘ P O O H  = Ht + 

-0  

pK, = 7.1 5 

L 

meta-nitrophenol 
r- 

QOH ==== H+ + 
+ 

0 4  
\ 
0- 

pK, = 8.36 

Figure 8.4 Influence of the posi- 
tion of a nitro substituent on the 

I 
- O ) + O O  

- -0 

T I  

O=N’ O=N 
\ \ 
0- 0- 

I 
-p + - + P o  

O=N O*\ 
0- 

\ 
0- 

- - 
pK, of a phenolic hydrogen. 
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Figure 8.5 Examples of proximity 
effects on acidity constants: (a)  hy- 
drogen bonding and (6) steric in- 
teractions. 

,/ aromatic ring hindered 

the same molecule) hydrogen bonding and steric effects. An example of the effect of 
intramolecular hydrogen bonding is given in Fig. 8.5a. The stabilization of the 
carboxylate anion by the hydroxyl hydrogen in ortho-hydroxy-benzoic acid (salicyl- 
ic acid) leads to a much lower pKal value and to a much higher pKa2 value compared- 
with para-hydroxobenzoic acid, in which no intramolelcular hydrogen bonding is 
possible. 

In some cases, steric effects may have a measurable impact on the pKa of a given acid 
or base function. This involves steric constraints that inhibit optimum solvation of the 
ionic species by the water molecules (and thus increase the PIC,), or hinder the reso- 
nance of the electrons of a given acid or base group with other parts of the molecule by 
causing these groups to twist with respect to one another and to avoid coplanarity. For 
example, the large difference found between the pKa of N,N-dimethylaniline and of 
N,N-diethylaniline (Fig. 8%) is partially due to the larger ethyl substituents that limit 
free rotation and, thus, the orientation of the free electrons of the nitrogen atom and, 
thus, their resonance with the n-electrons of the aromatic ring. 

In summary, the most important factors influencing the pKa of a given acid or base 
function are inductive, resonance, and steric effects. The impact of a substituent on 
the pKa depends critically on where the substituent is located in the molecule relative 
to the acid or base group. In one place, a given substituent may have only one of the 
mentioned effects, while in another location, all effects may play a role. It is quite 
difficult, therefore, to establish simple general rules for quantifying the effect(s) of 
structural entities on the pKa of an acid or base function. Nevertheless, in certain 
restricted cases, a quantification of the effects of substituents on the pKa value is 
possible by using LFERs. In the next section, we discuss one example of such an 
approach, the Hammett correlation for aromatic compounds. First, however, a few 
comments on the availability of experimental pKia values are necessary. 
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Availability of Experimental Data; Methods for Estimation of 
Acidity Constants 

Experimental Data 

Acidity has long been recognized as a very important property of some organic 
compounds. Experimental methods for determining acidity constants are well 
established, and there is quite a large database of pKia values of organic acids and 
bases (e.g., Kortiim et al., 1961; Perrin, 1972; Serjeant and Dempsey, 1979; Dean, 
1985; Lide, 1995). The most common procedures discussed by Kortiim et al. (1961) 
include titration, determination of the concentration ratio of acid-base pairs at var- 
ious pH values using conductance methods, electrochemical methods, and spectro- 
photometric methods. It should be again noted that pKia values reported in the 
literature are often “mixed acidity constants” (see Section 8.2), that are commonly 
measured at 20 or 25”C, and at a given ionic strength (e.g., 0.05 - 0.1 M salt solu- 
tion). Depending on the type of measurement and the conditions chosen, therefore, 
reported pKia may vary by as much as 0.3 pKa units. Also, as discussed above, primarily 
depending on the strength of an acid or base, the effect of temperature may be more 
or less pronounced (Table 8.3). 

Estimation of Acidity Constants: The Hammett Correlation 

In Chapters 6 and 7 we used LFERs to quantify the effects of structural entities on 
the partitioning behavior of organic compounds. In an analogous way, LFERs can be 
used to quantitatively evaluate the influence of structural moieties on the pKa of a 
given acid or base function, particularly if only electronic effects are important. 

Long ago, Hammett (1940) recognized that for substituted benzoic acids (see Fig. 
8.6) the effect of substituents in either the meta orpara position on the standard free 
energy change of dissociation of the carboxyl group could be expressed as the sum 
of the free energy change of the dissociation of the unsubstituted compound, A r G i ,  
and the contributions of the various substituents; ArGY : 

A,GO = A,G; + CA,G; (8-24) 
i 

To express the effect of substituentj on the pKa, Hammett introduced a constant q, 
that is defined as: 

-A,G; 
0. = 

2.303 RT 
(8-25) 

Since q differs for meta and para substitutions, there are two sets of q values, qmeta 
and qpm. Ortho substitution is excluded since, as we have already seen, proximity 
effects, which are dificult to separate from electronic factors, may play an important 
role. Since A$? = -2.303 RT log K,, we may write Eq. 8-24 in terms of acidity con- 
stants (note that in the following we omit the subscript i to denote the acid function): 

(8-26) 
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Substituted Benzoic Acids 

Figure 8.6 Effect of ring substitu- 
ents on the pK, of benzoic acid, 
phenyl acetic acid, and phenol. 

pK,, 4.19 

ApK,, 0.00 

COOH 
I 

i =  3 
H 

pK,, 4.28 

ApK,, 0 00 

OH 
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COOH COOH COOH 
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Substituted Phenyl Acetic Acids 

COOH 
I 6 

6 
CH3 

4.36 

+ 0.07 

CH3 

10.25 

+ 0.35 

COOH 
I y z  

Q 
Cl 

4.19 

- 0.09 

Substituted Phenols 

CI 

9.29 

- 0.61 

COOH 
I 

& CI 

6 CI 

4.11 

- 0.17 

8.98 

- 0.92 

6 

& NO2 

NO2 

3.48 

- 0 71 

COOH 
I 

3.90 

. 0.38 

NO2 

8.36 

-1.54 

Table 8.5 lists a,,,,, and a,!,,, values for some common substituent groups. Note that 
these ovalues are a quantitative measurement of the effect of a given substituent on 
the pK, of benzoic acid. As we would expect from our previous discussion, the sign 
of the o value reflects the net electron-withdrawing (positive sign) or electron- 
donating (negative sign) character of a given substituent in either the meta or para 
position. For example, we see that -NO2 and -C=N are strongly electron-withdrawing 
in both positions, while the electron-providing groups, -NH, or -N(CH,),, are 
strongly electron-donating in the para position, but show a much weaker effect in 
the meta position. The differences between qmeta and qpara of a given substituent are 
due to the difference in importance between the inductive and resonance effects 
which, as we mentioned earlier, may have opposite signs (see Table 8.4). 

Let us now examine the effects of the same substituents on the pK, of another group of 
acids, the substituted phenyl acetic acids. As we might have anticipated, Fig. 8.6 shows 
that each of the various substituents exerts the same relative effect as in their benzoic 
counterparts; however, in the case of phenyl acetic acid, the greater separation between 
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Table 8.5 Hammett Constants for Some Common Substituents a 

Substituent j oimeta qpZa Substituentj qmeta qpm DTpara 

- H  
- CH3 
- CH2CH3 
- CH2CH2CH2CH3 

- C(CH3)3 
- CH = CH2 
-Ph 
- CH20H 
- CH2C1 
- CC13 
- CF3 
- F  
- c1 
- Br 
-I  
- OH 

0 .oo 
-0.06 
-0.06 
-0.07 
-0.10 

0.08 
0.06 
0.07 
0.12 
0.40 
0.44 
0.34 
0.37 
0.40 
0.35 
0.10 

0.00 -0CH3 
-0.16 -0COCH3 
-0.15 -CHO 
-0.16 -COCH3 
-0.20 -COOCH3 
-0.08 -CN 
0.01 - N H 2  

0.08 -NHCH3 
0.18 - N(CH3)2 
0.46 - NO2 
0.57 -SH 
0.05 -SCH3 
0.22 -SOCH3 
0.23 -S02CH3 
0.18 -SO5 

-0.36 

0.1 1 
0.36 
0.36 
0.38 
0.33 
0.62 

-0.04 
4 . 2 5  
-0.15 
0.73 
0.25 
0.13 
0 S O  
0.68 
0.05 

-0.24 -0.12 
0.31 
0.22 1.03 
0.50 0.82 
0.45 0.66 
0.67 0.89 

-0.66 
-0.84 
-0.83 
0.78 1.25 
0.15 
0.01 
0.49 
0.72 
0.09 

a Values taken from Dean (1985) and Shorter (1994 and 1997). Phenyl. 

substituent and reaction site makes the impact less pronounced than in the benzoic acid. 
Plotting pKKpKa values for meta- and para-substituted phenyl acetic acids versus C,q 
values results in a straight line with a slope p of less than 1 (Fig. 8.7). In this case, 
introduction of a substituent on the aromatic ring has only about half the effect on the pKa 
as compared with the effect of the same substituent on the pK, of benzoic acid. Thus, p is 
a measure of how sensitive the dissociation reaction is to substitution as compared with 
substituted benzoic acid and is commonly referred to as the susceptibility factor that 
relates one set of reactions to another. If we consider another group of acids, the substituted 
pphenyl propionic acids, where the substituents are located at even greater distances 
from the carboxyl group, yet smaller pvalues are expected and found (p= 0.21, Fig. 8.7). 

If we express these findings in energetic terms, we obtain: 

A,GO = A,G; -p  2.303 RTCO, (8-27) 
1 

The classical form of the Hammett Equation is Eq. 8.27, expressed in terms of equi- 
librium constants (i.e., acidity constants): 

or: (8-28) 

Examples of pKaH and p values for quantification of aromatic substituent effects on 
the pKa values of various types of acids are given in Table 8.6. 
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Figure 8.7 Hammett plots for 
rneta- and para-substituted phe- 
nols, phenylacetic acids, and 3- 
phenylpropionic acids (data from 
Serjeant and Dempsey, 1979). 
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Note that for compound classes such as phenols, anilines, and pyridines where the 
acid (base) function is in resonance with the aromatic ring, the p values obtained are 
significantly greater than 1 (Table 8.6); that is, the electronic effect of the substituents 
is greater than in the case of benzoic acid. 

In many cases, the simple approach of using a,,,,, and a,para values is applied with 
reasonable success. One should be aware, however, that good correlations are not 
always obtained, simply implying that in those cases one has not incorporated all of 
the molecular interactions into the LFER that play a role in that particular system. 
This is usually encountered when substituents exhibit a more complex interaction 
with the reaction center or when substituents interact with one another. 

A simple case where the general oconstants in Table 8.5 do not succeed in correlating 
acidity constants is when the acid or base function is in direct resonunce with the 
substituent. This may occur in cases such as substituted phenols, anilines, and py- 
ridines. For example, owing to resonance (see Fig. 8.4), apara nitro group decreases 
the pKa of phenol much more than would be predicted from the qpara constant 
obtained from the dissociation of p-nitrobenzoic acid. In such “resonance” cases 
(another example would be the anilines), a special set of ovalues (denoted as oYpara) 
has been derived (Table 8.5) to try to account for both inductive and resonance 



Availability and Estimation of Acidity Constants 265 

Table 8.6 Hammett Relationships for Quantifications of Aromatic 
Substituent Effects on the Toxicity of Various Acids 0 

PK, 

compound) 
Acid (pK, of unsubstituted P 

CH,-CH,-COOH 4.55 
X,R 

0- CH, - COOH 3.17 

X,R 

(3- CH, - COOH /Y/ 
X,R 

0.21 

0.30 

4.30 0.49 

4.19 1.00 (by definition) 

9.90 2.25 

4.63 2.90 

5.25 5.90 

"Eq. 8-28; Data from Williams (1984). *Use a,;,, instead of qFa for substituents 
that are in direct resonance will the acid function (Table 8.5). 

effects. If these values are employed, good correlations are obtained, as shown for 
meta- and para-substituted phenols in Fig. 8.7. 

We have stated earlier that because of proximity effects, no generally applicable 
values may be derived for ortho substitution. Nevertheless, one can determine a 
set of apparent qoA0 values for a specific type of reaction, as for example, for the 
dissociation of substituted phenols. Table 8.7 gives such apparent qortho constants for 
estimating pKa values of substituted phenols and anilines. Of course, in cases of 
multiple substitution, substituents may interact with one another, thereby resulting 
in larger deviations of experimental from predicted pKa values. Some example 
calculations using the Hammett equation are given in Illustrative Example 8.2. 

In our discussion of the Hammett correlation, we have confined ourselves mostly to 
benzene derivatives. Of course, a similar approach can be taken for other aromatic 
systems, such as for the derivatives of polycyclic aromatic hydrocarbons and het- 
erocyclic aromatic compounds. For a discussion of such applications, we refer to 
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Table 8.7 Examples of Apparent Hammett Constants for ortho-Substitution in 
Phenols and in Anilines a 

Substituent j Oanilines 
Substituent j rortho 

Ophenols Oyilines 
rortho iortho 

- CH3 -0.13 0.10 - OH -0.09 
- CHZCH2CH2CH3 -0.18 -OCH3 0.00 0.02 

- F  0.54 0.47 -NH2 0.00 
- CH20H 0.04 -CHO 0.75 

- c1 0.68 0.67 -NO2 1.24 1.72 
- Br 0.70 0.71 
- I  0.63 0.70 

a Data from Clark and Penin (1964) and Barlin and Pemn (1966). 

papers by Clark and Perrin (1964), Barlin and Perrin (1966), and Perrin (1980). 
Using the Hammett equation as a starting point, a variety of refinements using more 
sophisticated sets of constants have also been suggested. The interested reader can 
find a treatment of these approaches, as well as compilations of substituent 
constants, in various textbooks (e.g., Lowry and Schueller-hchardson, 198 1 ; Will- 
iams, 1984; Exner, 1988) and in data collections ( e g ,  Harris and Hayes, 1982; 
Dean, 1985; Hansch et al., 1991, 1995). These references also give an overview of 
parallel approaches, such as the Tuft correlation developed to predict pK, values in 
aliphatic and alicyclic systems. 

In summary, in this section we have discussed the electronic and steric effects of 
structural moieties on the pK, value of acid and base hc t ions  in organic molecules. 
We have seen how LFERs can be used to quantitatively describe these electronic 
effects. At this point, it is important to realize that we have used such LFERs to 
evaluate the relative stability and, hence, the relative energy status of organic species 
in aqueous solution (e.g., anionic vs. neutral species). It should come as no surprise 
then that we will find similar relationships when dealing with chemical reactions 
other than proton transfer processes in Chapter 13. 

Illustrative Example 8.2 Estimating Acidity Constants of Aromatic Acids and Bases Using the 
Hammett Equation 

Problem 

Estimate the pK, values at 25°C of (a) 3.4,5-trichlorophenol (3,4,5-TCP), (b) pen- 
tachlorophenol (PCP), (c) 4-nitrophenol (4-NP), (d) 3,4-dimethylaniline (3,4- 
DMA, pK, of conjugate acid), and (e) 2,4,5-trichlorophenoxy acetic acid (2,4,5-T) 

Use the Hammett relationship Eq. 8-26: 

to estimate the pK, values of compounds (a)-(e). Get the necessary a/ ,  pK,,, and p 
values from Tables 8.5, 8.6, and 8.7. 
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Answer (a) 

3,4,5-TCP 

pKa = 9.90 - (2.25) [2 (0.37) + 0.221 = 7.74 

The reported experimental value is 7.73 (Schellenberg et al., 1984). 
QH 

Answer (b) 

I 
CI 

TCP 

pKa = 9.90 - (2.25) [2 (0.68) + 2 (0.37)+0.22] = 4.68 

The reported experimental values are 4.75 (Schellenberg et al., 1984), and 4.83 
(Jafvert et al., 1990). 

Answer (c) 

pK,, (phenol) 9.90 
2.25 

a,-,,, (NOJ 1.25 

NO2 
4-NP 

PKa = 9.90 - (2.25) (1.25) = 7.09 

Note that because the nitro group is in resonance with the OH-group, the oiWa and 
not the o,,, value has to be used. The reported experimental values are 7.08, 7.15, 
and 7.18 (see Schwarzenbach et al., 1988, and refs. cited therein). 

Answer (d) 

p K a ~  (aniline) 4.63 
P 2.89 

ometa (CH3) 0.06 
CH, Upara ( (343)  -0.16 

CH3 
3,4-DMA 

pKa = 4.63 - (2.90) ( -0.06- 0.16) = 5.27 

The reported experimental value is 5.28 (Johnson and Westall, 1990). 
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Answer (e) 

dCH2- 

CI 
2,4,5-T 

Since there are no ooflho values available, use 2-chlorophenoxy acetic acid (2-CPAA, 
pK, = 3.05, Lide, 1995) as the starting value. 

pKa = 3.05 - (0.30) (0.37 + 0.22) = 2.87 

The reported experimental values are 2.80 and 2.85 (Jafiert et al., 1990). 

Aqueous Solubility and Partitioning Behavior of Organic Acids 
and Bases 

Aqueous Solubility 

The water solubility of the ionic form (salt) of an organic acid or base is generally 
several orders of magnitude higher than the solubility of the neutral species [which 
we denote as the solubility ( C;:‘) of the compound]. The total concentration of the 
compound (nondissociated and dissociated forms) at saturation, Cf:ttot, is, therefore, 
strongly pH-dependent. As has been demonstrated for pentachlorophenol (Arcand et 
al., 1995) and as is illustrated schematically for an organic acid in Fig. 8.8 (line a)  at 
low pH, the saturation concentration is given by the solubility of the neutral com- 
pound. At higher pH values, C;;ttot is determined by the fraction in neutral (acidic) 
form, a,, (Eq. 8-21): 

C;;‘ 

G i a  
C;;ltot = - for an organic acid 

(8-29) 

Eq. 8-29 is valid, of course, only up to the solubility product of the salt of the ionized 
organic species (which is dependent on the type of counterion(s) present). Unfortu- 
nately, solubility data of organic salts are scattered and not systematically under- 
stood. 

In the case of an organic base, the situation is symmetrical to the one shown in Fig. 8.8 
in that the ionic (acid) form dominates at low pH. Hence,C;$ftot is then given by 
[Fig. 8.8 (line b)]: 

r s a t  

for an organic base - L i w  
CfGttot - - 1 - a, 

(8-30) 
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Figure 8.8 Schematic representa- 
tion of the total aqueous solubility 
of (a) an organic acid, and (b)  an 
organic base as a function of pH. 
Note that for simplicity the same 
pKi, values and maximum solubili- 
ties of the neutral and charged 
(salt) species have been assumed. 

maximum concentration 
determined by the solubility 

product of the + ,'---- - - - - -  
'. f- . corresponding salts 

PH 
Air-Water Partitioning 

When considering the air-water equilibrium partitioning of an organic acid or base, 
we may, in general, assume that the ionized species will not be present in the gas 
phase. The air-water distribution ratio of an organic acid, D,, (note that we speak of 
a ratio and not of a partition constant since we are dealing with more than one 
species), is then given by: 

[HA1 a 

[HA], + LA-], 
Diw = (8-3 1) 

Multiplication of Eq. 8-31 with [HA], / [HAIw (= 1) and rearrangement shows that 
Diaw is simply given by the product of the fraction in nondissociated form ( aia) and 
the air-water partition constant of the neutral compound (Kjaw): 

By analogy we obtain: 

D,,, = (1 - a, ) K,,, for an organic base (8-33) 

An application of Eqs. 8-32 and 8-33 is given in Illustrative Example 8.3. 

Illustrative Example 8.3 Assessing the Air-Water Distribution of Organic Acids and Bases in a Cloud 

Problem 

The air-water volume ratio (V, / V,) in a cloud is about lo6 (Seinfeld, 1986). Consider 
now a given cloud volume that contains a certain total amount of (a) 2-4-dinitro-6- 
methyl phenol (DNOC), and (b) 4-chloroaniline (4-CA). Calculate the fraction of 
total DNOC and 4-CA, respectively, present in the water phase at equilibrium at 10°C 
for pH 2,4, and 6. Neglect the effect of temperature on the acidity constant. 

Answer (a) 
The fraction of a given acid i present in the cloud water,&,, is given by (see Section 
3.5 and Eq. 8-32): 
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NO2 

i = 2,4-dinitro-6-methylphenol 
(DNOC) 

pK, (25°C) = 4.31 
K,, (25°C) = 3.0 x 
Aa,Hi E 70 kJ . mol-I 

Q 
CI 

i = 4-chloroaniline 
(4-CA) 

pK, (25°C) = 4.00 
K,, ( 2 5 ~ )  = 4.4 x I 0-5 
bwHi G 50 kJ .moV 

With A a a ,  + RT,, = 72.4 kJ .mol-', you get a Kiaw value at 10°C of (Eq. 3-50): 

72400 1 

Kj,, (283 K)= Kiaw (298K).e --[ 8.31 283 298 ' I  =0.21Kiaw(298K) ~ 6 . 4  x lo4 

Insertion of this value together with V, /Vw = lo6 and a,, = (1 + 10pH-4.31)-1 into Eq. 1 yields: 

1 

-k + 10(~H-4.31) 
4 c w  = 6.4 

The resultingJ;,, values are 0.14 (pH 2), 0.19 (pH 4), and 0.89 (pH 6). Hence, in 
contrast to apolar and weakly polar compounds (see Problem 6.2), DNOC partitions 
very favorably from the gas phase into an aqueous phase. It is, therefore, not surpris- 
ing that this compound as well as other nitrophenols have been found in rather high 
concentrations (> 1 pg-L-' ) in rainwater (Tremp et al., 1993). 

Answer (b) 
Since 4-CA is a base, the fraction in the cloud water is given by (Eq. 8-33): 

1 
v, 1 + (1 - aia). Kiaw - 
V W  

i c w  = 

With A a S i  + RT,, = 52.4 k.T.mol-', you get a Ki, value at 10°C of 

K,,, (283 K) = 0.33 Kiaw (298 K) = 1.4 x 

Insertion of this value together with V, / Vw = 1 O6 and (1 - ai,) = (1 + 1 O(4.0GPH))-1 into 
Eq. (2) yields: 

The resultingAcw values are 0.88 (pH 2), 0.13 (pH 4), and 0.067 (pH 6). This result 
shows that, like the phenols, aniline can be expected to be washed out quite efficiently 
from the atmosphere. 

Organic Solvent-Water Partitioning 

In contrast to air-water partitioning, the situation may be a little more complicated 
when dealing with organic solvent-water partitioning of organic acids and bases. As 
an example, Fig. 8.9 shows the pH dependence of the n-octanol-water distribution 
ratios, DiOw (HA, A-), of four pesticides exhibiting an acid function: 
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Figure 8.9 The pH dependence of 
the n-octanol-water distribution 
ratio of pentachlorophenol (PCP, 
pK,, = 4.73, 4-chloro-a-(4-chlo- 
rophenyl) benzene acetic acid 
(DDA, pKi, = 3.66), 2-methyl-4,6- 
dinitrophenol (DNOC, pKi, = 4.46), 
and 2,4,5-trichlorophenoxy acetic 
acid (2,4,5-T, pK,, = 2.83). (from 
Jafvert et al., 1990). 
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PH 

(8-34) 

where [HAl0,,, is the total concentration of HA in octanol. Since in octanol, not only 
the nondissociated acid but also ion pairs (with inorganic counterions) as well as ionic 
organic species may be present (Jafvert et al., 1990; Strathmann and Jafvert, 1998), 
D,, of an acid may have a significant value even at high pH, particularly when dealing 
with hydrophobic acids. For pentachlorophenol (PCP, pK,, = 4.79, for example, at pH 
12 (virtually all PCP present as phenolate in the aqueous phase) and 0.1 M KC1, a Do, 
(A-) value of about 100 has been determined (Fig. 8.9). Note that the partitioning of the 
ionic species depends on the type and concentration of the counterions present in the 
aqueous phase (Fig. 8.10). Hence, for calculating the organic phase-water equilibrium 
distribution ratio of an organic acid or base, a variety of species in both phases have to 
be considered (for details, see Jafvert et al., 1990; Strathmann and Jafvert, 1998). 

From Fig. 8.9 it can be seen that for organic acids (and similarly for organic bases, 
Johnson and Westall, 1990), in the case of n-octanol, the partition constant of the 
neutral species is more than two orders of magnitude larger than the distribution 
ratio of the ionic species. Note that for less polar solvents, particularly, for apolar 
and weakly monopolar solvents, we can anticipate an even larger difference (Kishi- 
no and Kobayashi, 1994). Hence, at pH < pKia +2 for acids and pH > pK,, -2 for 
bases, the neutral species is the dominant species in determining the organic sol- 
vent-water ratio, Dlew, of the compound. At these pH values, by analogy to the air- 
water distribution ratio (Eqs. 8-32 and 8-33) we may express DItw by: 

Dlpw z ala . Kiew for organic acids (8-35) 

and Diew E (1 - a, ). Kiew for organic bases (8-36) 

We should note, however, that when we are dealing with natural (organic) phases 
which may exhibit charged functionalities, this simple approach is no longer appli- 
cable. We will come back to this issue in Chapters 9,10, and 11. 
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Figure 8.10 Calculated octanol- 
water distribution ratio of 2,4-dini- 
tro-6-methylphenol (DNOC, pK, = 
4.46) as a function of pH and K' con- 
centration (adapted from Jafvert et 
al. 1990). 
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Questions and Problems 

Questions 

Q 8.1 

Name at least five different acid and/or base functions present in environmental or- 
ganic chemicals. Which factors determine the pK, of a given acid or base hnction? 
Indicate the pK, ranges of the various functions. 

Q 8.2 

Explain the terms inductive and resonance effect of substituents. What makes a substit- 
uent exhibit a negative resonance effect? Which types of substituents have a positive 
resonance effect? Can a given substituent exhibit at the same time a negative inductive 
and a positive resonance effect? If yes, give some examples of such substituents. 

Q 8.3 

How are the Hammet qrneta and qP,, substituent constants defined? Are there cases 
in which the qpara values are not applicable? If yes, give some examples. 

Q 8.4 

For -OH and -OCH,, the qrneta values are positive, whereas qPara is negative (Table 
8.5). Try to explain these findings. 

Q 8.5 

As indicated below, 1 -naphthylamine and quinoline exhibit very different suscepti- 
bility factors p (2.81 versus 5.90) in the corresponding Hammett equations. Try to 
explain this fact. 
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1 -naphthylamine quinoline 

p& = 3.05 - 2.81 z O j  p& = 4.88 - 5.90 x O j  

I J 

(from Dean, 1985) 

Q 8.6 

The two isomers 2,4,6-trichloropheno1 and 3,4,5-trichlorophenoI have quite different 
pKja values. What are the reasons for this big difference? 

PH ?H 

I 

Cl CI 

i = 2,4,6-trichlorophenoI 3,4,5-trichlorophenoI 
(pK, =6.15) (pK, = 7.73) 

Q 8.7 

The pK,, of the herbicide sulcotrion is 3.13 (Tomlin, 1997). Would you have expected 
that this compound is such a strong acid? Write down the structure of the conjugate 
base of sulcotrion and try to explain the rather strong acidity of this herbicide. 

i = sulcotrion 

Q 8.8 

Give examples of compounds for which the aqueous solubility (a) increases, and (b) 
decreases significantly, when changing the pH 4 from 4 to 7. 

Q 8.9 

Consider the organic solvent-water partitioning of organic acids and bases. In which 
cases and/or under which conditions can you neglect the partitioning of the charged 
species into the organic phase? 

Problems 

P 8.1 Estimation of Acidity Constants and Speciation in Water of Aromatic 
Organic Acids and Bases 

Represent graphically (as shown in Fig. 8.1) the speciation of (a) 4-methyl-2,5-dini- 
trophenol, (b) 3,4,5-trimethylaniline7 and (c) 3,4-dihydroxybenzoic acid as a func- 
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tion of pH (pH-range 2 to 12) at 25°C. Estimate, if necessary, the pKia values of the 
compounds. 

COOH 

OH 

O2N OH 

i = 2,5-dinitro-4-rnethyl 3,4,5-trimethyl- 3,4-dihydroxy- 
benzoic acid phenol aniline 

pK,=, = 448 
pK,, = 8.83 
p&, = 12.60 

P 8.2 Air- Water Equilibrium Distribution of Organic Acids and Bases in Fog 

Represent graphically the approximate fraction of (a) total 2,3,4,6-tetrachlorophenol 
and (b) total aniline present in the water phase of a dense fog (air-water volume ratio 
z lo5) as a fimction ofpH (pH-range 2 to 7) at 5 and 25°C. Neglect any adsorption to 
the surface of the fog droplet. Assume a AawHi value of about 70 k.J.mol-' for 
2,3,4,6-tetrachlorophenol, and 50 kJ. mol-' for aniline. All other data can be found 
in Appendix C. 

P 8.3 Extracting Organic Acids and Bases from Water Samples 

You have the job to determine the concentrations of 2,4,6-trichloropheno1 (2,4,6- 
TCP) and 4-ethyl-2,6-dimethylpyridine (EDMP) in wastewater samples from an 
industrial site. You decide to extract the compounds first into an organic solvent, and 
then analyze them by liquid chromatography. From the Kiew values reported for the 
two compounds for various solvent-water systems, you conclude that there seems to 
be no single solvent that is optimally suited to extract the two compounds simulta- 
neously. Would this be wise anyway? If there were such a solvent, at what pH would 
you carry out the extraction? What would be the problem? Anyway, you decide to 
extract first 2,4,6-TCP with butylacetate (subscript b) and then EDMP with trichlo- 
romethane (chloroform, subscript c). Give the pH-conditions at which you perform 
the extractions and calculate how much solvent you need at minimum in each case if 
you want to extract at least 98% of the compounds present in a 100 mL water sample. 

?H 

CI 

i = 2,4,6-trichlorophenoI i = 4-ethyl-2,6-dirnethyl pyridine 
(2,4,6-TCP) (EDMP) 

log K,, = 3 60 log K,, = 3 70 
pK, =615  pK, =743  
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Chapter 9 

SORPTION I: GENERAL INTRODUCTION AND SORPTION 
PROCESSES INVOLVING ORGANIC MATTER 

9.1 Introduction 
9.2 Sorption Isotherms, Solid-Water Distribution Coefficients (Kid), and the 

Fraction Dissolved K.,) 
Qualitative Considerations 
Quantitative Description of Sorption Isotherms 
The Solid-Water Distribution Coefficient Kid 

Illustrative Example 9.1 : Determining Kid Values from Experimental Data 
Dissolved and Sorbed Fractions of a Compound in a System 
The Complex Nature of Kjd 

9.3 Sorption of Neutral Organic Compounds from Water to Solid-Phase 
Organic Matter (POM) 
Overview 
Structural Characteristics of POM Relevant to Sorption 
Determination of Ki,, Values and Availability of Experimental Data 
Estimation of K,,, Values 
K,,, as a Function of Sorbate Concentration 
Illustrative Example 9.2: Evaluating the Concentration Dependence of 

Illustrative Example 9.3 : Estimating Pore Water Concentrations in a 

Effect of Temperature and Solution Composition on K,,, 
Illustrative Example 9.4: How Much Does the Presence of 20% Methanol in 

Sorption of Phenanthrene to Soil and Sediment POM 

Polluted Sediment 

the “Aqueous” Phase Affect the Retardation of Phenanthrene in an 
Aqulfer? 
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9.4 Sorption of Neutral Compounds to “Dissolved” Organic Matter (DOM) 
Qualitative Description of DOM-Solute Associations 
Determination of KjDoc Values and Availability of Experimental Data 
DOM Properties Governing the Magnitude of KjDoc 
Effect of pH, Ionic Strength, and Temperature on KiDoc 
LFERs Relating KiDoc Values to K,, Values 
Illustrative Example 9.5: Evaluating the Effect of DOMon the 

Bioavailability of Benzo(a)pyrene 

9.5 Sorption of Organic Acids and Bases to Natural Organic Matter (NOM) 
Effect of Charged Moieties on Sorption: General Considerations 
Sorption of Compounds Forming Anionic Species (Organic Acids) 
Sorption of Compounds Forming Cationic Species (Organic Bases) 

9.6 Questions and Problems 
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Introduction 

The process in which chemicals become associated with solid phases is generally 
referred to as sorption. It is adsorption if the molecules attach to a two-dimensional 
surface, while it is absorption if the molecules penetrate into a three-dimensional 
matrix. This phase transfer process may involve vapor molecules or dissolved 
molecules associating with solid phases. 

Sorption is extremely important because it may dramatically affect the fate and 
impacts of chemicals in the environment. Such importance is readily understood if 
we recognize that structurally identical molecules behave very differently if they 
are: (a) in the gas phase or (b) surrounded by water molecules and ions as opposed to 
(c) clinging onto the exterior of solids or (d) buried within a solid matrix (Fig. 9.1). 
Clearly, the environmental transport of waterborne molecules must differ from the 
movements of the same kind of molecules attached to particles that settle. Also, 
transport of a given compound in porous media such as soils, sediments, and 
aquifers is strongly influenced by the compound’s tendency to sorb to the various 
components of the solid matrix. Additionally, only dissolved molecules are available 
to collide with the interfaces leading to other environmental compartments such as 
the atmosphere; thus phase transfers are controlled by the dissolved species of a 
chemical (Chapters 19 and 20). Similarly, since molecular transfer is a prerequisite 
for the uptake of organic pollutants by organisms, the bioavailability of a given 
compound and thus its rate of biotransformation or its toxic effect(s) are affected by 
sorption processes (Chapters 10 and 17). Furthermore, some sorbed molecules are 
substantially shaded from incident light; therefore, these molecules may not 
experience direct photolysis processes. Moreover, when present inside solid 
matrices, they may never come in contact with short-lived, solution-phase 
photooxidants like OH-radicals (Chapters 15 and 16). Finally, since the chemical 
natures of aqueous solutions and solid environments differ greatly (e.g., pH, redox 
conditions), various chemical reactions including hydrolysis or redox reactions may 
occur at very different rates in the sorbed and dissolved states (Chapters 13 and 14). 
Hence, we must understand solid-solution and solid-gas phase exchange 
phenomena before we can quantify virtually any other process affecting the fates of 
organic chemicals in the environment. 

Unfortunately, when we are dealing with natural environments, sorption is very 
often not an exchange between one homogeneous solution/vapor phase and a single 
solid medium. Rather, in a given system some combination of interactions may 
govern the association of a particular chemical (called the sorbate) with any 
particular solid or mixture of solids (called the soubent(s)). Consider the case of 
3,4-dimethylaniline (3,4-dimethyl aminobenzene, Fig. 9.2). This compound is a 
weak base with pKi, = 5.28 (see Illustrative Example 8.2); hence, it reacts in aqueous 
solution to form some 3,4-dimethyl ammonium cations. For the fraction of 
molecules that remain uncharged, this organic compound may escape the water by 
penetrating the natural organic matter present in the system. Additionally, such a 
nonionic molecule may displace water molecules from the region near a mineral 
surface to some extent and be held there by London dispersive and polar 
interactions. These two types of sorption mechanisms are general and will operate 
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Figure 9.1 Illustration of some 
processes in which sorbed species 
behave differently from dissolved 
molecules of the same substance. 
(a) Dissolved species may partici- 
pate directly in air-water exchange 
while sorbed species may settle 

may react at different rates as com- 

parts due to differential access of 
other dissolved and solid-phase 
"reactants." 
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dissolved organic molecules are more accessible to light, to other dissolved 
chemicals, and to microorganisms than sorbed molecules 

for any organic chemical and any natural solid. Additionally, since the sorbate is 
ionizable in the aqueous solution, then electrostatic attraction to specific surface 
sites exhibiting the opposite charge will promote sorption of the ionic species. 
Finally, should the sorbate and the sorbent exhibit mutually reactive moieties (e.g., 
in Fig. 9.2 a carbonyl group on the sorbent and an amino group on the sorbate), some 
portion of a chemical may actually become bonded to the solid. All of these 
interaction mechanisms operate simultaneously, and the combination that dominates 
the overall solution-solid distribution will depend on the structural properties of the 
organic sorbate and the solid sorbent of interest. 

In this and the following two chapters, we will focus on solid-aqueous solution and 
solid-air exchange involving natural sorbents. We will try to visualize the sets of 
molecular interactions involved in each of the above-mentioned sorption processes. 
With such pictures in our minds, we will seek to rationalize what makes various 
sorption mechanisms important under various circumstances. Establishing the 
critical compound properties and solid characteristics will enable us to understand 
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Figure 9.2 Some sorbent-sorbate 
interactions possibly controlling 
the association of a chemical, (3,4- 
dimethylaniline), with natural solids. 

when and to what extent predictive approaches for quantification of sorption may be 
applied. Ultimately, we should gain some feeling for what structural features of a 
chemical and what characteristics of solids (and solutions) are important to sorptive 
interactions. In this chapter, we will focus on sorption processes involving natural 
organic matter. In Chapter 10 we will address sorption to living media, that is, we 
will treat bioaccumulation. Finally, sorption from water to mineral surfaces and 
gas-solid phase transfers will be discussed in Chapter 11. To start out, we will first 
address some general aspects needed to quantify sorption equilibrium in a given 
system. Kinetic aspects of sorption processes will be treated in Chapter 19. 
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Figure 9.3 Various types of ob- 
served relationships between con- 
centrations of a chemical in the 
sorbed state, C,,, and the dissolved 
state, C,w. Note that similar rela- 
tionships apply to the sorption of 
gaseous compounds to solid sor- 
bents. 

Sorption Isotherms, Solid-Water Distribution 
Coefficients (Kid), and the Fraction Dissolved &,) 

Qualitative Considerations 

When we are interested in the equilibrium distribution of a chemical between the 
solids and solution present in any particular volume of an aquatic environment, we 
begin by considering how the total sorbate concentration, Cis (e.g., mol . kg-I), 
depends on chemical’s concentration in the solution, Ci, (e.g., mol .L-’). The 
relationship of these two concentrations is commonly referred to as a sorption 
isotherm. The name isotherm is used to indicate that this sorption relationship 
applies only at a constant temperature. 

Experimentally determined sorption isotherms exhibit a variety of shapes for 
diverse combinations of sorbates and sorbents (Fig. 9.3). The simplest case (Fig. 
9 . 3 ~ )  is the one in which the afinity of the sorbate for the sorbent remains the same 
over the observed concentration range. This is the so-called linear isotherm case. It 
applies to situations where partitioning into a homogeneous organic phase is 
dominating the overall sorption, and/or at low concentrations where the strongest 
adsorption sites are far from being saturated. The second types of behavior (Figs. 
9.3b and c) reflect those situations in which at higher and higher sorbate 
concentrations it becomes more and more difficult to sorb additional molecules. 
This occurs in cases where the binding sites become filled and/or remaining sites are 
less attractive to the sorbate molecules. In the extreme case (Fig. 9 . 3 ~ ) ~  above some 
maximum Cis value, all sites are “saturated” and no more additional sorption is 
possible. Isotherms of the type shown in Figs. 9.3b and c are encountered in studies 
of adsorption processes to organic (e.g., activated carbon) or inorganic (e.g., clay 
mineral) surfaces. Of course, in a soil or sediment, there may be more than one 
important sorbent present. Therefore, the overall sorption isotherm may reflect the 
superposition of several individual isotherms that are characteristic for each specific 
type of sorbent. When such a case involves an adsorbent (e.g., soot, clay mineral) 
exhibiting a limited number of sites with a high affinity for the sorbate (type (c) 
isotherm) that dominates the overall sorption at low concentrations, plus a par- 
titioning process (e.g., into natural organic matter; type (a) isotherm) predominating 
at higher concentrations, then a mixed isotherm is seen (Fig. 9.3b or 6). Likewise, 
superimposition of multiple adsorption isotherms results in a mixed isotherm 
looking like an isotherm of type (b) (Weber et al., 1992). 

Another case that is less frequently encountered involves the situation in which 
previously sorbed molecules lead to a modification of the sorbent which favors 
further sorption (Fig. 9.3e). Such effects have been seen in studies involving anionic 
or cationic surfactants as sorbates. In some of these cases, a sigmoidal isotherm 
shape (Fig. 9.3f) has been observed, indicating that the sorption-promoting effect 
starts only after a certain loading of the sorbent. 

In summary, depending on the composition of a natural bulk sorbent and on the 
chemical nature of the sorbate, multiple sorption mechanisms can act 
simultaneously and the resulting isotherms may have a variety of different shapes. 
We should note that it is not possible to prove a particular sorption mechanism 
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applies from the shape of the isotherm. Nevertheless, the isotherm type and its 
degree of nonlinearity must be consistent with the sorption mechanism(s) prevailing 
in a given situation. 

Quantitative Description of Sorption Isotherms 

A very common mathematical approach for fitting experimentally determined sorp- 
tion data using a minimum of adjustable parameters employs an empirical relation- 
ship known as the Freundlich isotherm: 

where KIF is the Freundlich constant or capacity factor [(e.g., Eq. 9-1 in (mol. kg-') 
(mol . L-')-nf)]; and n, is the Freundlich exponent. Note that for a correct thermo- 
dynamic treatment of Eq. 9-1 we would always have to use dimensionless activities 
of compound i in both the sorbed and aqueous phase in order to obtain a 
dimensionless Kz. However, in practice C,, and Ciw are expressed in a variety of 
concentration units. Therefore, KIF is commonly reported in the corresponding units, 
which also means that for n, f 1, KIF depends nonlinearly on the units in which C,, is 
expressed (see Illustrative Example 9.1 and Problem 9.5). 

The relationship Eq. 9-1 assumes there are multiple types of sorption sites acting in 
parallel, with each site type exhibiting a different sorption free energy and total site 
abundance. The exponent is an index of the diversity of free energies associated with 
the sorption of the solute by multiple components of a heterogeneous sorbent 
(Weber and Digiano, 1996). When n, = 1, the isotherm is linear and we infer constant 
sorption free energies at all sorbate concentrations (Fig. 9.3a); when ni < 1, the 
isotherm is concave downward and one infers that added sorbates are bound with 

' weaker and weaker free energies (Fig. 9.3b); finally when n, > 1, the isotherm is 
convex upward and we infer that more sorbate presence in the sorbent enhances the 

experimental data by linear regression of the logarithmic form of Eq. 9-1 (Fig. 9.4; 
see also Illustrative Example 9.1): 

I free energies of firther sorption (Fig. 9.3e). KiF and n, can be deduced from 
0 

log 4, 

Figure 9.4 Graphic representation 
of the Freundlich isotherm Eq. 9-2 
for the three cases n, > 1, n, = 1, and 

(9-2) 

< '. Note that nz and log KiF are If a given isotherm cannot be described by Eq. 9-2, then some assumptions behind 
obtained from the slope (n,) and 
intercept (log K , ~  indicated by the the Freundlich multi-site conceptualization are not valid. For example, if there are 
points at log C,, = 0) of the reg- limited total sorption sites that become saturated (case shown in Fig. 9 . 3 ~ ) ~  then C,, 
ression line. cannot increase indefinitely with increasing C,,. In this case, the Langmuir isotherm 

may be a more appropriate model: 

where rmax represents the total number of surface sites per mass of sorbent. In the 
ideal case, rmax would be equal for all sorbates. However, in reality, rmax may vary 
somewhat between different compounds (e.g., because of differences in sorbate 
size). Therefore, it usually represents the maximum achievable surface 
concentration of a given compound i (i.e., rmax = C,,,,,). The constant KiL, which is 
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commonly referred to as the Langmuir constant, is defined as the equilibrium con- 
stant of the sorption reaction: 

surface site + sorbate in aqueous solution & sorbed sorbate 

Note that in this approach, since KiL is constant, this implies a constant sorbate affin- 
ity for all surface sites. To derive KiL and Cis,,,, from experimental data, one may fit 

.C,,LX l/Ciw versus l/Cis: 

Figure 9.5 Graphic representation 
of the Lanrrmuir isotherm Ea. 9-4. 

1 1 
(9-4) 

., 
and use the slope and intercept to extract estimates of the isotherm constants (Fig. 9.5). 

There are many cases in which the relationship between sorbed concentrations and 
dissolved concentrations covering a large concentration range cannot be described 
solely by a linear, a Langmuir, or even a Freundlich equation (e.g., cases d andfin 
Fig. 9.3). In these cases, combinations of linear-, Langmuir-, and/or Freundlich-type 
equations may need to be applied (e.g., Weber et al., 1992; Xing and Pignatello, 
1997; Xia and Ball, 1999). Among these distributed reactivity models (Weber et al., 
1992), the simplest case involves a pair of sorption mechanisms involving 
absorption (e.g., linear isotherm with partition coefficient, Kip) and site-limited 
adsorption (e.g., Langmuir isotherm), and the resultant combined equation is: 

Note that Cis,,,, and K,L can be de- 
rived from the slope and intercept 
of the regression line (see also 
Illustrative Example 9.1). 

Another form that fits data from sediments known to contain black carbon (e.g., 
soot) uses a combination of a linear isotherm and a Freundlich isotherm (Accardi- 
Dey and Gschwend, 2002): 

C i s  = K j p C i w  + K~FC: (9-6) 

These dual-mode models have been found to be quite good in fitting experimental 
data for natural sorbents that contain components exhibiting a limited number of 
more highly active adsorption sites as well as components into which organic 
compounds may absorb (Huang et al., 1997; Xing and Pignatello, 1997; Xia and 
Ball, 1999). At low concentrations, the Langmuir or the Freundlich term may 
dominate the overall isotherm, while at high concentrations (e.g., KiL . Ciw n l), the 
absorption term dominates (see Section 9.3). 

The Solid-Water Distribution Coefficient, Kid 

To assess the extent to which a compound is associated with solid phases in a given 
system at equilibrium (see below), we need to know the ratio of the compound's 
total equilibrium concentrations in the solids and in the aqueous solution. We denote 
this solid-water distribution coefficient as Kid (e.g., in L.  kg-' solid): 

Lis K .  -- id - 
c i w  

(9-7) 
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(When writing natural solid-water distribution or partition coefficients, we will use 
a somewhat different subscript terminology than used for air-water or organic 
solvent-water partitioning; that is, we will not indicate the involvement of a water 
phase by using a subscript "w".) When dealing with nonlinear isotherms, the value 
of this ratio may apply only at the given solute concentration (i.e., if n, in Eq. 9-1 is 
substantially different from 1). Inserting Eq. 9-1 into Eq. 9-7, we can see how Kid 
varies with sorbate concentration: 

For practical applications, one often assumes that Kid is constant over some concen- 
tration range. We can examine the reasonableness of such a simplification by differ- 
entiating Kid with respect to Ciw in Eq. 9-8 and rearranging the result to find: 

So the assumption about the constancy Of Kid is equivalent to presuming either: (a) the 
overall process is described by a linear isotherm (n, - 1= 0), or (b) the relative concen- 
tration variation, (dCiw/Ciw), is sufficiently small that when multiplied by (n, - 1) the 
relative Kid variation, (dKjd/Kid), is also small. For example, if the sorbate concen- 
tration range is less than a factor of 10, when multiplied by (n, - 1) with an n, value of 
0.7, then the solid-water distribution coefficient would vary by less than a factor of 3 .  

Illustrative Example 9.1 

NO, 

1,4-dinitrobenzene (1,4-DNB) 

0.06 97 
0.17 24 1 
0.24 363 
0.34 483 
0.51 633 
0.85 915 
1.8 1640 
2.8 2160 
3.6 2850 
7.6 4240 

19.5 6100 
26.5 7060 

Determining Kid Values from Experimental Data 

A common way to determine Kid values is to measure sorption isotherms in butch 
experiments. To this end, the equilibrium concentrations of a given compound in the 
solid phase (Cis) and in the aqueous phase (C,J are determined at various compound 
concentrations and/or solid-water ratios. Consider now the sorption of 1,4- 
dinitrobenzene (1,4-DNB) to the homoionic clay mineral, K'-illite, at pH 7.0 and 
20°C. 1,4-DNB forms electron donor-acceptor (EDA) complexes with clay minerals 
(see Chapter 11). In a series of batch experiments, Haderlein et al. (1996) measured 
the data at 20°C given in the margin. 

Problem 

Using this data, estimate the K,,-values for 1,4-DNB in a K'-illite-water 
suspension (pH 7.0 at 20°C) for equilibrium concentrations of 1,4-DNB in the 
aqueous phase of 0.20 pM and of 15 pM, respectively. 

Answer 

Plot Cis versus Cjw to see the shape of the sorption isotherm (Fig. 1): 

For Kid at Ciw = 0.20 pM, assume a h e a r  isotherm for the concentration range 
0-0.5 pM. Perform a least squares fit of Cis versus C, using only the first four data 
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Figure 1 Plot of Cis versus C,. The 
dotted line represents the fitted 
Langmuir equation (see below). 

Figure 2 Plot of log C,, versus log 
C,,using the whole data set. 
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points and the origin (see insert in Fig. 1). The resulting regression equation is: 

Cis = 1425 Ciw (R’ = 1.0) 

Hence, you get a I ( d  value (slope) of 1425 L.kg-’ that is valid for the whole 
concentration range considered (i.e., Ciw I 5  pM). 

For deriving Kid at C, = 15 pM, fit the experimental data with the Freundlich 
equation (Eq. 9.1). To determine the KiF and n, values use Eq. 9.2 (i.e., perform a 
least squares fit of log Cis versus log C, using all data points). 

The resulting regression here is: 

log Cis = 0.70 log Cjw + 2.97 (R’ = 0.98) 
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Figure 3 Plot of UCis versus l/C, for 
the data points with C, > 0.5 pM. 
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Hence, KiF = 102.97 2 1000 (pmol.kg-' ,uM-'.~') [see comment on units of KiF below 
Eq. 9-11 and ni = 0.70; therefore (Eq. 9-8): 

Kid = 1000. c,;0.3 
Insertion of Ciw = 15 pM yields a value of about 450 L . kg-'. 

Note that this K;d value is significantly smaller than the Kid obtained in the linear part 
of the isotherm (i.e., at low 1,4-DNB concentrations). Furthermore, as can be seen 
from Fig. 2, the Freundlich equation overestimates Cis (and thus Kid) at both the low 
and the high end of the concentration range considered. In fact, inspection of Fig. 2 
reveals that at very high concentrations, the IS'-illite surface seems to become 
saturated with 1,4-DNB, which is not surprising considering that only limited 
adsorption sites are available. In such a case, the sorption isotherm can also be 
approximated by a Langmuir equation (Eq. 9-3). 

To get the corresponding KiL and Cimaxvalues, use Eq. 9-4 (i.e., perform a least 
squares fit of l/Cis versus l/Cjw). Use only the data with Ciw > 0.5 pM to get a 
reasonable weighting of data points in the low and high concentration range. 

The resulting regression equation is: 

1 1 
- = 0.000753-+0.000152 ( R 2  = 0.99) 
Cis C i w  

yielding a C,,,, of 6600 pmol. kg-' and a KiL value of 0.201 L .,umol-'. At very low 
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concentrations (i.e., KiL. Ciw (( I), which includes C, = 0.20 pM, Kid is given by the 
linear relationship: 

K;d=KiL'C;max= (0.201) (6600)= 1.?20L.kg-' 

which is somewhat smaller than the K;d value determined from the linear regression 
analysis using only the first four data points (i.e., Kid = 1425 L. kg-', see above). This 
is not too surprising when considering that the Langmuir model assumes that all 
surface sites exhibit the same affinities for the sorbate. This is not necessarily the 
case, as it is likely that sites with higher affinities are occupied first. Therefore, a 
linear fit of data points determined at low concentrations can be expected to yield a 
higher apparent sorption coefficient as compared to the coeMicient calculated from 
nonlinear extrapolation of data covering a wide concentration rate. 

Inserting C, = 15 ,uM into Eq. 9-3 with the above derived KiL and C,,, values yields 
a Ci,valueof(6600)(0.201)(15)/[1+(0.201)(15)] =4950pmol.kg-', andthusaKidof 
4950 / 15 = 330 L . kg-'. This value is somewhat smaller than the one derived from 
the Freundlich equation (450 L . kg-'; see above). These calculations show that when 
estimating Kid values from experimental data, depending on the concentration range 
of interest, one has to make an optimal choice with respect to the selection of the 
experimental data points as well as with respect to the type of isotherm used to fit the 
data. 

Dissolved and Sorbed Fractions of a Compound in a System 

Armed with a Kid for a case of interest, we may evaluate what fraction of the com- 
pound is dissolved in the water,f;,, for any environmental volume containing both 
solids and water, but only these phases: 

Ciw . Vw 
Jw = ClWV, + C1,M, 

(9-10) 

where Vw is the volume of water (e.g., L) in the total volume vat, and M, is the mass 
of solids (e.g., kg) present in that same total volume. Now if we substitute the 
product Kid. C, from Eq. 9-7 for Cis in Eq. 9- 10, we have: 

C l W  v w  

Jw = CiwVw + KldCiwMs 

- v w  - 
v w  -I- KidMs 

(9-11) 

Finally, noting that we refer to the quotient, Ms/Vw, as the solid-water phase ratio, 
r,, (e.g., kg .L~-') in the environmental compartment of interest, we may describe the 
fraction of chemical in solution as a fimction of Kid and this ratio: 
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(9-12) 

Such an expression clearly indicates that for substances exhibiting a great affinity 
for solids (hence a large value of Kid) or in situations having large amounts of solids 
per volume of water (large value of r,,), we predict that correspondingly small 
fractions of the chemical remain dissolved in the water. Note the fraction associated 
with solids, As, must be given by ( 1-AW) since we assume that no other phases are 
present (e.g., air, other immiscible liquids). 

The fraction of the total volume, Go, , that is not occupied by solids, theporosity, 4, 
is often used instead of rsw to characterize the solid-water phase ratio in some 
environmental systems like sediment beds or aquifers. In the absence of any gas 
phase, 9 is related to parameters discussed above by: 

(9-13) 

where, V, , the volume occupied by particles, can be calculated fromMs/ps (where ps 
is the density of the solids and is typically near 2.5 kg L-' for many natural minerals.) 
Thus, we find the porosity is also given by: 

1 - - v w  9 =  v w  +Ms/p, l+&wlps 

and solving for r,, yields the corresponding relation: 

1-4 
9 

r,w = ps- 

(9-14) 

(9-15) 

Finally, in the soil and groundwater literature, it is also common to use still a third 
parameter called bulk density, A. Bulk density reflects the ratio, M,/V,, , so we see 
it is simply given by p, (1- 4). Thus, knowing bulk density we have r,, is equal to 
A/#. It is a matter of convenience whether r,,, 4 , or pb is used. 

The application of such solution- versus solid-associated speciation information 
may be illustrated by considering an organic chemical, say 1,4-dimethylbenzene 
(DMB), in a lake and in flowing groundwater. In lakes, the solid-water ratio is given 
by the suspended solids concentration (since Vw = yet), which is typically near lo4 
kg . L-'. From experience we may know that the Kid value for DMB in this case 
happens to be 1 L . kg-'; therefore we can see that virtually all of this compound is in 
the dissolved form in the lake: 

In contrast, now consider the groundwater situation; ps for aquifer solids is about 2.5 
kg .L-' (e.g., quartz density is 2.65 kg.L-'); @is often between 0.2 and 0.4. If in our 
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Figure 9.6 Illustration of the re- 
tardation of 1,4-dimethylbenzene 
(DMB) transport in groundwater 
due to: (1) reversible sorptive ex- 
change between water and solids, 
and ( 2 )  limiting transport of DMB 
to that fraction remaining in the 
flowing water. As dissolved mole- 
cules move ahead, they become 
sorbed and stopped, while mole- 
cules sorbed at the rear return to 
the water and catch up. Thus, over- 
all transport of DMB is slower than 
that of the water itself. 

particular groundwater situation $J = 0.2, and Y,, = 10 kg.L-', we predict that the 
fraction of DMB in solution, again assuming Kid of 1 L. kg-', is drastically lower 
than in the lake: 

1 0.09 
1 

1+10.1 
&,=----- 

So we deduce that only one DMB molecule out of 11 will be in the moving ground- 
water at any instant (Fig. 9.6). This result has implications for the fate of the DMB in 
that subsurface environment. If DMB sorptive exchange between the aquifer solids 
and the water is fast relative to the groundwater flow and if sorption is reversible, we 
can conclude that the whole population of DMB molecules moves at one-eleventh 
the rate of the water. The phenomenon of diminished chemical transport speed relative 
to the water seepage velocity is referred to as retardation. It is commonly discussed 
using the retardationfactor, Rf, which is simply equal to the reciprocal of the fraction 
of molecules capable of moving with the flow at any instant, A;' (see Chapter 25). 

Many situations require us to know something about the distribution of a chemical 
between a solution and solids. Our task then is to see how we can get Kid values 
suited for the cases that concern us. As we already pointed out above, these Kjd 
values are determined by the structures of the sorbates as well as the composition of 
the aqueous phase and the sorbents. 
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The Complex Nature of Kid 
The prediction of Kid for any particular combination of organic chemical and solids 
in the environment can be diEcult, but fortunately many situations appear reducible 
to fairly simple limiting cases. We begin by emphasizing that the way we defined Kid 
means that we may have lumped together many chemical species in each phase. For 
example, referring again to Fig. 9.2, we recognize that the total concentration of the 
dimethylaniline in the sorbed phase combines the contributions of molecules in 
many different sorbed forms. Even the solution in this case contains both a neutral 
and a charged species of this chemical. Thus, in a conceptual way, the distribution 
ratio for this case would have to be written as: 

where C,,, is the concentration of sorbate i associated with the natural organic 
matter (expressed as organic carbon) present (mol . kg-' oc) 

f,, is the weight fraction of solid which is natural organic matter 
(expressed as organic carbon, i.e., kg oc kg-' solid) 

Cimin is the concentration of sorbate i associated with the mineral surface 
(mol . m-2) 

Asurf is the specific surface area of the relevant solid 

CieX is the concentration of ionized sorbate drawn towards positions of 
opposite charge on the solid surface (mol . mol-' surface charges) 

oSudex is the net concentration of suitably charged sites on the solid surface 
(mol surface charges. m-2) for ion exchange 

C,, is the concentration of sorbate i bonded in a reversible reaction to the 
solid (mol . mol-' reaction sites) 

osurfrxn is the concentration of reactive sites on the solid surface (mol 
reaction sites. m") 

C i ,  neut is the concentration of uncharged chemical i in solution (mol . L-') 

C i ,  ion is the concentration of the charged chemical i in solution (mol . L-') 

All terms in Eq. 9-16 may also deserve further subdivision. For example, C,,,.f,, 
may reflect the sum of adsorption and absorption mechanisms acting to associate the 
chemical to a variety of different forms of organic matter (e.g., living biomass of 
microorganisms, partially degraded organic matter from plants, plastic debris from 
humans, etc.). Similarly, Cimin.Asurf may reflect a linear combination of the 
interactions of several mineral surfaces present in a particular soil or sediment with 
a single sorbate. Thus, a soil consisting of montmorillonite, kaolinite, iron oxide, 
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and quartz mineral components may actually have Cimin .A,, = C,,,, . a .Asurf + 
Cikao. b .Aswf + Ciiron o x .  c .Asurf + C,,,, . d.Asurf where the parameters a, b, c, and d are 
the area fractions exhibited by each mineral type. Similarly, Ci,, . om,. A,, may 
reflect bonding to several different kinds of surface moieties, each with its own 
reactivity with the sorbate (e.g., 3,4-dimethylaniline). For now, we will work from 
the simplified expression which is Eq. 9-16, primarily because there are few data 
available allowing rational subdivisions of soil or sediment differentially sorbing 
organic chemicals beyond that reflected in this equation. 

It is very important to realize that only particular combinations of species in the 
numerator and denominator of complex Kid expressions like that of Eq. 9-16 are 
involved in any one exchange process. For example, in the case of dimethylaniline 
(DMA) (Fig. 9.2), exchanges between the solution and the solid-phase organic 
matter: 

(9-17) 

reflect establishing the same chemical potential of the uncharged DMA species in 
the water and in the particulate natural organic phase. As a result, a single free ener- 
gy change and associated equilibrium constant applies to the sorption reaction de- 
picted by Eq. 9-17. Similarly, the combination: 

(9-18) 

would indicate a simultaneously occurring exchange of uncharged aniline molecules 
from aqueous solution to the available mineral surfaces. Again, this exchange is 
characterized by a unique free energy difference reflecting the equilibria shown in 
Eq. 9- 18. Likewise, the exchange of: 

(9-19) 

should be considered if it is the neutral sorbate which can react with components of 
the solid. Note that such specific binding to a particular solid phase moiety may 
prevent rapid desorption, and therefore such sorbate-solid associations may cause 
part or all of the sorption process to appear irreversible on some time scale of 
interest. 

So far we have considered sorptive interactions in which only the DMA species was 
directly involved. In contrast, it is the charged DMA species (i.e., anilinium ions) 
that is important in the ion exchange process: 
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(9-20) 

Of course, the anilinium ion in solution is quantitatively related to the neutral aniline 
species via an acid-base reaction having its own equilibrium constant (see Chapter 
8). But we also emphasize that the solution-solid exchange shown in Eq. 19-20 has 
to be described using the appropriate equilibrium expression relating corresponding 
species in each phase. The influence of each sorption mechanism is ultimately 
reflected by all these equilibria in the overall expression, and each is weighted by 
the availability of the respective sorbent properties in the heterogeneous solid (i.e., 
A,, o,, om, or the various Asurf values). By combining information on the individual 
equilibria (e.g., Eqs. 9-17 through 9-20) with these sorbent properties, we can 
develop versions of the complex Kid expression (Eq. 9-1 6) which take into account 
the structure of the chemical we are considering. In the following, we discuss these 
individual equilibrium relationships. 

Sorption of Neutral Organic Compounds from Water to 
Solid-Phase Organic Matter (POM) 

Overview 

Among the sorbents present in the environment, organic matter plays an important 
role in the overall sorption of many organic chemicals. This is true even for 
compounds that may undergo specific interactions with inorganic sorbent 
components (see Chapter 11). We can rationalize this importance by recognizing 
that most surfaces of inorganic sorbents are polar and expose a combination of 
hydroxy- and oxy-moieties to their exterior. These polar surfaces are especially 
attractive to substances like water that form hydrogen bonds. Hence, in contrast to 
air-solid surface partitioning (Section 11.2), the adsorption of a nonionic organic 
molecule from water to an inorganic surface requires displacing the water molecules 
at such a surface. This is quite unfavorable from an energetic point of view. 
However, absorption of organic chemicals into natural organic matter or adsorption 
to a hydrophobic organic surface does not require displacement of tightly bound 
water molecules. Hence, nonionic organic sorbates successfully compete for 
associations with solid-phase organic matter. 

Therefore, we may not be too surprised to find that nonionic chemicals show 
increasing solid-water distribution ratios for soils and sediments with increasing 
amounts of natural organic matter. This is illustrated for tetrachloromethane (carbon 
tetrachloride, CT) and 1,2-dichlorobenzene (DCB) when these two sorbates were 
examined for their solid-water distribution coefficients using a large number of soils 
and sediments (Fig. 9.7, Kile et al., 1995.) 

Note that the common analytical methods for determining the total organic material 
present in a sorbent often involve combusting the sample and measuring evolved 
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Figure 9.7 Observed increase in 
solid-water distribution ratios for 
the apolar compounds, tetrachlo- 
romethane (0) and 1,2-dichloro- 
benzene (A) with increasing or- 
ganic matter content of the solids 
(measured as organic carbon, hc, 
see Eq. 9-21) for 32 soils and 36 
sediments. Data from Kile et al. 
(1 995). 
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COz. Therefore, the abundance of organic material present is often expressed by the 
weight fraction that consisted of reduced carbon: 

mass of organic carbon 
total mass of sorbent 

foc = (kg oc . kg-' solid) (9-21) 

Obviously, it is actually the total organic mass consisting of carbon, hydrogen, 
oxygen, nitrogen, etc. within the solid phase that acts to sorb the chemical of interest 
(i.e., theh,,, in kg 0m.kg-l solid). Natural organic matter is typically made up of 
about half carbon (40 to 60% carbon); hence, fOm approximately equals 2 .f, and 
these two metrics are reasonably correlated. 

Returning to the sorption observations (Fig. 9.7), as the mass fraction of organic 
carbon&,, present in the solids approaches zero, the Kid values for both compounds 
become very small. Even at very lowf,, values (i.e.,f,, 0.001 kg oc.kg-' solid), 
sorption to the organic components of a natural sorbent may still be the dominant 
mechanism (see Chapter 11). 

In order to evaluate the ability of natural organic materials to sorb organic pollutants, 
it is useful to define an organic carbon normalized sorption coefficient: 

(9-22) 

where Cioc is the concentration of the total sorbate concentration associated with the 
natural organic carbon (i.e., mol-kg-' oc). Note that in this case, it is assumed that 
organic matter is the dominant sorbent; that is, Cis is given by C,,, . f,,, the first term 
in the numerator of Eq. 9-16. Clearly the value ofKjoc differs for tetrachloromethane 
and 172-dichlorobenzene (the slopes differ in Fig. 9.7), and it is generally true that 
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CT DCB 

log Kioc / (L - kg-loc) log Kioc/ (L - kg-‘oc) 

Figure 9.8 Frequency diagrams 
showing the variability in the log 
Kioc values of (a) tetrachlorome- 
thane (CT) and (b) 1,2-dichloro- 
benzene (DCB) for 32 soils (dark 
bars) and 36 sediments (light bars). 
The range ofLC values of the soils 
and sediments investigated is in- 
dicated in Fig. 9.7. Data from Kile 
et al. ( I  995). 

each chemical has its own “organic carbon normalized” solid-water partition coeffi- 
cient, Kim. 

The Kid value of a given compound shows some variation between different soils and 
sediments exhibiting the same organic carbon content (Fig. 9.7). This indicates that 
not only the quantity, but also the quality of the organic material present has an 
influence on Kid. Normalizing to the organic carbon contents of each soil and 
sediment, we can examine this variability for both tetrachloromethane and 1,2- 
dichlorobenzene sorbing to a variety of soils and sediments of very different origins 
(Fig. 9.8.) All the Kim values lie within a factor of about 2 (i.e., f 2 0  - f 0.3 log 
units). We should emphasize that these data include only Kim values determined in 
the linear range of the isotherms by a single research group. The data show that for 
these two apolar compounds, soil organic matter seems on average to be a somewhat 
poorer “solvent” as compared to sediment organic matter (Fig. 9.8). In fact, the 
average Kcroc values are 60 f 7 L . kg-‘ oc for the 32 soils and 100 f 11 L . kg-’ oc for 
the 36 sediments investigated; similarly the average KDCBoc values are 290 & 42 
L.kg-’ oc and 500 & 66 L.kg-’ oc, for the soils and sediments, respectively. 
Apparently, the sources of organic matter in terrestrial settings leave residues that 
are somewhat more polar than the corresponding residues derived chiefly in water 
bodies. Thus, variations in K,, may primarily reflect differences in the chemical 
nature of the organic matter. Using data from numerous research groups, Gerstl 
(1990) also examined the variability of log Kim values for 13 other nonionic 
compounds. He found the Kioc observations to be log normally distributed and to 
exhibit relative standard deviations for log Kioc values of about k lo- f 0.3 log units. 
An example is the herbicide atrazine, for which more than 200 observations were 
compiled (Fig. 9.9). DDT and lindane, two apolar compounds, exhibited similar 
variability in their log Kioc values as did atrazine. The variations can be attributed to 
the different methods applied by different groups and the variability in the 
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Figure 9.9 Frequency diagram 
illustrating the variability in the 
log Kioc values determined for 
atrazine for 217 different soil and 
sediment samples. The numbers on 
the X-axis indicate the center of a 
log K,,, range in which a certain 
number of experimental K,,, values 
fall. Data compiled by Gerstl 
(1990). 
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qualitative nature of the organic matter in the wide range of soils and sediments 
used. In sum, careful determinations of nonionic organic compound absorption into 
natural organic matter appear to yield log K,,, values to about ? 0.3 log units (-+ l o )  

1, 
AN I 'N I precision. 

H H 

atrazine Structural Characteristics of POM Relevant to Sorption 

Let us now consider what the organic materials in soil and sediment sorbents are. As 
has become evident from numerous studies (see e.g., Thurman, 1985; Schulten and 
Schnitzer, 1997; Hayes, 1998), the natural organic matter present in soils, sediments, 
groundwaters, surface waters, atmospheric aerosols, and in wastewaters may 
include recognizable biochemicals like proteins, nucleic acids, lipids, cellulose, and 
lignin. But also, these environmental media contain a menagerie of macromolecular 
residues due to diagenesis (the reactions of partial degradation, rearrangement, and 
recombination of the original molecules formed in biogenesis). Naturally, the 
structure of such altered materials will depend on the ingredients supplied by the 
particular organisms living in or near the environment of interest. Moreover, the 
residues will tend to be structurally randomized. For example, soil scientists have 
deduced that the recalcitrant remains of woody terrestrial plants make up a major 
portion of the natural organic matter in soils (e.g., Schulten and Schnitzer, 1997). 
Such materials also make up an important fraction of organic matter suspended in 
freshwaters and deposited in associated sediments. Similarly, marine chemists have 
found that the natural organic matter, suspended in the oceans at sites far from land, 
consists of altered biomolecules such as polysaccharides and lipids that derived 
from the plankton and were subsequently modified in the environment (Aluwihare 
et al., 1997; Aluwihare and Repeta, 1999). At intermediate locales, such as large 
lakes and estuaries, the natural organic material in sediments and suspended in water 
appears to derive from a variable mixture of terrestrial organism and aquatic 
organism remains. An often-studied subset of these altered complex organic 
substances are commonly referred to as humic substances if they are soluble or 



Sorption from Water to Solid-Phase Organic Matter (POM) 295 

extractable in aqueous base (and insoluble in organic solvents), and humin or kero- 
gen if they are not. The humic substances are further subdivided intofulvic acids if 
they are soluble in both acidic and basic solutions and humic acids if they are not 
soluble at pH 2. For a detailed overview of the present knowledge of humic 
materials, we refer to the literature (e.g., Hayes and Wilson, 1997; Davies and 
Gabbour, 1998; Huang et al., 1998; Piccolo and Conte, 2000). Here, we address only 
the most important structural features that are relevant to sorption of organic 
pollutants. 

First, we note that natural organic matter that potentially acts as a sorbent occurs in a 
very broad spectrum of molecular sizes from the small proteins and fulvic acids of 
about 1 kDa to the huge complexes of solid wood and kerogen (>> 1000 kDa). 
Furthermore, natural organic matter is somewhat polar in that it contains numerous 
oxygen-containing functional groups including carboxy-, phenoxy-, hydroxy-, and 
carbonyl-substituents (Fig. 9.10). Depending on the type of organic material 
considered, the number of such polar groups may vary quite significantly. For 
example, highly polar fulvic acids may have oxygen-to-carbon mole ratios (OK 
ratios) of near 0.5 (Table 9.1). More mature organic matter (i.e., organic matter that 
has been exposed for longer time to higher pressures and temperatures in buried 
sediments) have O K  ratios around 0.2 to 0.3, and these evolve toward coal values 
below 0.1 (Brownlow, 1979). These polar groups may become involved in H- 
bonding, which may significantly affect the three-dimensional arrangements and 
water content of these macromolecular media. Since many of the polar groups are 
acidic (e.g., carboxylic acid groups, phenolic groups) and because they undergo 
complexation with metal ions (e.g., Ca2+, Fe3+, A13+), pH and ionic strength have 
some impact on the tendency for the natural organic matter to be physically extended 
(when charged groups repulse one another) or coiled and forming domains that are 
not exposed to outside aqueous solutions. This may be particularly important in the 
case of “dissolved” organic matter (see Section 9.4). 

In summary, we can visualize the natural organic matter as a complex mixture of 
macromolecules derived from the remains of organisms and modified after their 
release to the environment through the processes of diagenesis. This organic matter 
exhibits hydrophobic and hydrophilic domains. There is some evidence that the 
aggregate state of the organic matter may include portions with both fluid and rigid 
character. Borrowing terms commonly used in polymer chemistry, the inferred fluid 
domains have been referred to as “rubbery,” and the more rigid ones as “glassy” 
domains (Leboeuf and Weber, 1997; Xing and Pignatello, 1997). Other nomen- 
clature uses the terms soft and hard carbon, respectively (Weber et al., 1992; Luthy 
et al., 1997b). The glassy domain may contain nanopores (i.e., microvoids of a few 
nanometers size) that are accessible only by (slow) diffusion through the solid phase 
(Xing and Pignatello, 1997; Aochi and Farmer, 1997; Xia and Ball, 1999; 
Cornelissen et al., 2000). This would result in slow sorption kinetics (Pignatello and 
Xing, 1996). Thus, the natural organic matter may include a diverse array of 
compositions, resulting in both hydrophobic and hydrophilic domains, and formed 
into both flexible and rigid subvolumes. This picture suggests nonionic organic 
compounds may both absorb into flexible organic matter and any voids of rigid 
portions, as well as adsorb onto any rigid organic surfaces. 
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Figure 9.10 (a) Schematic soil hu- 
mic acid structure proposed by 
Schulten and Schnitzer (1 997). 
Note that the "-" symbols stand for 
a linkages in the macromolecules 
to more of the same types of struc- 
ture. (b) Schematic seawater humic 
substances structure proposed by 
Zafiriou et al. (1984). (c) Sche- 
matic black carbon structure pro- 
posed by Sergides et al. (1987). 
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In addition to the natural organic matter present due to biogenesis and diagenesis, 
other identifiable organic sorbents, mostly derived from human activities, can 
be present (and would be included in an Ac measurement). Examples include 
combustion byproducts (soots and fly ash), plastics and rubbers, wood, and non- 
aqueous-phase liquids. The most potent among these other sorbents are various 
forms of black carbon (BC). Black carbon involves the residues from incomplete 
combustion processes (Goldberg, 1985). The myriad existing descriptors of these 
materials (soot, smoke, black carbon, carbon black, charcoal, spheroidal carbon- 
aceous particles, elemental carbon, graphitic carbon, charred particles, high-surface- 
area carbonaceous material) reflect either the formation processes or the operational 
techniques employed for their characterization. BC particles are ubiquitous in sedi- 
ments and soils, often contributing 1 to 10% of the&, (Gustafsson and Gschwend, 
1998). Such particles can be quite porous and have a rather apolar and aromatic 
surface (Table 9.1). Consequently, they exhibit a high affinity for many organic 
pollutants, particularly for planar aromatic compounds. Therefore significantly 
higher apparent Ki,, values may be observed in the field as compared to values that 
would be predicted from simple partitioning models (Gustafsson et al., 1997; Naes 
et al., 1998; Kleineidam et al. 1999; Karapanagioti et al., 2000). 

Another example involves wood chips or sawdust used as fills at industrial sites. 
Wood is also a significant component of solid waste, accounting for up to 25 wt% of 
materials at landfills that accept demolition wastes (Niessen, 1977). Wood is 
composed primarily of three polymeric components: lignin (25-30% of softwood 
mass), cellulose (40-45% of softwood mass), and hemicellulose (remaining mass) 
(Thomson, 1996). As has been shown by Severton and Banerjee (1996) and Mackay 
and Gschwend (2000), sorption of hydrophobic organic compounds by wood is 
primarily controlled by sorption to the lignin. This is not too surprising when 
considering the rather polar character of cellulose and hemicellulose as compared to 
lignin (compare Q/C and H/C ratios in Table 9.1). Also synthetic polymers such as 
polyethylene (Barrer and Fergusson, 1958; Rogers et al., 1960; Flynn, 1982; Doong 
and Ho, 1992; Aminabhavi and Naik, 1998), PVC (Xiao et al., 1997), and rubber 
(Barrer and Fergusson, 1958, Kim et al., 1997) and many others are well known to 
absorb nonionic organic compounds. If such materials are present in a soil, 
sediment, or waste of interest, then they will serve as part of the organic sorbent mix. 
Finally, a special organic sorbent that may be of importance, particularly, when 
dealing with contamination in the subsurface, is nonaqueous phase liquids (NAPLs, 
Hunt et al., 1988; Mackay and Cherry, 1989). These liquids may be immobilized in 
porous media and serve as absorbents for passing nonionic organic compounds 
(Mackay et al., 1996). In such cases we may apply partition coefficients as discussed 
in Section 7.5 (Eq. 7-22) to describe sorption equilibrium, but we have to keep in 
mind that the chemical composition of the absorbing NAPL will evolve with time. 

In conclusion, sorption of neutral organic chemicals to the organic matter present in 
a given environmental system may involve partitioning into, as well as adsorption 
onto, a variety of different organic phases. Thus, in general, we cannot expect linear 
isotherms over the whole concentration range, and we should be aware that 
predictions of overall K,,, values may have rather large errors if some of the 
important organic materials present are not recognized (Kleineidam et al., 1999). 
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Conversely, with appropriate site-specific information, reasonable estimates of the 
magnitude of sorption coefficients can be made (see below). 

Determination of Kioc Values and Availability of Experimental Data 

K,, values are available for a large number of chemicals in the literature. The vast 
majority of these Kioc's have been determined in batch experiments in which a 
defined volume of water is mixed with a given amount of sorbent, the resultant 
slurry is spiked with a given amount of sorbing compound(s), and then the system is 
equilibrated with shaking or stirring. After equilibrium is established, the solid and 
aqueous phases are mostly separated by centrifugation or filtration. In most studies, 
only the aqueous phase is then analyzed for the partitioning substance, and its 
concentration in the solid phase is calculated by the difference between the total 
mass added and the measured mass in the water. Direct determinations of solid phase 
concentrations are usually only performed to verify that other loss mechanisms did 
not remove the compound fi-om the aqueous phase (e.g., due to volatilization, 
adsorption to the vessel, and/or degradation). Kioc is then calculated by dividing the 
experimentally determined Kjd (= Cis / C,) value by the fraction of organic carbon, 
A,, of the sorbent investigated (Eq. 9-22). 

Of course, a meaningful Kioc value is obtained only if sorption to the natural organic 
material is the dominant process. This may be particularly problematic for sorbents 
exhibiting very low organic carbon contents. Also, solid-water contact times are 
sometimes too short to allow sorbates to reach all the sorption sites that are 
accessible only by slow diffusion (Xing and Pignatello, 1997); thus, assuming 
sorptive equilibrium may not be appropriate. This kinetic problem can be especially 
problematic for equilibrations that employ sorbate solutions flowing through 
columns containing the solids. Finally, errors may be introduced due to incomplete 
phase separations causing the presence of water (containing dissolved compound) 
with the solid phase, as well as colloids (containing sorbed compound) in the 
aqueous phase. Hence, the experimentally determined apparent solid-water 
distribution coefficient, Kt:", is not equal to the "true" K;d but is given by: 

(9-23) 

where Cis is the compound concentration on the separated particles (mol . kg-' 
solid) 

C;, is the compound concentration in the water (mol . L-') 

V,, is the volume of water left with the separated particles (L . kg-' solid) 

CiDoc is the compound concentration associated with colloids (mol . kg-' oc) 

[DOC] is the concentration of organic matter in the colloids (expressed as C) 
remaining with the bulk water (kg oc . L-') 

By dividing the numerator and denominator of Eq. 9-23 by Ciw, and then substituting 
C,/Ciw by Kid and CiDoc/Ciw by KiDOC, we may rewrite Eq. 9-23 as: 
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(9-24) 

The expression indicates that the apparent solid-water distribution coefficient will 
equal the “true” one only if V,, (( K;d and if KiDoc . [DOC] (( 1. For weakly sorbing 
compounds (low Kid), this equation suggests that the experimental Kl~pp, and thus 
Kzp , may be erroneously high. For compounds that do tend to sorb (high K,,,) and 
in situations where organic colloids are substantial (high [DOC]), batch 
observations of solid-water partitioning produce lower distribution coefficients than 
Kid. Note that these phase separation difficulties are probably one of the major 
explanations for the so-called “solids concentration effect” in which Kid appears to 
decrease with greater and greater loads of total solids and thus DOM colloids in 
batch sorption systems (Gschwend and Wu, 1985). Note also that these problems 
may also be important for other colloid-containing systems such as where sorption 
to clay minerals plays a major role (see Chapter 11). Finally, particularly in older 
studies, radiolabeled chemicals of poor purity were used, and this can also have an 
influence on the result (Gu et al., 1995). 

Considering all these experimental problems, as well as the natural variability of 
natural organic sorbents, it should not be surprising that Kjo, values reported in the 
literature for a given chemical may vary by up to an order of magnitude or even 
more. This is particularly true for polar compounds for which uncontrolled 
solution conditions like pH and ionic strength may also play an important role. 
Thus, when selecting a K;,, value from the literature, one should be cautious. In 
this context, it should be noted that Ki,, values are log-normally distributed 
(normal distribution of the corresponding free energy values), and therefore log 
Ki,, values, not Kj,, values, should be averaged when several different KjOc7s have 
been determined (Gerstl, 1990). 

For the following discussions, we will primarily use Kio, values from compilations 
published by Sabljic et al. (1995) and Poole and Poole (1999). According to these 
authors, the values should be representative for POM-water absorption (i.e., they 
have been derived from the linear part of the isotherms). Furthermore, many of the 
reported Kim’s are average values derived from data reported by different authors. 
Distinction between different sources of sorbents (e.g., soils, aquifer materials, 
freshwater, or marine sediments) has not been made. Nevertheless, at least for the 
apolar and weakly monopolar compounds, these values should be reasonably repre- 
sentative for partitioning to soil and sediment organic matter. 

Estimation of Kjoc values 

Any attempt to estimate a K,, value for a compound of interest (with its particular 
abilities to participate in different intermolecular interactions) should take into 
account the structural properties of the POM present in the system considered. To 
this end, the use of multiparameter LFERs such as the one that we have applied for 
description of organic solvent-water partitioning (Eq. 7-9) would be highly 
desirable (Poole and Poole, 1999). Unfortunately, the available data do not allow 
such analyses, largely due to the very diverse solid phase sources from which 
reported Kioc values have been derived. 
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Figure 9.11 Plot of log K,,, versus 
log KiOw for PAHs (+) and for a 
series of alkylated and chlorinated 
benzenes and biphenyls (PCBs) 
(A). The slopes and intercepts of 
the linear regression lines are given 
in Table 9.2. 
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Therefore, for estimates of K,,,'s it is more feasible to use compound class-specific 
LFERs. These include correlations of log K,,, with molecular connectivity indices 
(or topological indices; for an overview see Gawlik et al., 1997), with log C;G'(L) 
(analogous to Eq. 7-1 l), and with log K,,,. Although molecular connectivity indices 
or topological indices have the advantage that they can be derived directly from the 
structure of a chemical, they are more complicated to use and do not really yield 
much better results than simpler one-parameter LFERs using C;$t(L) or K,,, as 
compound descriptors. 

Since C:$t (L) and Ki,, can be related to each other (Eq. 7-1 1, Table 7.3), here we will 
confine ourselves to log Ki,, - log Ki,, relationships. Table 9.2 summarizes the 
slopes a and intercepts b derived for some sets of organic compounds by fitting: 

log Ki,, = a. log Ki,, + b (9-25) 

Note that the Ki,, values used tend to represent mostly absorption into soil and 
sediment POM. Therefore, any estimates using equations such as the ones given in 
Table 9.2 should be considered to be within a factor of 2 to 3. Furthermore, such 
LFERs should be applied very cautiously outside the log K,, - log Ki,, range for 
which they have been established. This is particularly critical for LFERs that have 
been derived only for a relatively narrow log Ki,, range (e.g., the phenyl ureas). 

Let us make some general comments on this type of LFER. First, reasonable 
correlations are found for sets of compounds that undergo primarily London 
dispersive interactions (Fig. 9.11 ; alkylated and chlorinated benzenes, chlorinated 
biphenyls). Good correlations are also found for sets of compounds in which polar 
interactions change proportionally with size (PAHs) or remain approximately 
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Figure 9.12 Plot of log K,,,, versus 
log K,,, for a alkylated and ha- 
logenated (R, = alkyl, halogen) 
phenylureas (R2 = R, = H; A, 
halogen, see margin below), phe- 
nyl-methylureas (R2 = CH3, R3 = 

H, n), and phenyl-dimethylureas 
(R2 = R3 = CH3, 0). The slope and 
intercept of the linear regression 
using all the data is given in Table 
9.2 (Eq. 9-261); each subset of 
ureas would yield a tighter cor- 
relation if considered alone (e.g., 
Eq. 9-26j). 
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constant (chlorinated phenols). These results are reasonable based on our previous 
discussions of organic solvent-water partitioning (Chapter 7). 

It should also be not too surprising that poorer results are obtained when trying to 
correlate sets of compounds with members exhibiting significantly different 
H-acceptor and/or H-donor properties. This is the case for the halogenated C,-, 
C2-, and C,-compounds. Combining the entire set leads to an R2 of only 0.68 (Eq. 
9-26d). Focusing on the chloroalkenes, the correlation is much stronger (R2 of 0.97 
although N is only 4); while for the polyhalogenated alkanes with and without 
bromine correlations are much more variable. This can be understood if we recall 
that compounds like CH,C12 exhibit H-donor and H-acceptor capabilities (e.g., for 
CHC1, a, = 0.10 and pi = 0.05) while C1,CCH3 has only H-acceptor ability (ai = 0, 
p, = 0.09) and CC1, has neither (Table 4.3). Hence, lumping such sets of compounds 
in a single-parameter LFER should yield variability as is seen. Such H-bonding 
variability also occurs within the large set of phenyl ureas that are used primarily 
as herbicides (some with -NH2, others with -NH-CH,, and finally some with 
-N(CH,),). In the case of the phenyl ureas, a significantly better correlation can be 
obtained for any subset of these compounds exhibiting consistent H-bonding on the 
terminal amino group (Fig. 9.12). Consequently, more highly correlated 
relationships with a single parameter like log Kio, are also found for these subsets 
(Table 9.2). These examples demonstrate that care has to be taken when selecting a 
set of compounds for the establishment of one-parameter LFERs. Hence, published 
LFERs relating log Kio, values to log K,, or related parameters (liquid aqueous 
solubilities or chromatographic retention times; see Gawlik et al., 1997, for review) 
should be checked to see that the “training set” of sorbing compounds have chemical 
structures that ensure that they participate in the same intermolecular interactions 
into the two partitioning media. 
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Kioe as a Function of Sorbate Concentration 

Let us now come back to the issue of linearity of the isotherm and dependency of Kid 
on the sorbate concentration. In numerous field studies in which both particle- 
associated and dissolved concentrations of PAHs are measured, apparent Ki,, values 
are up to two orders of magnitude higher than one would have predicted from a 
simple absorption model (Gustafsson and Gschwend, 1999). If a natural soil or 
sediment matrix includes impenetrable hydrophobic solids on which the chemical of 
interest may adsorb, the overall Kioc value must reflect both absorption into recent 
natural organic matter and adsorption onto these surfaces. 

We start out by considering the effect of such adsorption sites on the isotherms of 
apolar and weakly monopolar compounds. For these types of sorbates, hydrophobic 
organic surfaces and/or nanopores of carbonaceous materials are the most likely 
sites of adsorption. Such hydrophobic surfaces may be present due to the inclusion 
of particles like coal dust, soots, or highly metamorphosed organic matter (e.g., 
kerogen). Because of the highly planar aromatic surfaces of these particular materi- 
als, it is reasonable to assume that planar hydrophobic sorbates that can maximize 
the molecular contact with these surfaces should exhibit higher affinities, as com- 
pared to other nonplanar compounds of similar hydrophobicity. 

Let us evaluate some experimental data. To this end, we use a dual-mode model 
(Eq. 9-6). This model is a combination of a linear absorption (to represent the 
sorbate’s mixing into natural organic matter) and a Freundlich equation (as seen €or 
adsorption to hydrophobic surfaces or pores of solids like activated carbons): 

The value of the partition coefficient, Kip, is given by the product,foci(ioc, wheref,, 
and Ki,, apply only to the natural organic matter into which the sorbate can 
penetrate. The value of KiF is less well understood, but recent observations suggest it 
should be related to the quantity of adsorbent present (e.g., the fraction of “black 
carbon” in a solid matrix, fb,) and the particular compound’s black-carbon- 
normalized adsorption coefficient (e.g., KibC). Typical values of the Freundlich 
exponent are near 0.7. Hence, in a first approximation the data should fit: 

(9-27) 

Observations certainly fit this type of dual-mechanism model. For example, Xia and 
Ball (1999) recently examined the sorption of several organic compounds to an 
aquifer sediment. They measured that sediment’s&, to be 0.015. Using a literature 
value of the Kpyreneoc of 104.7 (Gawlik et al., 1997), it is clear that the pyrene sorption 
they observed greatly exceeded expectations based on only&, times Kpyrene oc (Figure 
9-13a). Subtracting this absorption contribution to the total Kpyrene ,, and using a 
recently reported value for Kpyrenebc of 106.5 (Bucheli and Gustafsson, 2000), the data 
indicate&, in this aquifer sediment contributed about 0.6% of the solid mass (a large 
fraction of that Miocene sediment’s remaining reduced carbon content). Using this 

f b c ,  the entire pyrene sorption isotherm was well fit using Eq. 9-27 (Figure 9- 13a). 
Moreover, fixing& at 0.006, the isotherms for the other sorbates tested by Xia and 
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and Accardi-Dey and Gschwend 9 
(2001). 2 -  

(b)  Holding&, at 0.006, values of 
KibC can be estimated for all the 1 

( 4 

1 2 3 4 5 6 7  other sorbates (all planar) tested on -1 1 10 100 

this aquifer sediment: benzene, log ciw / (yg.L-’) log Kiow 
chlorobenzene, 1,2-dichloroben- 
zene, naphthalene, 1,2,4-trichloro- 

chlorobenzene, phenanthrene, and 
pyrene. 

fluorene* ,2,475-tetra- Ball can be used to extract those compounds’ Kibc values in [(pg . kg-’ bc)(pg . L-’)-“i]. 
These data suggest that for planar sorbates a value of Kibc can be estimated via: 

log Kibc G 1.6 log Ki,, - 1.4 ( N =  9, R2 = 0.98) (9-28) 

Consistent with experience with adsorbents like activated carbons, the fitted KIbc 
values are greater for sorbates with larger hydrophobicities (Fig. 9.13b). Note that 
when using Freundlich isotherms, the KiF value depends nonlinearly on the units in 
which the concentration in the aqueous phase is expressed (see Problem 9.5). 

Neglecting the contribution of adsorption, especially for planar compounds and at 
low concentrations, may cause substantial underestimation of Kid. This is shown in 
Illustrative Example 9.2 for phenanthrene sorption to various soils and sediments 
(Huang et al., 1997). 

Illustrative Example 9.2 Evaluating the Concentration Dependence of Sorption of Phenanthrene to 
Soil and Sediment POM 

Huang et al. (1997) measured sorption isotherms for phenanthrene on 21 soils and 
sediments. All isotherms were nonlinear with Freundlich exponents ni (Eq. 9-1) 
between 0.65 and 0.9. For example, for a topsoil (Chelsea I) and for a lake sediment 
(EPA-23), interpolating the isotherm data yields the following “observed” sorbed 
concentrations, Cis, in equilibrium with dissolved concentrations, C,, of 1 pg . L-’ 
and 100 pg . L-I, respectively: 

Ciw c i s  

(Pug * L-I) (pg . kg-’ solid) 
Chelsea-I EPA-23 

1 3,200 1,700 
I00 9 1,000 5 1,000 
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i - phenanthrene 

log K,,, = 4.57 
log K,, = 4.3 

Problem 

Using Eq. 9-27, estimate the equilibrium solid phase concentrations, CIS, of 
phenanthrene for this topsoil and this sediment for aqueous concentrations, C,,, of 
1 and 100 yg.L-'. Compare these values with the concentrations obtained from 
interpolation of the sorption isotherms (see above): 

Answer 

For this nonionic, planar compound, you have to take into account both absorption 
to POM and adsorption to a high-affinity sorbent (e.g., black carbon). For Chelsea I 
soil, fOc was measured as 0.056 kg oc . kg-' solid. The fbc was not measured, but in 
sediment samples it is typically between I and 10% of thef,, (Gustafsson and Gsch- 
wend, 1998). Use the full range of 1 to 10% to see the possible impact of adsorption 
to black carbon (ie., fbc = 0.00056 to 0.0056 kg bc.kg-' solid). Assume 
n, = 0.7 and use Eq. 9-28 to estimate Klbc: 

log&,,= 1.6 10gKjo,- 1.4=(1.6)(4.57))- 1.4=5.9 

Insertion of&,, Ki,,,fbc, and KibC into Eq. 9-27 yields Cis values for Ciw=l and 100 
yg . L-', respectively: 

for C,, = 1 pg.L-': 

c, = (0.056)( 104.3)( 1) + (0.00056 to 0.0056)( 1)0.7 
= 1100 + (440 to 4400) = 1540 to 5500 y g  . kg-' solid 

(observed 3200 pg . kg-' solid) 

Note that a calculation based only on the product, fO&,, would underestimate the 
oberved values by about a factor of three. 

for C,, = 100 yg.L-': 

Cis = (0.056)( 104.3)( 100) + (0.00056 to 0.0056)( 105.9)( 
= 110,000 + (1 1,000 to 1 10,000) = 121,000 to 220,000 yg . kg-' solid 

(observed 9 1,000 pg . kg-' solid) 

In this case, the estimate based only onfo&ioc is very close to the experimental result, 
indicating that for high substrate concentrations partitioning into POM is the 
dominant sorption mechanism. 

For EPA-23 lake sediment, f,, was measured as 0.026 kg oc.kg-' solid. Again 
assuming the same K,,, and K,, values for phenanthrene and the same&, range, one 
obtains: 

for Ci, = 1 pg . L-' : 

Cis = 520 + (210 to 2100) = 730 to 2600 pg.  kg-' solid 
(observed 1700 pg . kg-' solid) 



Figure 1 Predicted versus experi- 
mental sorbed phenanthrene con- 
centrations for a series of soils and 
sediments. The diamonds indicate 
solids equilibrated with 1 pg . L-'; 
squares are for solids equilibrated 
with 100 pg  . L-I. 
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7 ,  

+ 1 pg-L-' 
T 

b I 0 100 pg.L-1 
Y 

+ 

n I I I I I I " 
0 1 2 3 4 5 6 7 

predicted log Cphenanthrene / @g.kg-' solid) 

and: 

for Ci, = 1 OO pg . L-' : 

Cis = 52,000 + (5200 + 52,000) = 57,000 to 104,000 pg . kg-' solid 
(observed 5 1,000 pg . kg-' solid) 

Hence, as for the Chelsea I topsoil,f,, .Kioc underestimates the observed sorption by 
about a factor of 3 at Ci, = 1 pg . L-', whereas at 100 pg . L-', sorption is dominated 
by POM-water partitioning. 

Predictions of sorbed phenanthrene concentrations equilibrated with 1 or 100 pg . L-' 
dissolved concentrations for all the soils and sediments (assuming f ,  = 0.05 f,,) 
examined by Huang et al. (1997) are shown in Fig. 1. Values for 100 pg.L-' fall 
somewhat below the extrapolation from 1 yg . L-' observations, indicating the shift 
from adsorption to absorption as the dominating mechanism. 

For compounds other than PAHs, unfortunately there are not enough data available 
that would allow a more general analysis of the concentration dependence of K,, 
values. Nevertheless, a few additional observations may give us some better feeling 
of the magnitude of this dependence. For example, for sorption of smaller apolar and 
weakly monopolar compounds (e.g., benzene, chlorobenzene, 1,2-dichIorobenzene, 
tetrachloroethene, dibromoethane) to soil (Chiou and Kile, 1998) or aquifer 
materials (Xia and Ball, 1999 and 2000), not more than a factor of 2 difference in K,, 
was found between low and high sorbate concentrations. A somewhat more 
pronounced effect (i.e., factor 2 to 3) was observed for sorption of the more polar 
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7 y 3  
herbicides atrazine (Sposito et al., 1996; for structure see Fig. 9.9) and diuron 

q N \  < CH3 (Spurlock and Biggar, 1 9 9 4 ~ ;  for structure, see margin) as well as for 
3,5-dichlorophenol to soil organic carbon (Chiou and Kile, 1998). Note again that in 
the case of polar compounds, other high-affinity sites present in POM may cause the CI 

CI diuron nonlinear sorption behavior. 

In summary, we should realize that, when applying Kioc values determined at high 
concentrations or derived from LFERs such as Eq. 9-26 (Table 9.2), we may 
underestimate equilibrium sorption at low concentrations (i.e., below 1% of the 
compound’s solubility) by a factor of 2 or more. Due to competition with other 
sorbates present in a natural system, the effect of specific adsorption could, however, 
be significantly attenuated (Chiou et al., 2000). Furthermore, the abundance of 
specific adsorption sites may be rather low in certain environments. Hence, in cases 
in which the effect can be expected to be moderate and in which we need only to get 
an order of magnitude estimate of K,,, we may decide to neglect the nonlinearity of 
the isotherm. In other situations, however, such as the PAH case discussed in 
Illustrative Example 9.3, adsorption to carbonaceous materials or other high-affinity 
sorbents present in significant abundances has to be taken into account. 

Illustrative Example 9.3 Estimating Pore Water Concentrations in a Polluted Sediment 

Commonly, we are interested in estimating the concentration of a chemical in the 
pore water of a sediment bed. For example, we may be concerned that a pollutant is 
diffusing out of a contaminated sediment bed into the overlying waters; the rate of 
this exchange will be proportional to the difference in dissolved concentrations in 
the pore water and the overlying water (see Chapter 19). Or we may be interested in 
the biouptake of the pollutants by invertebrates living in the bed (see Chapter lo). 
Such uptake may be proportional to the pore water concentrations, which 
themselves are proportional to the concentrations in the solids. 

Problem 

In a sediment core from Boston Harbor (off Spectacle Island, Massachussetts, 
USA), McGroddy et al. (1 996) measured sediment and pore water concentrations 
of pyrene and 2,2’,4,5,5’-pentachlorobiphenyl (PCB101). For a set of depths, she 
obtained the following values given below. Estimate the “mean” pore water 
concentrations of these two chemicals. Assume that& is 10% off,, in this area 
(Gustafsson and Gschwend, 1998). Neglect sorption of PCBl 01 to black carbon 
since this is not a planar molecule. 

Answer 

Rearranging Eq. 9-27 and solving for Cipore water (= Ciw) yields: 

Note that because of the nonlinearity of the Freundlich term, you may not isolate 
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Depth interval "6, Concentration in sediment 

surface) Pyrene PCBlOl 
(cm below (kg oc . kg-' solid) C,,/(pg. kg-' solid) @ / /  

pyrene 

lOgK,,,=513 6-8 0.035 1900 15 
log K,bc = 6.50 

K,bc in fJJg.kg-ibc)fJJg.Ll)-0.7 
(Bucheli and Gustafsson, 2000) 

8-10 

10-12 

0.034 

0.030 

1700 15 

22,30 2600,1600 

means 0.032 2000 20 
CI, C', 

Cip,, water. Therefore, to solve Eq. 1, you will have to guess the solution and revise 
your guess until you satisfy the equation. 

Estimate the K,,, values of the compounds from Ki,, (Eqs. 9-26b and 9-26a, 
respectively): 

CI CI 

2,2'.4.5,5-pentachlorobiphenyl 
(PCB101) 

log K,,, = 6 36 

pyrene: log Kioc= (0.98)(5.13)-0.32 = 4.7 

PCB101: log K,, = (0.74)(6.36)+0.15 = 4.9 

Insertion of Cis = 2000 pg . kg-' solid together withf,, = 0.032 and f b c  = 0.1 f , ,  = 

0.0032 and the appropriate Ki,, and Kibc values into Eq. 1 allows an estimate for 
pyrene via: 

C,,, (pg . L-') = 2000/[(0.032)( 104.7) + 0.003)( 106.5)(Cipore ,,,J 0.3 ] 

By trial and error, one may find Cjporewater G U.Zpg-L-', not too far from the 
measured value of 0.04 pg.L-' (McGroddy et al., 1996). Neglecting adsorption to 
black carbon would have yielded a much higher estimate: 

Ciporewater= 2000/[(0.032)(104.7)] = 1.2 pg.L-' 

For PCB 10 1, the pore water concentration at equilibrium is estimated to be: 

Ciporewater = 20/[0.032)(104.9)] = 0.008pg.L-' 

which is, again, quite similar to the measured value of 0.004 pg .L-' (McGroddy et 
al., 1996). 
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Effect of Temperature and Solution Composition on Kio, 

Temperature. Like organic solvent-water systems (Eq. 7-4), over a narrow tempera- 
ture range, we may express the temperature dependence of K,,, by: 

A P O M ~ H ~  1 
R T 

In Ki,, = - .- + const. (9-29) 

with: 

APOMWH~ = HgOM - H E  (9-30) 

where HIEoM and H; are the excess enthalpies of i in the sorbed phase (an average 
value) and in the aqueous phase, respectively. Previously (Table 5.3) we saw that for 
many small organic compounds, H: is relatively small. Significant negative 
deviations from zero can be expected primarily for small monopolar compounds 
(e.g., -20 to -30 kJ.mol-I) and large apolar compounds (e.g., +20 to 30 kJ.mo1-'). 
Note that HgoM represents the average excess enthalpy of the compound for the 
various sorption sites and may, therefore, also depend on the concentration range 
considered. Hence, at low concentrations where sorption to specific sites may 
dominate the overall K,,, (see above), HzOM may be different as compared to higher 
concentrations where partitioning is the major process. For sorption of apolar and 
weakly polar compounds to hydrophobic sites, including surfaces of carbonaceous 
materials, we may still assume that H,", is primarily determining A P O M ~  HI (Bucheli 
and Gustafsson, 2000). For polar compounds that may undergo H-bond interactions 
with specific sites present in POM, however, may change significantly with 
concentration. For example, for sorption of diuron and other phenylurea herbicides 
to soils, HgOM values were found to vary between about -40 to -50 kJ . mol-' at very 
low concentrations to f 10 kJ . mol-' at concentrations where nonspecific partitioning 
can be assumed to dominate the overall sorption (Spurlock, 1995). Since for these 
compounds, HE is about +10 kJ.mol-' (Spurlock, 1995), one obtains ALPOM~H, 
values of between -50 and -60 kJ. mol-' at very low concentrations, and between 
-20 and 0 kJ. mol-' for the high concentration range. Hence, as in many other cases, 
partition coefficients are rather insensitive to temperature, whereas adsorption 
coefficients increase by about a factor of 2 with a 10 degree decrease in temperature. 
Consequently, in such situations, one can expect that the nonlinearity of the isotherm 
increases with decreasing temperature. 

p H  and Ionic Strength. For sorption of apolar and weakly polar compounds to POM 
we may neglect the effect of pH and ionic strength on the sorption properties of the 
organic phase. However, particularly for higher salt concentrations, we may have to 
take into account the effect of salt on the activity coefficient of the compound in the 
aqueous phase. As discussed in Section 5.4 and applied to air-water partitioning in 
Chapter 6 (Eq. 6- 19), we may quantify this effect simply by: 

(9-3 1) 

K: values for seawater are given in Table 5.7 for a series of compounds. Using a 
typical value of 0.3 to 0.35 for PAHs and [salt],,, = 0.5 M for seawater, we can see 
that the presence of the salt will increase K,,, by a factor of about 1.5. 
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Organic Cosolvents. Sometimes we have to deal with the behavior of organic chem- 
icals present in aqueous solutions containing an appreciable amount of an organic 
cosolvent (see Section 5.4). Let us examine the effect of such organic cosolvents on 
the Ki,, value of a given compound by looking at sorption to POM simply as a parti- 
tioning process between water and a complex organic solvent exhibiting a molar 
volume vK and a density p,. Hence, by analogy to Eq. 7-2 we express KiOc as: 

(9-32) y i w  . v w  

yioc . v, . PIX 
Kim = - 

We can now evaluate how a given organic cosolvent will affect the various parame- 
ters in Eq. 9-32. In Section 5.4 we discussed the dependence of the activity coeffi- 
cient of a compound in a solvent-water mixture on the fraction of the cosolvent. We 
have seen that, depending on solute and cosolvent considered, this dependence may 
be quite complex (Figs. 5.6 and 5.7; Table 5.8). In the following discussion, we 
confine ourselves to rather small cosolvent concentrations (i.e.,f, < 0.2 to 0.3) for 
which we may assume a log-linear relationship (Eq. 5-32). We may then express the 
activity coefficient, yit, of compound i in the solvent-water mixture as: 

Yi[(f") = yjw -lO-":.f' (5-33) 

Inspection of Table 5.8 shows that for naphthalene, for a variety of organic cosol- 
vents, 0: varies between 2.0 (for glycerol) and 6.5 (for acetone). Recall that 0: is 
referred to as cosolvency power. Hence, in a 20% cosolvent-80% water mixture 
(i.e., f ,  = 0.2), Yie will be lower by a factor of between 2.5 (glycerol) and 20 
(acetone) as compared to "/iw. Considering this rather large effect, as a first approxi- 
mation, we may neglect the change in the molar volume of the solvent-water mix- 
ture, particularly when dealing with cosolvents with relatively small v, values. For 
example, the molar volume of a 20% methanol ( v, = 0.0406 L .mol-') - 80% water 
mixture is 0.02 L.mo1-' as compared to 0.018 L.mol-' for pure water (see Illustra- 
tive Example 5.5). Thus, if the cosolvent has no effect on the properties of the POM 
sorbent, the effect of the cosolvent on Ki,, (or Kid), could be described simply by: 

~ i , , s o l v / w  = Ki, . IO-"'~' (9-33) 

Note again that 0: depends both on the solute i and on the type of the cosolvent. 
Furthermore, o,C is not a constant and may vary depending on the&-range for which 
it has been determinated. In general, 0," will increase with increasingf, (e.g., Figs. 
5.6 and 5.7). 

Depending on the type of sorbate, sorbent, and cosolvent considered, we should not 
necessarily assume that the effect of the cosolvent on the sorption properties of the 
sorbent may be completely neglected. In order to account for this effect, the 
empirical model (Eq. 9-33) can be extended by introducing a second parameter a 
(Rao et al., 1985): 

K*oc,so'"/w = Kj, . lo-".":.fv (9-34) 

Note that a quantifies how the organic cosolvent changes the nature of the sorbent 
with respect to its quantity (e.g., by swelling and including cosolvent in the sorbent!) 
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and quality. Thus a will depend not only on the type of sorbent and cosolvent, but 
also on the type of compound (hence, we could also use a subscript i). Note that in 
the literature a is often assumed to be independent of the solute considered, which is 
reasonable when dealing with apolar compounds or structurally related compounds. 
Furthermore, because it is likely that the cosolvent has a different impact on the 
various different sorbents that may be present in a given environment (e.g., 
carbonaceous material versus humic components), a may vary withf, and even with 
solute concentrations. Nevertheless, at least for a “water-like” cosolvent such as 
methanol, the simple model Eq. 9-34 has been applied with reasonable success to fit 
experimental data, particularly for POM-water partitioning of nonpolar or weakly 
polar compounds. In most of the studies involving methanol as cosolvent, a has 
been found to be close to 1. That is, this cosolvent did not have a significant impact 
on the organic sorbent (Rao et al., 1990; Spurlock and Biggar, 1994b; Bouchard, 
1998). An example calculation is given in Illustrative Example 9.4. For more details 
we refer to the literature (e.g., Nkedi-Kizza et al., 1985; Fu and Luthy, 1986; Rao et 
al., 1990; Wood et al., 1990; Lee et al., 1993; Kimble and Chin, 1994; Nzengung et 
al., 1996; Lee and Rao, 1996; Bouchard, 1998). 

Illustrative Example 9.4 How Much Does the Presence of 20% Methanol in the “Aqueous” Phase 
Affect the Retardation of Phenanthrene in an Aquifer? 

Problem 

Consider the transport of phenanthrene in an aquifer exhibiting a porosity, 4 , of 
0.2, and an average density, ps, of the aquifer material of 2.5 kg so1id.L-I. 
Furthermore, assume that the average organic carbon content of the aquifer 
material is 0.5% (i.e.,foc = 0.005 kg oc. kg-’ solid). Calculate the retardation factor 
Rf, (i.e., A;’. see Section 9.2) of phenanthrene in this aquifer if the groundwater 
consists (a) of pure water, (b) of a 20% methanol/80% water volume mixture, and 
(c) of a 30% methanol/70% water volume mixture. 

Answer 

The retardation factor R, is given by (Eq. 9-12): 

i - phenanthrene 

Inserting the values for p, and 4 yields: 

R, = 1 + 10 (kg solid. L-I) f& (L . kg-l solid) (1) 

Case (a) 
Assume that partitioning to the POM is the major sorption mechanism. Use an 
average Ki,, value of 2 x lo4 L .  kg-’ oc to estimate Kid (Eq. 9-22): 
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Kid =f,. K,, = (0.005) (2 x lo4) = 100 L. kg-' solid 

Insertion of this value into Eq. 1 above yields an R, value of about I000 if the 
groundwater consists of pure water. 

Case (b) 
To estimate the effect of the methanol on Kid , assume that a is about 1 in Eq. 9-34. 
Get the olC value of phenanthrene from the PAH data summarized in Fig. 5.8 using 
(see figure caption): 

 log(^::^ Irs,"') = (0.0104) Kx -0.668 forfv,Me,, = 0.2 

(see also Illustrative Example 5.5, Answer (b)). 

In this case, 0' is given by (see also Section 5.4; Eqs. 5-30 and 5-31): 

The Vix of phenanthrene calculated by the method described in Box 5.1 is 145.4 cm3 
mol-', and, therefore: 

o,C = 0.84 / 0.2 = 4.2 

Insertion of this value into Eq. 9-35 with a = 1 yields: 

Hence, the 20% methanol lowers the apparent Kioc by a factor of about 7 ;  that is, 
R, z I40 instead of 1000 in the case of pure groundwater. 

Case (c) 
Use theo,"value derived above for the 0 to 20% methanol range. Note that in 
reality,o; may be somewhat larger at this higher methanol fraction. Insertion of 
0," = 4.2 into Eq. 9-35 with a = 1 andfY = 0.3 yields: 

Ki0c,30% MeOH = 0.055 Kioc 

which yields an R, value of 55. 



3 14 Sorption I: Sorption Processes Involving Organic Matter 

Sorption of Neutral Compounds to “Dissolved” Organic 
Matter (DOM) 

“Dissolved” organic matter (DOM) is operationally defined as the organic 
material that passes a filter, commonly having pore size near 1 pm. DOM is 
usually quantified as “dissolved” organic carbon (DOC, mg C.L-’) since the 
organic matter is burned and the evolved carbon dioxide is actually quantified. In 
natural waters, DOM includes a wide range of constituents from truly dissolved, 
small molecules like acetate, to macromolecules such as humic acids, to filter- 
passing submicro-meter-sized particles such as viruses (Gustafsson and 
Gschwend, 1997). 

Qualitative Description of DOM-Solute Associations 

First let us consider some of the effects of DOM on the behavior of a given 
compound that can be observed in an aqueous solution. Very much as in the case of 
an organic cosolvent (Section 5.4), one can find that DOM enhances an organic 
compound’s apparent solubility (e.g., Chiou et al., 1986; Chin et al., 1997), and 
diminishes its air-water distribution ratio (Mackay et al., 1979; Brownawell, 1986). 
These effects are observed at DOC concentrations that are far below the concen- 
tration of any cosolvent required to produce a similar effect (e.g., 10 mg C.L-I). 
Furthermore, it has been demonstrated in various studies that the bioavailability of a 
given chemical in an aqueous solution, and thus its uptake by organisms (i.e., 
bioaccumulation, toxicity), may significantly decrease when DOM is added to the 
solution (e.g., Leversee et al., 1983; Traina et al., 1996; Haitzer et al., 1999; see also 
Chapter 10). Finally, it has been shown that due to interactions with DOM 
constituents, the light-processing characteristics of chemicals may be altered 
significantly. For example, it has been found that the presence of DOM diminishes 
the ability of polycyclic aromatic hydrocarbons (PAHs) to fluoresce (Gauthier et al., 
1986 and 1987; Backhus and Gschwend, 1990). In fact, this effect has even been 
used in various studies for quantifying the association of PAHs with DOM. 

Considering all these findings, it is reasonable to envision the interaction of 
organic pollutants with DOM primarily as a sorption process. That is, we consider 
at least some of the DOM constituents as a distinct nonaqueous organic phase. 
This is not surprising since filter-passing DOM certainly contains colloidal 
components (i.e., DOM that does not settle, but does form a “particle-like” 
medium). This picture is also consistent with the results of measurements of the 
mobility of a fluorinated probe molecule in DOM solutions using I9F-NMR 
(Hinedi et al. 1997). Hence, we can imagine that the most effective “DOM 
microsorbents” will be those that are able to accommodate a neutral organic 
chemical in a way that allows it to escape completely from the aqueous phase. We 
can look at such microsorbents as organic colloids, that is, as microparticles or 
macromolecules that are small enough to move primarily by Brownian motion, as 
opposed to gravitational settling. This means that the size of such colloids may 
range from about a nanometer to a micrometer in diameter. Based on this 
perception, the relevant DOM microsorbents in natural waters would include 
organic polymers as well as organic coatings on very small inorganic particles 
(e.g., aluminosilicates, iron oxides). 
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The K,, values for sorption of a given compound to DOM, which we will denote as 
KiDOC, will depend on the fraction of the DOM which is large enough to act as a 
sorbent (related to the molecular weight distribution of the DOM), as well as on the 
organic matter’s chemical structure (e.g., degree of aromaticity and presence of 
polar fimctionalities). 

Determination of K,,, Values and Availability of Experimental Data 

First, we need to comment on the available database and on the methods by which&,,, 
values are determined. Compared to soil-water or sediment-water systems, the 
determination of KLDoc values is somewhat more difficult because the organic and the 
aqueous phase cannot be easily separated. One separation approach uses dialysis 
techniques, where a solution containing the DOM is separated by a membrane from a 
solution containing the dissolved organic pollutant (Carter and Suffet, 1982; McCarthy 
and Jimenez, 1985). The membrane allows the organic compound of interest to diffuse 
through, but it must be impermeable for the (larger) DOM constituents. After 
equilibration, the partitioning substance is measured on both sides of the membrane and 
any “extra” concentration on the DOM-containing side is attributed to sorption to that 
DOM. The major drawback of this classic method ofKjDoc determination is the rather 
long time required to reach equilibrium between the two solutions, and the fact that 
some smaller DOM constituents may difise through the membrane. 

Therefore, various other techniques that do not require any separation of the DOM 
from the aqueous phase have been applied. These methods include solubility 
enhancement measurements (Chiou et al., 1986; Chin et al., 1997; Hunchack- 
Kariouk et al., 1997), measurements of the impact of DOM on the gas exchange 
behavior of the solute (i.e., “gas purge techniques”; Hassett and Milicic, 1985; Luers 
and ten Hulscher, 1996), fluorescence-quenching techniques (Gauthier et al., 1986; 
Backhus and Gschwend, 1990; Schlautman and Morgan, 1993; Kumke et al., 1994; 
Traina et al., 1996), and direct solid-phase microextraction (SPME) of the dissolved 
organic species (Porschmann et al., 1997; Doll et al., 1999). All of these methods 
have advantages and disadvantages. The solubility enhancement method is, in 
principle, applicable to any kind of compound, but it yields only one point of the 
sorption isotherm, that is, the KiDoc value at saturation. Furthermore, the formation 
of microcrystals and/or emulsions may create artifacts. With the gas purge method, 
a large concentration range may be covered, but the method is restricted to volatile 
and semivolatile compounds; more importantly, due to the continuous removal of 
the solute, equilibrium may not always be maintained. The advantages of the 
fluorescence-quenching and the SPME technique are that they can cover a large 
concentration range. Moreover, with care they do not disturb the system 
significantly during the measurement. The disadvantages of the fluorescence- 
quenching technique are that it is restricted to fluorescent compounds and that 
artifacts may be produced by dynamic quenching mechanisms. Finally, the 
drawback of the SPME method is that it yields optimal results only for compounds 
that can be extracted sufficiently into the polymer film on the fiber used to 
concentrate the solutes from the aqueous solution. 

To date, the majority of studies on the sorption of organic compounds to DOM have 
been conducted with PAHs. Therefore, in contrast to the situation found for soil, 
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phenanthrene 

pyrene 

aquifer, or sediment particulate organic matter, it is not possible to provide a 
database of KiDoc values for members of other compound classes. Nevertheless, the 
available data allow us to draw some important general conclusions concerning the 
major factors that govern sorption of apolar and weakly polar compounds to DOM. 
We should note that for these compounds, linear isotherms have been generally 
observed over the entire concentration range. 

DOM Properties Governing the Magnitude of K,,, 

Depending on the DOM considered, the KiDoc values of a given sorbate (e.g., PAHs 
like phenanthrene and pyrene) have been reported to vary by up to two orders of 
magnitude (Chin et al., 1997; Georgi, 1998; Laor et al., 1998; Haitzer et al., 1999; 
Kopinke et al., 1999). The size of the colloids or macromolecules, their 
conformation (coiled or extended), and their composition (e.g., aromaticity, type and 
number of polar groups) should influence sorption of neutral organic pollutants. 
Hence, in order to quantitatively describe the sorption characteristics of a given 
DOM, some quantitative measure of each of these bulk properties is required. 

Presently the most commonly used parameters include: (1) weight-averaged or 
number-averaged molecular weight, (2) molar UV-light absorptivities, E~(A), at a 
given wavelength (e.g., il = 254 nm or 280 nm), (3) degree of aromaticity deter- 
mined by 'H- and/or I3C-NMR, and (4) stoichiometric ratios of the various elements 
(i.e., H/C, H/O, O K ,  (N+O)/C) used to express the degree of saturation and the 
overall polarity of the DOM. Obviously, some of these parameters correlate with 
each other (Chin et al., 1994 and 1997; Haitzer et al., 1999). For example, the molar 
absorptivities at 254 or 280 nm also reflect the degree of aromaticity of a given 
DOM (see also Chapters 15 and 16). Furthermore, aromaticity and H/C ratio are 
(inversely) related. Finally, H/O, O K ,  and (N+O)/C all reflect the polarity of a given 
DOM, although they do not give any information on its H-donor and H-acceptor 
properties. Hence, when trying to relate KiDoc values to DOM properties, one has to 
be aware of possible cross-correlations. One should also be aware that these param- 
eters represent only a crude characterization of the DOM and are, therefore, not 
comparable to the parameters that we have used to describe the vdW and H-bonding 
interactions in the polyparameter LSER models of well-defined organic 
so1vents:water partitioning systems (Chapter 7). 

For now, we focus on bulk DOM parameters. Using pyrene as a common sorbate, 17 
different DOMs were tested for their ability to sorb this PAH at 25°C. Correlations 
of the resultant K,,,, values with the bulk properties of the DOMs were then sought 
(Chin et al., 1997; Georgi, 1998). For pyrene sorption, the molar absorptivities at 
280 nm (reflecting aromaticity) and the O/C ratio (reflecting overall polarity) were 
found to yield a significant correlation (Fig. 9.14): 

log Kpyrene,DOC / (L ' kg-' OC) = 

1.45 log ~ ~ ( 2 8 0  nm) / (L.mol-'oc.cm-')-1.70 (O/C)+1.14 (9-35) 

( N =  17, R2 = 0.89) 

It is interesting to note that the DOMs used for the derivation of Eq. 9-35 included a 
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Figure 9.14 Plot of calculated (Eq. 
9-35) versus experimental K,,,, 
values of pyrene (pH 7, 25°C) for 
17 different DOMs covering a 
wide range of molecular sizes, 
aromaticities, and polarities. Data 
from Chin et al. (1 997) and Georgi 
(1998). 
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experimental log (L-kg -’OC) 

wide variety of fulvic and humic materials from creeks, rivers, swamps, lakes, soils, 
and dump sites, as well as commercial humic acids. In addition, 6 of the 17 
Kpyrene,DOC values were determined by solubility enhancement (Chin et al., 1997), 
whereas the rest were measured by SPME (Georgi, 1998). 

Effect of pH, Ionic Strength, and Temperature on KiDoc 

pH and Ionic Strength. Because DOM constituents exhibit a rather large number of 
acidic (e.g., carboxylic acid, phenolic) and other polar groups that may dissociate 
and/or form complexes with metal ions (e.g., Na+, K’, Mg+, Ca2+, A13+), pH and 
major ion composition of the solution affect the sorption characteristics of a given 
DOM. When carboxyl groups are ionized, their electrostatic repulsions cause the 
DOM to spread out in solution. When divalent cations like calcium are bound to 
such functional groups, they enable bridging of like-charged groups and therefore 
cause the macromolecules to coil. The results of the limited number of studies on 
this subject demonstrate that these effects may be quite complex (Schlautmann and 
Morgan, 1993; Ragle et al., 1997; Georgi, 1998). Hence, depending on the nature of 
the DOM constituents, changes in pH and ion composition may or may not have a 
significant impact on the number of hydrophobic and hydrophilic domains that are 
relevant for sorption of a given neutral organic compound. Consequently, based on 
the very limited available data for PAHs, it is not possible to quantitatively predict 
the effect of solution composition on the K,,,, value of a given compound. 
Nevertheless, a few general comments on trends and magnitudes of such effects can 
be made. 

First, at low to moderate ionic strengths (i.e., I < 0.1 M), we may, as a first 
approximation, neglect the effect of dissolved salts on KiDoc for apolar and weakly 
polar compounds. Since there are very little data available for higher ionic strength, 
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it is not possible to draw any general conclusion for seawater. We recall, however, 
that at high salt concentrations, salting-out phenomena as described in Chapter 5 
also need to be taken into account. 

When considering the effect of pH, there is a general trend that the KiDoc values of 
apolar and weakly polar compounds decrease with increasing pH. This effect is 
more pronounced for larger compounds as compared to smaller compounds. Fur- 
thermore, the biggest effects are found for DOMs that consist primarily of smaller 
sized, highly polar constituents such as fulvic acids. In these cases, differences in 
KiDoc of large PAHs of up to a factor of 2 to 3 or even more have been measured 
between pH 4 and 10 (Schlautman and Morgan, 1993; Georgi, 1998). We can ratio- 
nalize these findings by envisioning an increase in the number of negatively charged 
functional groups with increasing pH; these may lead to the destruction of hydro- 
phobic DOM domains (e.g., by uncoiling of macromolecules and/or by disaggrega- 
tion of DOM components). For the larger and less polar humic acids, however, these 
effects are not very substantial. Therefore, particularly within the pH-range typically 
encountered in natural waters (i.e., pH 6 to 9), in many cases we neglect the effect of 
pH On KiDOC- 

Temperature. There are also very few experimental data available on the effect of 
temperature on DOM-water partitioning. As always, we examine the influence of 
temperature by considering the magnitude of the involved excess enthalpy terms in 
the context of an equation: 

ADOM~H, 1 
In KiDoc = - . - + const. 

R T 
(9-36) 

where AD OM^ Hi is the (average) standard enthalpy of transfer of i from water to the 
various DOM constituents and is given by: 

A D O M ~ H ~  = HEOM - HI", (9-3 7) 

ADoMw HI values of between -20 and -40 kJ .mol-' have been reported for six PAHs 
including fluoranthene and benzo(a)pyrene (Liiers and ten Hulscher, 1996). For 
such compounds ADOM~H, is likely dominated by the HE term. That is, we assume 
that HgOM is smaller since organic sorbate:organic sorbent interactions are more 
nearly ideal than organic so1ute:water interactions. The observed AD OM^ H, values 
are only slightly less negative than the corresponding negative H E  values. Hence, in 
most cases, KID,, will be only weakly to moderately temperature dependent, that is, 
less than a factor of 2 with a 10 degree change in temperature. Note that a negative 
AD OM^ H, value means that KID,, decreases with increasing temperature. 

LFERs Relating KID,,, Values to Kiow Values 

Analogous to the use of simple one-parameter LFERs for relating POM-water 
partition coefficients (Eq. 9-25, Table 9.2) for a given DOM, we may correlate 
log KiDoc values with log K,,, values: 

(9-38) 



Figure 9.15 Equilibrium sorption 
to a commercial humic acid (Roth- 
HA): Correlations (Eq. 9-38) be- 
tween log K,Doc and log K,,, for 
series of compounds including 
PAHs (open circles, log K,ooc = 

0.91 log K,,, + 0.16; R2 = 0.98), 
some arenes including biphenyls 
and trans-stilbene (closed tri- 
angles, log K,,,, = 0.94 log K,,, - 
0.29, R2 = 0.99), and alkanes (C, - 
CI,; open squares, log K,Do, = 0.80 
K,,, + 0.24, R2 = 0.98). Note that 
the units of K,,,, are L.kg-' oc. 
Data are from Georgi (1  998). 
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Figure 9.16 LFERs (Eq. 9-38) 
relating log KjDoc and log K,,, of a 
set of PAHs for seven different 
humic or fulvic acids. Note that 
the units of K,,,, are L . kg-' oc. 
Data from Georgi (1998). The 
slopes and intercepts of the various 
LFERs are (1) 0.91/0.16, (2) 0.84/ 
0.37, (3) 0.86/0.26, (4) 0.86/0.19, 
( 5 )  0.87/-0.12, (6) 0.79/0.06, (7) 
0.721-0.03. 
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Considering the complex structural features of DOM, we may expect to find good 
correlations only for confined sets of compounds exhibiting similar molecular 
interaction properties. This has been seen for the sorption of a series of PAHs, 
arenes, and alkanes to a commercial humic acid (Fig. 9.15). Note that linear 
isotherms were observed over the whole concentration range. The significant differ- 
ences in KiDoc between PAHs and alkanes exhibiting the same Ki,, value may be 
explained by the stronger vdW interactions of the PAHs with the aromatic structures 
of the humic acid and/or polar interactions of the PAHs with H-donor groups. 

When applying LFERs such as Eq. 9-38, the variability in compound properties 
and the structural variability of filter-passing natural organic matter are 
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important. The resultant KiDoc of a given compound may vary by more than one 
order of magnitude depending on the DOM considered. Hence, the slopes and 
intercepts of LFERs established for a given set of structurally related 
compounds (e.g., PAHs) for various DOMs, may be similar in some cases but 
may differ significantly in other cases (see examples given in Fig. 9.16). 
Nevertheless, because of the lack of more sophisticated approaches, in practice, 
simple LFERs such as Eq. 9-38 are presently the only means to make any 
reasonable predictions of KiDoc values. But dependable predictions (i .e~, within 
a factor of 2 to 3) can be expected only if an LFER is used that was established 
for a set of compounds and natural organic matter that is representative for the 
case considered (see Illustrative Example 9.5). 

Illustrative Example 9.5 Evaluating the Effect of DOM on the Bioavailability of Benzo(a)pyrene (BP) 

In a variety of studies, it has been shown that organic pollutants associated with 
DOM are not bioavailable to aquatic organisms (e.g., Leversee et al., 1993; Traina et 
al., 1996; Haitzer et al., 1999). Hence, the bioconcentrutionfuctor, BCFiDOC, of a 
given compound i in the presence of DOM can be expressed by: 

where BCF, is the bioconcentration factor determined in pure water (for definitions 
see Chapter 10) andJ;, is the fraction that is truly dissolved in the water (see Eqs. 
9-10 to 9-12). 

Problem 

In order to estimate how the bioavailability of benzo(a)pyrene (BP) is affected by 
DOM, you want to assess the speciation of this compound as a function of DOM 
quantity and quality. To this end, calculate the Lw value of BP for aqueous 
solutions (pH 7, 25°C) containing (a) 10 mg D0C.L-I and 100 mg D0C.L-', 
respectively, and (b) assuming DOM qualities as reflected by the LFERs #I  and 
#7 in Fig. 9.16 (see figure caption for slopes and intercepts). Note that DOM #I  
represents a humic acid that exhibits a high affinity for PAHs, whereas DOM #7 is 
a fulvic acid with a low affinity. Hence, the two DOMs may represent extreme 
cases with respect to sorption of apolar and weakly polar compounds in natural 
waters. 

Answer 

When setting rsw = [DOC] and Kid = KiDOc in Eq. 9-12, the fraction in dissolved form 
can be calculated by: 

1 
1 

I = benzo(a)pyrene (BP) j L W  = 
1 + [DOC]. K,,,, 

log K,,, = 6 13 
(see Appendix C) 

Calculate the maximum and minimum K,,,, for BP 

(1) 

by inserting its K,,, value into 
the LFERs #1 and #7, respectively: 
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max. value: 1ogKiDoc = (0.91) (6.13) + 0.16 = 5.74 

min value: log KiDoc = (0.72) (6.13) - 0.03 = 4.38 

Hence, KiDoc may vary between 2.4 x 1 O4 and 5.5 x 1 O5 L . kg-’ oc. Insertion of these 
values into Eq. 1 (above) yieldsJw values: 

for [DOC] = kg oc.L--’: between about 0.8 and 0.15 

for [DOC] = lo4 kg 0c.L-’: between about 0.3 and 0.02. 

This means that depending on the quantity and “quality” of the DOM present, 
between 2% (100 mg oc .L-’, high affinity DOM) and 80% (10 mg oc . L-’, low 
affinity DOM) of the total BP present may be bioavailable. 

More generally, this is the fraction of BP that is available for processes that only act 
on the dissolved species (e.g., air-water exchange, see Chapter 20). Hence, for a 
strongly sorbing compound such as BP, sorption to DOM may significantly 
influence this PAH’s environmental behavior. In such cases, one obviously needs to 
get a more accurate KiDoc value for the system considered. 

Sorption of Organic Acids and Bases to Natural Organic 
Matter (NOM) 

Effect of Charged Moieties on Sorption: General Considerations 

Depending on their pKia value(s), organic acids and bases may be partially or even 
fully ionized at ambient pH. When considering the sorption of ionized species, in 
addition to vdW and hydrogen bonding interactions, we also have to take into 
account electrostatic interactions with charged species present in natural sorbents 
(Fig. 9.2). These interactions are attractive if the charges of the sorbent and solute 
have opposite signs, and they are repulsive if both exhibit the same sign. 
Furthermore, some acid and base functions may also form chemical bonds with 
certain sorbent moieties (see example given in Fig. 9.2 and Eq. 9- 19). In these cases, 
quantification of sorption may become even more complicated, because the 
abundances and reactivities of such sorptive sites need to be quantified. We will 
discuss a few examples of such cases later in this section and in Chapter 1 1. Here we 
focus on the sorption of organic acids and bases to natural organic matter (NOM). In 
the following discussion we do not distinguish between sorption to DOM or POM. 
We quantify the overall sorption as a distribution ratio, Dioo since more than one 
dissolved and sorbed species may exist. 

At ambient pH values, NOM is negatively charged, primarily due to the presence of 
carboxylic acid groups. Therefore, bulk NOM primarily acts as a cation exchanger. 
This means we may expect that negatively charged organic species will sorb more 
weakly to NOM than their neutral counterparts. Nevertheless, in situations in which 
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Figure 9.17 Sorption of chlori- the anionic species predominates, its sorption to NOM may not always be neglected 
nated Phenols to sediment Organic (see below). For positively charged species, on the other hand, we may expect 

stronger association with NOM constituents as compared to the neutral compound. matter: D,, values determined for 
(a)  2,4,5-trichlorophenoI and (b) . ,  
pentachlorophenol- as a function 
ofpH. The solid line represents Eq. Sorption of Compounds Forming Anionic Species (Organic Acids) 
9-41, the dashed line Eq. 9-42. 
Data from Schellenberg et aI. When dealing with weak acids (e.g., phenolic compounds) that exhibit only one 
(1984). acidic group, we may generally derive D,, using (Schellenberg et al., 1984; Lee et 

al., 1990; Jahert, 1990; Severtson and Banerjee, 1996; Gundersen et al, 1997): 

Since the acid and its conjugate base in solution are related via (Chapter 8): 

(9-39) 

(9-40) 

we find: 

where KEt and K z  are the sorption coefficients for the neutral and the charged 
species, respectively, and a,, is the fraction of the compound in acidic (i~e., 
nondissociated) form (see Chapter 8): 

1 
1 + 10pH-pK'd 

- - 1 a. - 
la - 1 + K,, / {H+} 

(8-21) 

As pointed out above, we may assume that Kk- will, in general, be significantly 
smaller than KE:. This is clearly seen for sorption of 2,4,5-trichlorophenol = 

6.94) to sediment organic matter (Fig. 9 .17~) .  For this type of compound, sorption of 
the neutral species dominates D,, up to a pH of about 2 units above the pKj, of the 
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linear akylbenzene sulfonates 

compound. Hence, up to this pH (pK,, +2), we may neglect sorption of the anion. The 
overall sorption to NOM simplifies to: 

Dj, = ai, . Ki"," (9-42) 

Note that when applying Eqs. 9-41 and 9-42 we assume that KLA and Kkdoes not 
significantly depend on the pH of the solution. 

At pH > - pKia + 2, particularly when dealing with hydrophobic acids such as 
pentachlorophenol (PCP, pKja = 4.79, the sorption of the anionic species may be 
important (Fig. 9.17b). In the case of PCP, the K E  value is about 500 L.  kg-' oc. 
This is somewhat less than 2 orders of magnitude smaller than the corresponding 
K I E  value. In this case, Eq. 9-4 1 fits the experimental data well (Fig. 9.17b). 

We should point out that when describing the sorption of an organic anion over a 
large pH-range, the pH dependence of K;",- has to be taken into account (Jafvert, 
1990). This is particularly important for highly acidic, amphiphilic compounds that 
are present exclusively as anions at ambient pH. A prominent example involves the 
linear alkylbenzene sulfonates (LASs) that are widely used detergents (see also 
Section 2.3). For these compounds, it was found that sorption to sediments 
(primarily to the organic matter present) decreased by almost an order of magnitude 
between pH 5 and 10 (Westall et al., 1999). Furthermore, sorption isotherms were 
nonlinear (ni < 1 in Eq. 9-1) and were also dependent on the major cation 
composition of the aqueous phase. This result is not too surprising when considering 
that the NOM constituents (as well as other surface sites, see Chapter 11) become 
increasingly negatively charged with increasing pH, thus making it more difficult to 
accommodate a negatively charged sorbate. Similarly, we can rationalize the 
increasing sorption found with increasing concentration of positively charged 
cations (e.g., Ca"). Besides the possibility of ion pair formation with the anionic 
sorbate forming a neutral or even cationic species more inclined to sorb, such cations 
may also complex with the anionic moieties of the NOM, reducing the negative 
charge and the electrostatic repulsion of the anionic sorbate (Westall et al., 1999). 
Furthermore, nonlinear sorption may be explained by both a limited number of sites 
for accommodation of negatively charged species as well as increasing electrostatic 
repulsion with increasing sorbate concentration. Hence, all of these factors need to 
be considered when dealing with the sorption of anionic species. For a more detailed 
treatment of this topic, we refer to the literature (e.g., Jafvert, 1990; Stapleton et al., 
1994; Westall et al., 1999). Finally, we should note that when dealing with sorption 
of surfactants such as the LASs, at higher concentrations, we also have to take into 
account the formation of micelles in solution as well as on surfaces (see Chapter 11). 

Sorption of Compounds Forming Cationic Species (Organic Bases) 

As mentioned above, sorption of the cationic form of an organic base to negatively 
charged sites in natural sorbents may dominate the overall sorption of the 
compound, at least over a certain pH-range. Examples of such cases include 
aliphatic and aromatic amines (Davis 1993; Lee et al., 1997; Fabrega et al., 1998), 
N-heterocyclic compounds (Zachara et al., 1986; Brownawell et al., 1990), and 
triorganotin compounds (Weidenhaupt et al., 1997; Arnold et al., 1998; Berg et al., 
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Figure 9.18 Sorption of quinoline 
to Aldrich humic acid (AHA): 
Influence of pH on the overall 
DqDOc value (adapted from Nielsen 
et al., 1997). 
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2001; see also below). Because of the limited number of cation exchange sites 
present in a natural sorbent, sorption isotherms of the cationic species will be 
nonlinear and competition with other cations present (e.g., Na+, K', Mg2', Ca2', 
A13') may occur. Furthermore, except for the permanently negatively charged 
siloxane surfaces of clay minerals (see Chapter I l ) ,  the number of negatively 
charged sites present in a given natural sorbent is strongly pH-dependent. Hence, the 
quantitative description of sorption of organic cations to natural sorbents is a rather 
complex task. We will discuss some examples in more detail in Chapter 11. 

Here we confine ourselves to some observations of the sorption of organic bases to 
NOM. Consider the pH-dependence (Fig. 9.18) of the sorption of quinoline 
(subscript q, for structure, see margin) to Aldrich humic acid (AHA). In this case, the 
DqDoc value shows a maximum at about pH 5. This corresponds to the pKi, of the 
compound. At high pHs (i.e., pH > 7) when virtually all of the quinoline is in its 
nonionic form, the overall sorption is primarily determined by partitioning of this 

I 
H 

11 pK,,= 4.90 

ON> +H' .. 
quinoline 

neutral species (Q) to AHA: 

at high pHs [Qloc 

[Qlw 
QDOC ss - = K,Q,oc (9-43) 

With decreasing pH, the fraction of the cationic form of quinoline (QH') increases 
and the sorbed cations increase too. However, at the same time the number of 
negatively charged AHA moieties decreases. This leads to the maximum observed at 
pH 5. Now the partitioning reflects: 

(9-44) 

In this case, due to electrostatic interactions, the maximum D,,,, is about a factor of 
4 larger than the K,QDOc (see Eq. 9-43 for partitioning of the neutral species). 

An even more pronounced case involves the sorption of the two biocides, tributyltin 
(TBT) and triphenyltin (TPT) to AHA. Because of their very high toxicity toward 
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Figure 9.19 Aldrich humic acid 
(AHA)-water distribution ratio 
(Diwc) of TBT (A) and TPT (0) as 
a function of pH. Each point was 
determined from a sorption 
isotherm. Error bars are the 
standard deviation of the slope of 
the linear isotherm and of pH. The 
lines were calculated using the 
model described by Arnold et a]. 
(1998). The insert shows the 
speciation of TBT and TPT as a 
function of pH. Adapted from 
Arnold et al. (1997 and 1998). 
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aquatic organisms, TBT and TPT are of considerable environmental concern (Fent, 
1996). Again, sorption varies strongly with pH (Fig. 9.19). In these cases, the DiDoc 
at the pH corresponding to these compounds’ pKia values is enhanced by more than a 
factor of 10 over the partitioning of the neutral species (TBTOH, TPTOH). In fact, 
even at pH 8, where the abundance of TBT’ or TPT+ is very small, sorption of the 
cation was still found to dominate the overall sorption (Arnold et al., 1998). 

These findings can be rationalized by postulating an inner sphere complex formation 
(i.e., by ligand exchange of a water molecule) between the tin atom of the charged 
species and negatively charged ligands (i.e., carboxylate, phenolate groups) present 
in the humic acid. The observed pH dependence of the overall AHA-water 
distribution ratio of the two compounds could be described successhlly with a 
semiempirical, discrete log Kj spectrum model using four discrete complexation 
sites in AHA exhibiting fixed pKaj values of 4,6,8, and 10 (Fig. 9.19). Note that Ki is 
the complexation constant of TBT’ or TPT’, respectively, with the ligand typej [i.e., 
a carboxyl (p& = 4,6) or phenolate (pKa, = 8,lO) group]. For more details, refer to 
Arnold et al. (1998). 

We conclude this section by noting that sorption of charged species to NOM is 
generally fast and reversible, provided that no real chemical reactions take place that 
lead to the formation of covalent bonds (i.e., to “bound residues”; see chapter 14). 
This conclusion is based on experimental data and on the assumption that in aqueous 
solution the more polar NOM sites are more easily accessible as compared to the 
more hydrophobic domains. For charged species, we may, therefore, assume that 
equilibrium is established within relatively short time periods. Hence, for example, 
in the case of TBT and TPT, contaminated sediments may represent an important 
source for these highly toxic compounds in the overlying water column (Berg et al., 
2001). 
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Questions and Problems 

Questions 

Q 9.1 

Give five reasons why it is important to know to what extent a given chemical is 
present in the sorbed form in a natural or engineered system. 

Q 9.2 

What are the most important natural sorbents and sorption mechanisms for (a) 
apolar compounds, (b) polar compounds, and (c) ionized compounds? 

Q 9.3 

What is a sorption isotherm? Which types of sorption isotherms may be encountered 
when dealing with sorption of organic compounds to natural sorbents? Does the 
shape of a sorption isotherm tell you anything about the sorption mechanism(s)? If 
yes, what? If no, why not? 

Q 9.4 

Write down the most common mathematical expressions used to describe sorption 
isotherms. Discuss the meaning of the various parameters and describe how they can 
be derived from experimental data. 

Q 9.5 

Why is natural organic matter (NOM) such an important sorbent for all organic 
compounds? What types of organic phases may be present in a given system? What 
are the most important properties of NOM with respect to the sorption of organic 
compounds? 

Q 9.6 

How is the K,,, (K, I~oc)  value of a given compound defined? How large is the 
variability of K,,, (K,,,,) for (a) different particulate organic phases (POM), and (b) 
different “dissolved” organic phases (DOM)? Which are the major structural factors 
of POM or DOM that cause this variability? 

Q 9.7 

As noted in Section 9.3 (Fig. 9 . Q  the average K,,, values of 1,2-dichlorobenzene 
determined by Kile et al. (1 995) for uncontaminated soil-water and sediment-water 
partitioning are about 300 and 500 L . kg- ’ oc, respectively. However, for heavily 
contaminated soils and sediments, these authors found significantly higher K,,, 
values (700 - 3000 L.kg-’ oc), although isotherms were linear over a wide 
concentration range. Try to explain these findings. 

Q 9.8 

How do (a) pH, (b) ionic strength, and (c) temperature affect the sorption of neutral 
organic compounds to dissolved and particulate organic matter? Give examples of 
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compound+rganic phase combinations in which you expect (i) a minimum, and 
(ii) a maximum effect. 

Q 9.9 

How does the presence of a completely miscible organic cosolvent (CMOS) affect 
the speciation of an organic compound in a given environment (e.g., in an aquifer)? 
What are the most important parameters determining the effect of an organic 
cosolvent? How can this effect be quantified? 

Q 9.10 

What is the major difference between the sorption of neutral and the sorption of 
charged organic species to NOM? Qualitatively describe the pH dependence of the 
NOM-water partitioning of (a) an organic acid, and (b) an organic base. 

Problems 

P 9.1 What Fraction ofAtrazine Is Present in Dissolved Form? 

Atrazine is still one of the most widely used herbicides. Estimate the fraction of total 
atrazine present in truly dissolved form (a) in lake water exhibiting 2 mg POC . L-’, 
(b) in marsh water containing 100 mg so1ids.L-’, if the solid’s organic carbon 
content is 20%, and (c) in an aquifer exhibiting a porosity of 0.2 by volume, a density 
of the minerals present of 2.5 kg.L-’, and an organic carbon content of 0.5%. 
Assume that partitioning to POM is the major sorption mechanism. You can find Ki,, 
values for atrazine in Fig. 9.9. Comment on which value(s) you select for your 
calculations. 

CI 
I 

H H 

atrazine 

P 9.2 Estimating the K,, Value of Isoproturon from Kio,’S of Structurally 

Urea-based herbicides are widely used despite the concern that they may contami- 
nate groundwater beneath agricultural regions. You have been asked to evaluate the 
sorption behavior of the herbicide isoproturon in soils. 

Related Compounds 

I isoproturon 

Unable to find information on this specific compound, you collect data on some 
structurally related compounds: 
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4-methyl 1.33 1.51 

3,5 -dimethyl 1.90 1.73 

4-chloro 1.94 I .95 

3,4-dichloro 2.60 2.40 

3-fluoro 1.37 1.73 

4-methox y 0.83 1.40 

What K,,, do you estimate for isoproturon? Do you use all compounds for deriving 
an LFER? 

P 9.3 Evaluating tlze Transport oj1,2-Dichloropropane in Groundwater 

A group of investigators from the USGS recently discovered a large plume of the 
soil fumigant 1,2-dichloropropane (DCP) in the groundwater flowing away from an 
airfield. The aquifer through which the DCP plume is passing has been found to have 
a porosity of 0.3. The aquifer solids consist of 95% quartz (density 2.65 g.mL-'; 
surface area 0. I m2. g '), 4% kaolinite (density 2.6 g.mL-'; surface area 10 m2. g- '), 
1% iron oxides (density 3.5 g.mL-'; surface area 50 m2.g-'), and organic carbon 
content of 0.2%. What retardation factor [R, (= ; see Eq. 9- 12)] do you expect at 
mininium (assumption that only POM is responsible for sorption) for DCP transport 
in the plume a w n i i n g  that sorptive exchanges are always at equilibrium? 

1,2-dichloropropane 
(log K,,,=2.28. Montgomery. 1997) 

P 9.4 Estimati~g the Retardation of Organic Compounds in nn Aquifer from 

IJsing tritiated watei a?  conservative tracer, an average retardation factor, Rf, ( ; 
see Eq. 9.12) of aboiit 10 was determined for chlorobenzene in an aquifer. (a) 
Assuming thjs retartlation factor reflects absorption only to the aquifer solids' POM, 
what is the avcrage organic carbon content v;,) of the aquifer material if its minerals 
havc density 2.5 kg.1, ' and if the porosity is 0.33? (b) Estimate the R, values of 
1,3,5-tricl-iIorobei~~~~iie (1,3,5-TCB) and 2,4,6-trichlorophenol (2,4,6-TCP) in this 
aquifer (pFi -- 7 57 -1- - I O T )  by assuming that absorption into the POM present is the 

Rreaktbrouglt Dnta of Tracer Compounds 
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major sorption mechanism. Why can you expect to make a better prediction of R, for 
1,3,5-TCB as compared to 2,4,6-TCP? 

You can find all necessary information in Table 9.2 and in Appendix C. Comment on 
all assumptions that you make. 

chlorobenzene 1,3,5-trichIorobenzene 2,4,6-trichlorophenoI 
(1,3,5-TCB) (2,4,6-TCP) 

P 9.5 

Xia and Ball (1999) measured sorption isotherms for a series of chlorinated ben- 
zenes and PAHs for an aquitard material v;Oc = 0.015 kg oc . kg-' solid) from a forma- 
tion believed to date to the middle to late Miocene. Hence, compared to soils or 
recent sediment POM, the organic matter present in this aquitard material can be 
assumed to be fairly mature and/or contain char particles from prehistoric fires. A 
nonlinear isotherm was found for TeCB (fitting Eq. 9-2) and the following 
Freundlich parameters were reported: KTeCB F = 128 (mg. g-')(mg. mL-')-"TecB and 
nTeCB = 0.80. For partitioning of TeCB to this material (linear part of the isotherm at 
higher concentrations), the authors found a Kim value of 4.2 x lo4 L . kg'oc. 

Evaluating the Concentration Dependence of Equilibrium Sorption of 
1,2,4,5-Tetrachlorobenzene (TeCB) to an Aquitard Material 

(a) Calculate the apparent Ki,, values of TeCB for the aquitard material for aqueous 
TeCB concentrations of Ciw=l, 10, and 100 pg-L-' using the Freundlich isotherm 
given above. Compare these values to the K,, values given above for POM-water 
partitioning. Comment on the result. 

(b) At what aqueous TeCB concentration (pg . L-') would the contribution of adsorp- 
tion to the overall Ki,, be only half of the contribution of absorption, (partitioning)? 

CI 

1,2,4,5-tetrachlorobenzene 
(TeCB) 

Note: When using Freundlich isotherms, be aware that the numerical value of KiF 
depends nonlinearly on the unit in which the concentration in the aqueous phase is 
expressed. Hence for solving this problem, you may first convert pg . L-' to mg . mL-' 
or you may express the Freundlich equation using, for example, pg . kg-' and pg . L-', 
respectively: 
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P 9.6 Is Sorption to Dissolved Organic Matter Important for  the Environmental 

Somebody claims that for naphthalene, sorption to DOM is generally unimportant in 
the environment. Is this statement correct? Consult Illustrative Example 9.5 to 
answer this question. 

Behavior of Naphthalene? 

naphthalene 

P 9.7 Assessing the Speciation of a PCB-Congener in a Sediment-Pore Water 

Consider a surface sediment exhibiting a porosity @ = 0.8, solids with average 
density ps = 2.0 kg . L-' solid, a particulate organic carbon content of 5%, and a DOC 
concentration in the pore water of 20 mg DOC. L-'. Estimate the fractions of the 
total 2,2',4,4'-tetrachlorobiphenyl (PCB47) present in truly dissolved form in the 
porewater and associated with the pore water DOM. Assume that absorption into the 
organic material is the major sorption mechanism and that KiDoc = 1/3 K,,,. Estimate 
Kioc using Eq. 9-26a with the Ki,, value of PCB47 given in Appendix C. 

System 

CI 

2,2,4,4'-tetrachlorobiphenyl 
(PCB47) 
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Chapter 10 

SORPTION 11: PARTITIONING TO LIVING MEDIA - 
BIOACCUMULATION AND BASELINE TOXICITY 

10.1 Introduction 

10.2 Partitioning to Defined Biomedia 
The Composition of Living Media 
Equilibrium Partitioning to Specific Types of Organic Phases Found in 

A Model to Estimate Equilibrium Partitioning to Whole Organisms 
Parameters Used to Describe Experimental Bioaccumulation Data 
illustrative Example 10.1 : Evaluating Bioaccumulation from a Colloid- 

Illustrative Example 10.2: Estimating Equilibrium Bioaccumulation Factors 

Illustrative Example 10.3 : Estimating Equilibrium Bioaccumulation Factors 

Organisms 

Containing Aqueous Solution 
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from Air 

10.3 Bioaccumulation in Aquatic Systems 
Bioaccumulation as a Dynamic Process 
Evaluating Bioaccumulation Disequilibrium - Example: Biota-Sediment 

Using Fugacities or Chemical Activities for Evaluation of Bioaccumulation 

illustrative Example 10.4: Calculating Fugacities or Chemical Activities to 

Accumulation Factors 

Disequilibrium 

Evaluate Bioaccumulation 

10.4 Bioaccumulation in Terrestrial Systems 
Transfer of Organic Pollutants from Air to Terrestrial Biota 
Air-Plant Equilibrium Partitioning 
Illustrative Example 10.5: Evaluating Air-Pasture Partitioning of PCBs 
Uptake of Organic Pollutants from Soil 

Environmental Organic Chemistry, 2nd Edition. 
Rene P. Schwarzenbach, Philip M. Gschwend and Dieter M. Imboden 

Copyright 0 2003 John Wiley &L Sons, Inc. 



332 Sorption 11: Partitioning to Living Media 
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Biomagnification Along Aquatic Food Chains and Food Webs 
Biomagnification Along Terrestrial Food Chains 
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Quantitative Structure-Activity Relationships (QSARs) for Baseline 

Critical and Lethal Body Burdens 
Illustrative Example 10.6: Evaluating Lethal Body Burdens of Chlorinated 

Toxicity 

Benzenes in Fish 

10.7 Questions and Problems 
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Introduction 

The discovery in the 1960s and early 1970s that some organic chemicals such as 
DDT and PCBs were reconcentrated from the environment into organisms like birds 
and fish inspired many people’s concern for our environment. Since such 
bioaccumulation of chemicals might eventually cause them to be transferred from 
the environment through food webs to higher organisms, including humans (Fig. 
lO.l), it became very important to understand how a chemical’s properties affected 
these transfers. 

Now we know that these accumulation processes may involve (1) direct partitioning 
between air and water and living media (e.g., grass, trees, phytoplankton, 
zooplankton), and/or (2) a more complicated sequence of transfer processes in that 
compounds are taken up with food and then transported internally to various parts of 
the organism. In many cases, phase partitioning equilibrium may not be established 
between certain compartments within an organism (e.g., liver, storage fats) and the 
environmental media in which the organism lives. This is particularly true for 
compounds that are metabolized by the organism. It is also true in situations in 
which the exchange with the environment is very slow. For example, chemical 
exchanges between the tissues of mammals or fish with the media that they use to 
breath (i.e., air and water, respectively) can be quite prolonged. As a consequence of 
the latter, persistent compounds may be present at significantly higher 
concentrations in certain tissues of higher organisms (e.g., in lipid phases) than one 
would predict by using a simple partitioning model between this tissue and the 
media surrounding the organism (e.g., water, air). In such situations, one often 
speaks of biomagnijication of a given compound along a food chain. 

We begin our discussion by first considering equilibrium partitioning of organic 
chemicals between defined biological materials and water or air (Section 10.2). This 
will enable us to recognize in which part(s) of a given organism a given chemical 
will tend to accumulate. Furthermore, such equilibrium considerations are very 
useful for assessing the potential of a given compound to bioaccumulate, an insight 
that is useful when we need to judge the wisdom of using particular chemicals for 
purposes that ultimately result in their release to the environment. Such equilibrium 
considerations are also important for evaluating the chemical gradients driving 
chemical transfers in real field situations where concentration data have been 
determined (Sections 10.3 and 10.4). This insight would allow us to identify 
environmental compartments such as contaminated sediments that are most needing 
cleanup. Then we will examine the process of biomagnification and how we might 
understand the changes in a chemical’s concentration along a food chain (Section 
10.5). Finally, in Section 10.6 we will learn how equilibrium partitioning 
considerations can be used to assess a compound’s effectiveness for inducing 
narcotic effects in a given organism. This type of toxicity, which is also referred to as 
nonspeczjic toxicity, is caused primarily by partitioning of the compound into 
biological membranes, and is commonly also referred to as baseline toxicity. It tells 
us something about the minimum toxicity of a given compound toward a given 
organism. 
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Figure 10.1 Examples of the 
transfer of a compound i from va- 
rious media within the environ- 
ment to organisms including 
humans by partitioning between 
contacting media and by food web 
transfers. These examples illus- 
trate the complexity of anticipating 
the extent of bioaccumulation in 
aquatic and terrestrial food chains. 

In summary, the major goal of this chapter is to enhance our understanding of the 
various factors that determine where and to what extent organic chemicals 
accumulate in living media. We should note that knowledge of the locally differing 
(internal) concentrations of a given organic chemical in organisms (e.g., at the site of 
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enzyme inhibition or site in a tissue of hormone binding) is pivotal for any sound 
assessment of the chemical’s (eco)toxicity (Sijm and Hermens, 2000). Of course, for 
this purpose it would be most advantageous to know the exact concentration of the 
compound at the site of toxic action, but presently this is not possible in most cases. 
Nonetheless, knowledge of average concentrations in the whole organism or in the 
major tissues into which chemicals tend to accumulate may be sufficient to answer 
questions about the likelihood of adverse effects resulting from accumulation of 
chemicals through food webs or for estimating the influence of large masses of biota 
(e.g., forests; Wania and McLachlan, 2001) on the overall fluxes of organic 
compounds in the environment. 

Partitioning to Defined Biomedia 

The Composition of Living Media 

To anticipate the accumulation of xenobiotic organic chemicals in the tissues of 
organisms, we start by developing an awareness of the “chemical nature” of those 
living materials. By doing this, we hope to envision the intermolecular interactions 
that attract organic chemicals into organisms, much as we could see the interactions 
that control a specific compound’s affinity for solvents of various structures (recall 
Tables 6.1 and 7.1). Recall that the compounds of interest to us are only about 1 nm 
in size; hence, as in the case of natural organic matter (Chapter 9), here we are 
interested in organic portions of organisms that are much larger than this (e.g., 
proteins or lipids) and not low-molecular-weight components like acetate or glucose 
that contribute only a few percent to organism biomass. 

In addition to water and inorganic solids (salts dissolved in cell fluids, shells, and 
bones), organisms consist of a mix of organic substances. Some of these are 
macromolecules (e.g., globular proteins, cellulose). Some combine to form 
subcellular and tissue “structures” built with combinations of lipids, proteins, 
carbohydrates, and some specialized polymers like cutin or lignin (Fig. 10.2). These 
diverse organic materials cause organisms to have diverse macromolecular, cellular, 
and tissue portions that may be apolar, monopolar, and/or bipolar. 

For animals, it is generally the protein fraction that predominates on the whole- 
organism basis, followed by carbohydrate components, and then a variable lipid 
content (Table 10.1). Since lipids serve both as ubiquitous structural components 
(e.g., phospholipids in membranes) and as energy reserves (especially 
triacylglycerides), the contributions of the total lipids may vary widely from 
organism to organism and tissue to tissue in the same organism. For example, on a 
dry weight basis, the lipid contents of phytoplankton typically range between about 
10 and 30%, but this fraction may go as low as 1% (Shifrin and Chisholm, 1981; 
Stange and Swackhamer, 1994; Berglund et al., 2000). Similar ranges can be found 
in fish (Henderson and Tocker, 1987; Ewald, 1996; Berglund et al., 2000), 
zooplankton (Berglund et al., 2000), and in benthic invertebrates (Morrison et al., 
1996; Cavaletto and Gardner, 1998). Note that in the case of benthic invertebrates 
(e.g., amphipods, shrimp), the lipid content may even exceed 40%, and may vary 
within one genus by up to a factor of five depending on the physiological condition 
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"apolar" lipids 
(e.g., triacylglycerides) 

"polar" lipids 
(e.g., phosphatidyl-choline) 

H 

proteins 

polysaccharides 
(e.g., cellulose) 

lignin 

0. 

O L  

cutin 

Figure 10-2 Examples of natural (Cavaletto and Gardner, 1998). Likewise, the lipid contents of a given phyto- 
plankton species may vary by a factor of two to three depending on its growth phase polymers relevant for sorption of 

organic pollutants in living media. 
Note that we consider triacyl- and/or environmental conditions (Shifrin and Chisholm, 1981; Stange and 
glycerides as primarily apolar al- Swackhamer, 1994). Within a single organism, the composition can also vary widely 
though they contain monopolar as exhibited by lipids in caribou: (1) muscle has only 1 to 2% lipid, (2) liver has 
(ester) groups. 

4-13% lipid, and (3) fatty tissues have almost 80% lipid content. From our daily 
experience, we know that mammals including humans may exhibit quite different 
lipid contents, and that within one individual this lipid content may vary 
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Table 10.1 Chemical Composition of Some Organisms (dry-weight, ash-free basis) 

Organism (reference) a %Lipid %Protein %Carbohydrate Other 

bacterium (1) 
Escherickia coli 

phytoplankton (2,3) 

lichen (4) 
Cladonia spp. 

“grasses” ( 5 ,  6,7) 
deciduous leaves (oak, maple) (8,9) 
pine needles (8) 
“wood” (1 0) 
apples (1 1) 
almonds (1 1) 
spinach (1 1) 

aquatic invertebrates 
zooplankton (2) 
copepod (8) 
amphipod (Pontoporeia koyi) (12) 
shrimp (Mysis relicta) (12) 
oyster (8) 
zebra mussel (1 3) 
polychaete (Abarenicola paczjka) (14) 
chironomid larvae (1 5) 

vascular land plants 

terrestrial invertebrates 
earthworm (Lumbricms rubellus) (1 6) 

aquatic vertebrates 
fatty fish 
trout filet (1 1) 
lake trout (1 7) 
salmon (1 1, 18) 
lean fish 
cod filet (1 8) 
pike filet (1 8) 

terrestrial vertebvates 
deer meat (1 1) 
beef (roast) (1 1) 
caribou muscle (19) 

10 

20* 10 

2 

0.5 - 2 
3 

28 
4 
5 

56 
0 

15 - 35 
10 

9-46 
10 - 41 

12 
8 -  12 

12 
6 -  13 

5 

30 
6 -  18 

11 

0.7 
0.7 

10 
20 

5 -  12 

60 

50* 15 

3 

15 - 25 
15 
8 
1 
0 
21 
50 

60 - 70 
65 

55 
50 - 60 

65 - 71 

70 

90 
80 

5 25% DNA/RNA 

30 

94 

1 - 5% cutin 
42 26% lignin 
47 17% lignin 
66 29% lignin 
95 
22 
50 

10 
25 

33 
30 - 40 

21 -23 

<3 

<1 
<3 

‘ (1) Neidhardt et al. (1990); (2) Parsons and Takahashi (1973); (3) Shifrin and Chisholm (1981); (4) Ahti and Hepburn (1967); 
( 5 )  Huston et al. (2001); (6) Bohme et al. (1999); (7) Tolls and McLachland (1994); (8) Hunt (1979); (9) Aber and Martin (1999); 
(10) Thompson (1996); (11) Rombauer et al. (1997); (12) Cavaletto and Gardner (1998); (13) Napela et al. (1993); (14) Weston 
et al. (2000); (15) Beattie (1978); (16) Ma et al. (1998); (17) Thomann and Connolly (1984); (18) Ewald (1996); (19) Kelly and 
Gobas (2001). 
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substantially with time. Finally, we should note that terrestrial grasses and tree 
leaves apparently have a relatively low lipid content of less than 5% (Aber and 
Martin, 1999; Bohme et al., 1999). 

Lipids are, of course, not the only variable component in living media. In animals, 
proteins make up the largest portion of the total body mass, but they may be 
secondary contributors in certain tissues (Table 10.1). In plants, protein is more 
variable. On a dry-weight basis in phytoplankton, protein contents may range 
between 30% and 60% (Shifrin and Chisholm, 19Sl), whereas they occur at about 
20% of grasses and leaves (10 - 25%, Huston, 1992; Aber and Martin, 1999), are 
highly variable contributors in fmits and nuts (Rombauer et al., 1997), and are 
virtually absent in wood. On the other hand, the wood of vascular land plants 
consists primarily of lignin (- 1/3) and carbohydrates, in particular, cellulose and 
hemicellulose (- 2/3; Thompson, 1996). Finally, as realized by many people who 
watch their diet carefLtlly, fruits like apples are rich in carbohydrates, nuts like 
almonds have a lot of fat, and vegetables like spinach are virtually fat-free. 

When considering that organic pollutants tend to partition very differently into the 
various organic materials of which living media are made up, it is, therefore, not 
surprising that concentrations of compounds expressed per total weight or volume 
may vary significantly for “organisms” exposed to the same environment. Hence, in 
order to understand how and to what extent organic chemicals accumulate in living 
media, we first need to inspect how well the various biological “solvents” may 
accumulate such solutes. 

Equilibrium Partitioning to Specific Types of Organic Phases Found in 
Organisms 

Now we have seen that the materials that may accommodate organic pollutants in 
organisms include a mix of proteins, polysaccharides, lipids, lignin, and other 
polymers like cutin. In order to assess how much each of these organic phases 
contributes to the uptake of a given compound by a particular organism, one would 
like to know how the compound partitions between environmental media and these 
various defined types of organic phases. Unfortunately, such experimental 
partitioning data are rather scarce. Furthermore, the available data have been 
determined for surrogate organic phases that may not accurately mimic the actual 
organic materials present in the living media. For example, liposomes, the 
microscopic vesicles constructed by aggregating polar lipids in the laboratory and 
used to investigate the lipid-water partitioning of organic pollutants, often exist in a 
somewhat different aggregate state as compared to their presence in biological 
membranes. Likewise the use of a single triacylglyceride, triolein, or a single 
protein, bovine serum albumin, to represent the behavior of structurally diverse fats 
and proteins is surely oversimplified. Also, we note that for all phases except for the 
lipids, the available data have been collected for relatively small and/or polar 
compounds. Thus, prediction of the partitioning behavior of large, hydrophobic 
compounds such as PCBs, polychlorinated dibenzodioxins, PAHs, and so forth 
between these phases and water or air is difficult. Nevertheless, from the available 
data we can get at least a semiquantitative indication as to which phases have to be 
considered in a given case. 
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Table 10.2 Organic Phase-Water Partition Coefficients of Some Organic Compounds for Various Organic 
Phases: Octanol (o), Triacylglycerides (tag), Liposomes (lips), Proteins (prot), Cutin (cut), and Lignin (lig). 
(All values except Kiow in L.kg-' org. phase for 20-25°C if not otherwise stated. Note that the densities of the 
organic phases are close to 1 kg org. phase.L-' org. phase.) 

Toluene 
1,2-Dimethylbenzene 
Chlorobenzene 
1,3,5-Trichlorobenzene 
1,2,3,4-Tetrachlorobenzene 
Pentachlorobenzene 
Naphthalene 
Per ylene 

2.69 
3.16 
2.78 
4.19 
4.64 
5.18 
3.33 
6.25 

2.77 2.60 1.80 
3.25 2.98 2.8 1 2.08 
2.97 2.90 2.70 
4.36 4.32 2.14 
4.68 2.32 
5.27 5.26 2.64 

3.21 f, 2.08 
5.23 

Monopolar and Bipolar Compounds 

4-Chlorophenol 2.42 2.94 2.30 ', 1.60 g 

Aniline 0.90 0.91 1.63 1.30f 
3-Nitroaniline 1.37 2.17 0.70 g 
Nitrobenzene 1.85 2.15 2.01 1.88 f 
Chlorothion 3.65 3.83 ' 2.92 

2,4-Dichlorophenol 3.09 3.55 2.30 

a Triolein-water system (Chiou, 1985). ' L-a-dimyristoylphosphatidylcholine liposome-water system a 35°C (Vaes et al., 1997). 
Welke et al. (1998). Mackay and Gschwend (2000). Protein fraction of a cytosol isolate from a pond snail (Symnae stagnalis) 

(Legierse, 1998). Bovine serum albumin (BSA) (Helmer et al., 1965; Backhus and Gschwend, 1990). Bovine hemoglobin (BH) 
Kiehs et al., 1966). /I L-a-dioleylphosphatidylcholine liposome-water system (Escher and Schwarzenbach, 1996). ' Vaes et al. (1996). 
3~chloro-4-nitrophenyldimethyl-phosphorothion~te. Legierse (1998). 

We begin by examining some organic phase-water partition coefficients of a 
series of compounds for some defined organic phases mimicking living media 
constituents: octanol, triolein, liposomes, proteins, cutin, and lignin (Table 
10.2). The main structural features of these absorbents (Fig. 10.2) allow us to 
anticipate whether they provide a primarily apolar molecular environment (e.g., 
triolein), a monopolar system (e.g., cutin), or a bipolar medium (proteins, 
lignin). Note that the quantitatively prominent carbohydrates (e.g., cellulose, 
chitin) have a very low tendency to accumulate organic chemicals from water 
(data not shown; Garbarini and Lion, 1986; Xing et al., 1996). This is not too 
surprising considering the presence of hydroxyl moieties throughout the 
structures of these polymers (Fig. 10.2). This structural feature causes 
polysaccharides to interact very well with water all through their structure. Thus 
apolar and monopolar compounds cannot outcompete with the solvent for 
associations with these thoroughly bipolar polymers. In addition, some abundant 
carbohydrates such as cellulose and chitin tend to be crystalline in organisms; 
this solid state condition also discourages uptake of partitioning compounds. 
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Hence, we consider carbohydrates to be of minor importance for the 
accumulation of organic chemicals. 

Compared to carbohydrates, lignin and cutin, important polymers in terrestrial 
plants, show a higher affinity for many organic pollutants. Small apolar and weakly 
monopolar molecules (e.g., chlorobenzene, toluene, 1,2-dimethylbenzene) have 
been shown to exhibit only a slightly smaller affinity to cuticular polymer matrices 
than to a solvent like octanol (Table 10.2; Welke et al., 1998). Thus, the cuticular 
coatings on leaves are considered to be an important absorber for apolar and weakly 
polar hydrophobic compounds. This can be understood by noting the apolar/ 
monopolar nature (i.e., long alkyl chains and ester groups) of cutin (Fig. 10.2). In the 
case of lignin, partition coefficients for such apolar substances are somewhat 
smaller (i.e., up to an order of magnitude; Table 10.2). Although the data are very 
limited, lignin-water partition coefficients appear to be more comparable to K,, 
values, with KIllgw values in the order of K:; for the small aromatic hydrocarbons 
and chlorinated phenols examined to date (Severtson and Banerjee, 1996; MacKay 
and Gschwend, 2000.) This is actually not too surprising since soil organic matter is 
thought to derive in large part from preservation of the lignin portions of plants and 
it has been observed that it exhibits many lignin-like structures (Fig. 9.10). 

A somewhat more difficult task is to assess the affinity of proteins with respect to 
accumulation of chemicals in organisms. As noted above, proteins are ubiquitous 
and quantitatively prominent macromolecules in organisms. Although they contain 
a rather large number of polar groups, certain proteins may also exhibit substantial 
hydrophobic character. This is due to their inclusion of “hydrophobic amino acids” 
in the polymeric chains. While all the amino acids contribute to chains with 
repeating units (-NH-CHR-C(0)O-), some of the “R groups” include apolar 
moieties like -CH,, -CH(CH,),, -CH,-CH(CH,),, and -CH,-(C,H,) (Fig. 10.2). 
Moreover, many protein chains fold back on themselves, enabling the hydrophobic 
R groups to be arranged so as to occur on the inside of the resultant coiled 
macromolecules. This results in the formation of nonaqueous “particles”; for 
example, the globular protein (see sketch in the margin), serum albumin (molecular 
mass of 65,000 u), that occurs in the blood plasma forms an elliptical particle whose 
long axis is about 13 nm and whose short axis is about 3 nm in its native state. 

Human serum albumine 

Due to differences in amino acid composition (i.e., R groups) and macromolecular 
configuration, proteins vary considerably in their ability to accommodate organic 
solutes. For example, the protein-water partition coefficient of the bipolar 
compound, 4-chlorophenol, quantifying this compound’s association with bovine 
serum albumin (BSA) is a factor of 5 greater than its corresponding coefficient for 
bovine hemoglobin (BH). For the weakly monopolar compound, naphthalene, the 
difference is about a factor of 10 (Table 10.2), and a still smaller protein, myoglobin 
(ca. 16,000 u), does not sorb any measurable amount of naphthalene (Kiehs et al., 
1966.) Thus, the formation of hydrophobic domains within these protein biopoly- 
mers appears to be a key feature allowing them to serve as sorbents of apolar and 
monopolar organic compounds. This would imply that so-called beta proteins which 
occur naturally in extended configurations (e.g., protein in hair, collagen) would not 
absorb apolar and monopolar compounds well from water. Therefore, it is not 
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Figure 10.3 Correlations of the .possible to establish a single Dartition coefficient for each compound of interest 
- 1  

KiBsAw values with the correspon- interacting with the diverse mixture of proteins found in organisms. 
ding Kin, values for (a)  apolar and - 
monopolar compounds and (b) 
bipolar compounds (data from With these caveats in mind, we briefly examine the KiprOtw values available for the 
Helmer et al., 1965; Backhus and globular protein, BSA. Separating the compounds that have been tested into apolar/ 
Gschwend, 1990; Vaes et al., 1996; 
and Yuan et al., 1999). monopolar and bipolar subsets, we find that each group sorbs to BSA as a function of 

the chemical’s hydrophobicity as measured by the corresponding Kio,’s (Figure 
10.3). Numerous other observations of protein-related phenomena (e.g., enzyme 
inhibition) have also been found to exhibit correlations between the solute 
concentrations in the medium required to disrupt a particular target protein’s actions 
and the hydrophocities of the added chemicals as quantified by their Kiow values 
(Hansch et al., 1995). These data also suggest that solutes partition between many 
diverse globular proteins and water in a manner that is proportional to the solute’s 
Kiow. The LFERs relating the logarithms of protein-water partition coefficients with 
the corresponding octanol-water partition constants typically exhibit slopes of about 
0.7 (Hansch and Leo, 1995): 

(10-1) 

Since such protein-water partition coefficients are less than the corresponding lipid- 
water coefficients (see below), proteins will play a significant role in the overall 
accumulation of the compounds only in organisms and tissues with high protein and 
low lipid contents. 

Now we consider the partitioning of organic compounds to lipids. Lipids also 
encompass a diverse group including apolar and polar materials. Examples of lipids 
that could form a primarily apolar molecular environment are the triacylglycerides 
(Fig. 10.2). Such chemical structures are common in fat storage in organisms and 
hence their quantitative presence in organisms is quite variable. The triacyl- 
glycerides, triolein and tricaprylin, have been used as laboratory surrogates for 
mimicking the “fat” in organisms (Chiou, 1985, Bahadur et al., 1999). Examples of 
polar lipids are the phosphatidylcholines (Fig. 10.2). These are found primarily in 
biological membranes (see sketch in the margin); hence this component of the lipid 
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Figure 10.4 (a) Lipid-water pool always exists in organisms at a relatively consistent level. Vesicles constructed 
partition coefficients Of a series Of of such polar lipids (liposomes) have been used as surrogates for investigating 
chlorinated and brominated ben- 
zenes, biphenyls, naphthalenes, and membrane-water partitioning (Gobas et al., 1988; Escher and Schwarzenbach, 
dibenzodioxinsplottedversus their 1996; van Wezel et al., 1996; Rowe et al., 1997; Vaes et al., 1997; Escher et al., 
octanol-water partition constants. 2000). Since all lipids include hydrocarbon portions in their structures, it is not 
The lipid phases include L-a- 
~ ~ m y r ~ s t o y l p ~ o s p ~ a t i ~ y l ~ c ~ o l i n e  surprising that hydrophobic chemicals partition very favorably from water into such 
(0,2 x cl0 fatty acid; Gobas et al., phases, much as they do into apolar organic solvents such as hexane or hexadecane 
19881, &lein- (0, 3 CIS fatty (see Chapter 7). For apolar compoundsthat may undergo only vdW interactions, and 

that exhibit octanol-water partition constants smaller than about 1 O6 (log K,, 5 6), acid; Chiou, 1985), and tricapry- 
line (A, 3 x Cs fatty acid; Bahadur 
et al., 1999). me correlation line is very similar Kjlipw values are found for both nonpolar and polar lipids (Fig. 10.4~).  
from fit of compounds with log Thus, as we did for natural organic matter (Chapter 9), we may derive a one- 
Kfow ' (see Eq. @) Lipid- parameter LFER relating lipid-water partition coefficients with the corresponding 
water partition coefficients of a 
diverse group of monopolar and Kiow values for apolar compounds with log Kiow 5 6 (see Fig. 10.4a): 
bipolar compounds plotted versus 
their octanol-water partition con- 
stants. The lipid phases are vesicles 
of L-a-dimyristoyl-phosphatidyl- Or: 
choline (2 x CI4 fatty acid; Vaes 
et al., 1997) and L-a-dioleyl- 

log KiliPw = 0.91 log K,, + 0.50 (A2 = 0.98; N =  36) 

Kzlipw = 3.2 x KE:' 
(1 0-2) 

Note that since the specific weight of lipids is close to 1 kg 1ipid.L-' lipid, 
the estimated Kilinw value can be expressed either in units of L.kg-' lipid or 

phosphatidylcholine (2 x CI8 fatty 
acid; Escher and Schwarzenbach, 
2000). 

''dimensionless'' as L . L-' lipid. 

For apolar compounds with larger Kio, values and particularly in the case of the 
liposomes, significantly smaller Kjlipw values than predicted from Eq. 10-2 have been 
reported (Fig. 10.4~). This change in the observed trend may be due to a difficulty in 
accommodating large molecules in the structured and size-limited lipid bilayers of 
membranes (Opperhuizen et al., 1985). However, there may also be artifacts in the 
measurements. Such artifacts may involve slow uptake kinetics (i.e., observed 
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distributions may not reflect equilibrium). Or the experiments may be complicated 
by colloidal/complexation associations of such highly hydrophobic compounds in 
the aqueous solution (see Chapter 9), causing higher aqueous phase abundances in 
the experiments than the real concentration of the freely dissolved molecules. (We 
will take this up again in Illustrative Example 10.1 .) 

Recalling our discussions of organic solvent-water partitioning (Chapter 7), we 
should not be too surprised that polar compounds partition differently into polar 
lipids than they do into nonpolar lipids. For example, aniline partitions about a factor 
of five times more favorably into the dimyristoylphosphatidylcholine vesicle as 
compared to the primarily apolar triolein phase; in contrast, the apolar compound, 
chlorobenzene, exhibits about the same partition coefficients (Table 10.2). Fur- 
thermore, the log Kflipw values of various monopolar and bipolar compounds 
observed using two different polar lipids, when examined versus their corres- 
ponding log Kiow values, exhibit a significant scatter (Fig. 10-4b). For any particular 
log K,, value, this data indicate we could estimate log Kilipw values to within about a 
factor of 3. This scatter simply indicates that there are variable polar interactions of 
the compounds in the lipid phases as compared to octanol. As already addressed in 
Chapters 7 and 9 for organic solvents and natural organic matter, in the case of polar 
compounds we may expect to find LFERs of the type Eq. 10-2 only for confined sets 
of structurally closely related compounds. We will get back to this issue in Section 
10.6 where we will discuss nonspecific membrane toxicity. 

A Model to Estimate Equilibrium Partitioning to Whole Organisms 

Accumulation of organic chemicals in organisms is a dynamic process that may 
involve several uptake, elimination, and depuration routes acting simultaneously. 
For many xenobiotic compounds, the physical uptake and depuration processes can 
occur “passively,” that is without an organism’s explicit effort to transport these 
substances. Often the biological membranes, designed to keep the fluids and their 
contents on the inside and the outside separate from one another, prove to be 
incapable of excluding nonionic organic chemicals. To evaluate the resultant unin- 
tended presence of xenobiotic chemicals in organisms, it is useful then to estimate 
the concentration that would be established in the organism if that organism 
achieved partitioning equilibrium with its surroundings (e.g., water, air, soil, 
sediment). 

Recognizing that organisms are heterogeneous mixtures of diverse organic phases, 
here we calculate this equilibrium condition by assuming that (1) each organic phase 
acts independently and comes to an equilibrium with all other biological phases, and 
(2) the total organism accumulation of the chemical can be estimated as the sum of 
uptakes into each part. Hence, as we have done for estimation of the overall sorption 
of organic compounds by natural solids (Eq. 9-16, Section 9.2), we consider a whole 
organism-environmental medium mixed partition coefficient, Kibio: 

fiip . Ciip  + fprot . C&ot + j i g  . G i g  + h u t  . CGut + . . . 
timed 

Kibio = (10-3) 

where forg,phase is the fraction of organism made up of the corresponding phase [lipid 
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(lip), protein (prot), lignin (lig), cutin (cut), etc.], and is expressed, 
for example, as (kg org. phase. kg-' dry organism) 

C&phaseis the concentration of the compound in a given organic phase at 
equilibrium with the concentration in the environmental medium 
(therefore the superscript "), and is expressed, for example, as 
(mol . kg-' dry phase) 

Cimed is the concentration of the compound in the environmental medium 
(e.g., water, air, soil) considered to be in equilibrium with the 
organism, and is expressed, for example, as (mo1.L-' med or 
mol . kg-' med) 

Hence, the units of are, for example, (L med . kg-' dry organism) if med is air 
or water. Whenever possible, one should express the concentration in the organism 
on a dry weight basis since this will assist us in using our chemical intuition; 
unfortunately we need to be aware that throughout the literature one finds 
experimentally reported concentrations on a wet-weight (w.w.) or fresh weight (f.w.) 
basis. 

Noting that the equilibrium concentration in each particular organic phase 
represented in the numerator of Eq. 10-3 can be divided by the concentration in the 
environmental medium, we can modify the equation using the respective partition 
coefficient between that organic phase and the environmental medium, Kiorg.phase med: 

Hence, if the composition of the organism (i.e., hhase values) and if the various 
partition coefficients in Eq. 10-4 can be estimated, we can calculate an approximate 
value for the KIblo. As we saw in discussing organism compositions (Table 10.1) and 
defined media-water partition coefficients (Table 10.2), the uncertainties in the 
inputs to Eq. 10-4 imply that such calculations can be expected to provide only an 
order of magnitude estimate. 

In the literature, the estimated chemical's equilibrium concentration, C:blo, in the 
organism (Le., the numerator of Eq. 10-3) is called the theoretical bioaccumulation 
potential, TBP,, and is given by: 

Go= TBI', (e.g., in rnol . kg-' dry organism) = Kiblo. Clmed (10-5) 

Often we are interested in apolar or weakly monopolar pollutants (PCBs, chlo- 
rinated solvents, PAHs) and in organisms/tissues that contain significant lipid 
content (>5% on a dry weight basis). Also, investigators sometimes specially sample 
the fatty tissues (e.g., in some animals or humans). In such cases, the termsJ;,,C$ or 
Alp K[llpmed dominate in Eqs. 10-3 and 10-4 (see Illustrative Examples 10.1 to 10.3). 
Consequently it is reasonable to assume that the measured concentrations chiefly 
reflect the compounds present in the lipid phase and the concentrations can be 
normalized to the lipid content of the organism. Thus, the lipid normalized, Klblo , l lp ,  is 
simply given by: 
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Biomagnification Factor 

uptake from food 

Figure 10.5 Terms and parameters 
frequently used to describe accu- 
mulation of chemicals in aquatic 
organisms. Note that the term 
“bioaccumulation” (BAF,) is used 
to describe the total accumulation 
by all possible routes (e.g., passive 
uptake, intake by food and di- 
gestion, etc.). The term biocon- 
centration (BCFi) is sometimes 
used if uptake occurs only from the 
dissolved phase. A very similar 
approach is used in terrestrial 
systems just by exchanging the 
environmental media, water and 
sediment, with air and soil respec- 
tively. 

K . . = K . .  
r%io,lip rlipmed 

and correspondingly: 

C&o,lip = TBPilip (e.g., in mol. kg-I lip) = K1lipmed. Cimed 

(1  0-6) 

(1 0-7) 

Parameters Used to Describe Experimental Bioaccumulation Data 

The various parameters (e.g., BCF,, BMFi, BSAF,) introduced in Fig. 10.5 for the 
aquatic environment represent various ways of relating the actual concentration 
determined for a given compound in an organism or organism compartment (e.g., in 
the lipids) to the compound’s concentration in the medium from which the 
compound is thought to be primarily taken up. Of course, a given compound can be 
taken up simultaneously by various routes. For example, animals living at the 
sediment-water interface can experience passive uptake of dissolved compound 
from water (bioconcentration) as well as uptake of the sorbed molecules on sediment 
particles or present in their diet (biomagnification). Thus to describe the net result of 
all uptake and elimination processes taking place, one simplifies and defines a 
bioaccumulation factor, BAF,, which relates the actual concentration in the 
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organism to the actual concentration in one medium of the environment in which the 
organism primarily lives: 

(1 0-8) 

In aquatic systems, CZmed (i.e., C,,) denotes the truly dissolved concentration (e.g., 
not including the fraction sorbed to DOM); in the terrestrial environment this may be 
the truly gaseous concentration (i.e., C,,, not including any fraction in aerosols). 
However, the total filter-passing concentrations are widely used in the literature and 
these may not collect only the truly dissolved or truly vapor-phase species. This is 
particularly a problem for very hydrophobic and/or nonvolatile compounds that 
have a strong tendency to associate with particles, since some of these can pass 
filters. Failure to use the right value of Clmed causes the experimentally determined 
BAF, to be erroneously low (see Illustrative Example 10.1). For organisms living at 
the sediment-water interface, Clmed is often set equal to C,,, the concentration in the 
particulate phase, that is, BAF, =BSAF, (see Fig. 10.5). This is, of course, somewhat 
arbitrary since these organisms live both in the sediment and in the water column, 
and these two compartments are usually not in equilibrium with each other. 

In the following we will use these concepts to evaluate some experimental data and 
to make some estimates of the tendency of a given chemical to accumulate in a given 
organism. We start out with examples from the aquatic environment, and then 
consider the terrestrial system. 

Illustrative Example 10.1 Evaluating Bioaccumulation from a Colloid-Containing Aqueous Solution 

Problem 

Stange and Swackhamer (1994) studied the accumulation of a large number of 
PCB congeners in three phytoplankton species including Anabaena sp. in 
laboratory cultures. The apparent BAF, (or BCF,) values determined after 12 
days of exposure for Anabaena sp. were 2.5 x lo4 L.kg-’ d.w. for PCB52 
(2,2’,5,5’-tetrachlorobiphenyl) and 7.3 x lo4 L .kg-‘ d.w. for PCB180 (2,2’, 
3,4,4’,5,5’-heptachlorobiphenyl). The lipid content of Anabaena sp. after the 
exposure period was 5.3%, that is, Alp = 0.053 kg lip. kg-’ d.w. The concen- 
tration of dissolved organic carbon (DOC) in the culture was 74 mg C . L-I. 

Estimate the Klbl0 values (Eq. 10-4) for PCB52 and PCB180 for Anabaena sp. and 
compare them to the apparent BAF, values given above. Assume that with a rather 
high lipid content of 5.3%, the role of proteins as sorbents in Anabaena sp. can be 
neglected for apolar compounds such as PCBs (see Illustrative Example 10.2, 
pentachlorobenzene). Could any discrepancy found between and BAF, be 
explained by the fact that the compounds associated with the organic colloids 
present in the culture medium? 
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c'w CI CI 

2,2',5,5'-tetrachlorobiphenyl 
(PCB52) 

CI CI 

2,2',3,4,4',5,5'-heptachlorobiphenyl 
(PCB 180) 

Answer (a) 

Estimate the Kllipw values of PCB52 and PCB 180 from their K,, values (Appendix C) 
using Eq. 10-2: 

PCB52: Kilipw = 1.2 x lo6 L.kg-' lip (see Illustrative Example 10.3) 

PCB 180: Kilipw = 1.6 x 1 O7 L . kg-' lip 

Calculate the corresponding Klbi0 values by multiplying Kilipw byJi, (Eq. 10-4): 

PCB52: Kibio = (1.2 x lO6)(O.053)= 6.4 x 104 L-kg-' d.w. 

PCB180: Kibi0= (1.6 x lO7)(O.053) = 8.5 x 1O5 L.kg-' d.w. 

Hence, the estimated Klbio values are about 2.6 and 12 times higher than the actual 
measured bioaccumulation factors. The result for PCB 180 appears substantially 
outside expected estimation errors. If all of the discrepancies were due to the 
speciation of the compounds in the culture media [and not because of kinetic effects 
or due to the large size of the molecules (see Fig. 10.4a)], this would mean that the 
fraction in truly dissolved formJw (see Chapter 9, Illustrative Example 9.5) would 
have to be 0.39 (U2.6) for PCB52 and 0.086 (1/12) for PCB180. From these values 
and the DOC concentration given in the problem statement, calculate the KjDoc 
values that would be required for the two compounds (see Illustrative Example 9.5, 
Eq. 1): 

Insertion of the appropriate values into Eq. 1 yields: 

PCB52: KiDoc = (0.61)/[(0.39)(7.4 x lo-' kg DOC. L-')] = 2.1 x lo4 L . kg-' DOC 

PCB180: KiDoc=(0.914)/[(0.086)(7.4x 10-5kgDOC.L-')] = 1.5 x lo5 L.kg-' DOC 

These values are similar to the average Ki,, values predicted from Eq. 9-26a in Table 
9.2 for soil and sediment organic matter: 

PCB52: Kjo, = 4.7 x lo4 L.  kg-' oc 

PCB180: Ki,, = 3.9 x 10'L.kg-' oc 

Hence, in principle, we could explain the discrepancies between predicted and 
observed BAFi values by the reduction of the bioavailability of the compounds 
caused by sorption to colloidal organic matter present in the culture media. We 
should note, however, that depending on the nature of the "dissolved" organic matter 
(i.e., molecular size distribution, aromaticity, polarity, etc.), the KiDoc value of a 
compound may vary considerably (see Section 9.4). 
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Illustrative Example 10.2 

CI 

CH, 

chlorothion 
BAFiexp. = 30 L. kg-' w.W 

CI CI 

CI 

pentachlorobenzene 
BAF,,,,= 900 L. kg-' W.W 

Estimating Equilibrium Bioaccumulation Factors from Water 

Problem 

Legierse (1 998) investigated the uptake of chlorothion (for structure see margin) 
and of a series of chlorinated benzenes from water into the pond snail Lymnea 
stagnalis. On a wet-weight (w.w.) basis, the pond snail contained 0.9% total lipids 
(0.4% polar, 0.5% apolar), 2.8% proteins, and 96% polar components including 
primarily water. Estimate the equilibrium bioaccumulation factors (K,b,o) at 20°C 
for chlorothion and pentachlorobenzene and compare them to the experimental 
BAF, values given in the margin. Note that in this case, we would also refer to the 
observed concentration ratio as a bioconcentration factor (BCF,), because we 
consider uptake only from water and not from diet or ingestion of particles (see 
Fig. 10.5). 

Answer 

Assume that only the lipid and protein fractions are important for the bioaccumu- 
lation of the two compounds in the snail. Further assume that the lipid-water 
partition coefficients of the compounds are similar for polar and nonpolar lipids, i.e., 
Kitagw Kilipsw (see Table 10.2). Note that this assumption is reasonable for 
pentachlorobenzene, but that for the polar chlorothion you may somewhat over- 
estimate the overall lipid-water partition coefficient when using Kilipsw. The Kiprotw 
values observed by Legierse (1 998) were 830 and 450 L . kg-' protein, while very 
rough estimates based on 0.7 logKiow would yield values of 360 and 4000 L.kg-' 
protein, respectively. Using these values of Kilipsw and Kiprotw for the two compounds 
together withJip = 0.009 kg lip. kg-' W.W. andfprot = 0.028 kg prot. kg-' W.W. in Eq. 
10-4 yields: 

chlorothion: 

Kibio = (0.009)(6800) + (0.028)(360 to 830) 

= 61 + (10 to 23) L.kg-' W.W. 

= 70 to 80 L .  kg-' W.W. 

pentachlorobenzene : 

Klbi0 = (0.009)(182'000) + (0.028)(450 to 4000) 

= 1638 + (12 to 110) L.kg-' W.W. 

=165Oto 1750L.kgw.w. 

Hence, the estimated Kibi0 values are within a factor of three (chlorothion) and two 
(pentachlorobenzene), respectively, of the experimental BAFi values. But recall that 
when dealing with living media, due to the rather large uncertainties in parameter 
estimation, any predicted Kibio values have to be considered good to within factors of 
2 to 3. Finally, note that in the case of the polar chlorothion, the contribution of the 
protein fraction to the overall accumulation may be significant (about 20%), 
whereas for the apolar pentachlorobenzene, this contribution can be neglected. 
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Illustrative Example 10.3 

cQ-Q CI CI 

2,2',5,5'-tetrachlorobiphenyl 
(PCB52) 

log K,,, = 6.1 1 
log K,,, = -1.70 

Estimating Equilibrium Bioaccumulation Factors from Air 

Problem 

Komp and McLachlan (1 997b) determined plant-air equilibrium partition coeffi- 
cients, Kipa of a series of PCB congeners for several plants, including ryegrass. 
From their data, for PCB52 (2,2',5,5'-tetrachlorobiphenyl) a ryegrass-air parti- 
tion coefficient of 3 x lo6 L.  kg-' d.w. at 25°C can be derived. Note that air-plant 
partitioning is highly temperature dependent. We will address that issue in 
Section 10.4. Assuming ryegrass has 2% lipid, 20% protein, and 4% cutin (Tolls 
and McLachlan, 1994), estimate Kips for PCB52 for this grass at 25°C. 

Answer 

First, estimate the pure phase-water partition coefficients: 

= 0.91 (6.11) + 0.5 = 6.1 lipid (Eq. 10-2): log Kilipw 

protein (Eq. 10-1): log Kiprotw - 0.7 (6.11) = 4.3 

cutin: log Kicutw - log Kiow = 6.1 

Now utilize Eq. 10-4: 

K~~~~ = (0.02)(1069 + (0.2)(104.3) + (o.04)(106~) 

= 25000 + 4000 + 50000 

= 79000 L water. kg-I d.w. 

To relate this result to partitioning from air, recall that: 

Kipw 

K i a w  

K. =- 
'Pa 

Using the K,, value given, you find: 

K. =- 79000 =4.0x106 L air.kg-' d.w. 
0.02 

This matches the reported value quite well. 

Bioaccumulation in Aquatic Systems 

Bioaccumulation as a Dynamic Process 

In the real world, equilibrium partitioning between an organism and its surroundings 
may not be achieved, even if a compound is not metabolized by the organism. 
Therefore, the observed BAF, value (Eq. 10-8) may differ from the theoretical 
equilibrium expectation, Kibio (Eq. 10-4). In fact, because the accumulation of a 
given chemical may depend on several different processes occurring at the same 
time (see example "fish" in Fig. 10.6), BAF, may change continuously with time for 
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Figure 10.6 Illustration of some a given organism. Hence, in a given natural system (e.g., a lake), even two 
processes bioaccu- individuals of the same species (e.g., two trouts) may exhibit different BAFi values. 
mulation of a chemical in a fish. 
The various k values can be for- 
mulated as first-order rate cons- It is useful to briefly consider a simple conceptional model that considers 

for description Of the kinetics simultaneous inputs and outputs of a compound in an organism, the one-box 
dependent on the physiology and 
behavior of the fish (for ad- approach (see Section 12.4 for a general discussion of one-box models). In this 
vanced models, see Gobas and approach we assume that the organism (i.e., the fish) is a well-mixed reactor (which, 
Morrison, 2000). of course, it is not), and we define all processes as first-order reactions. The temporal 

change in concentration of a given compound i in the fish, Cjfish, can then be 
described simply by: 

gill exchange uptake with food excretion metabolism growth 

where k, ,  k,, kE, k,, and kG are the first-order rate constants (dim .T1) for the various 
processes indicated in Fig. 10.6. Kjfishw, &fish diet, and Kifish are the equilibrium 
constants for partitioning of chemical i between the various combinations of fish, 
water, diet, and excreta. This equation indicates that the chemical's concentration in 
the fish can evolve over time as the various mechanisms act simultaneously. (We 
will see how to get the time-evolving solution of this expression in Chapter 20.) 

For now, we consider one special situation called the steady-state case. In this case, 
the concentration in the organism (i.e., in the fish) does not change with time (i.e., 
dCifish/dt = 0). This will occur if the total rate of chemical elimination equals the total 
rate of its uptake. By setting dCifiSh/dt equal to zero in Eq. 10-9, we can solve for the 
steady-state concentration in the fish (indicated by the superscript m): 

or dividing this result by the water concentration, C,,, we have: 
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Note that &@;diet = cjdieJcjw.  We should point out that when using Eqs. 10-10 or 
10-11, we assume that all parameters including BAFidiet are constant. This is, of 
course, not generally true. For example, the lipid content of a fish can vary widely 
through its life (e.g., Henderson and Tocher, 1987), thus the value of Kifishw would 
vary correspondingly. Likewise, the specific growth rate of organisms does not 
remain constant over their entire life, so the “dilution” of the chemical does not 
continuously happen at the same rate. Nevertheless, this simple mathematical 
budget may help us to qualitatively understand some of the observations made in 
field measurements. 

As a first example, let us consider the case in which uptake and elimination is 
dominated by exchanges at the gills. In this case, the BAEii”,h would correspond to: 

The result is the equilibrium coefficient, &hw, and this result could be predicted by 
the approach described in Section 10.2 (Eq. 10-4). 

In contrast, if uptake is via exchange at the gills but losses occur primarily by 
metabolism (kM > kl and kG), the BAE%h will be smaller than K;fishw: 

Hence, depending on the rates of the various exchange and transformation process- 
es, “phase equilibrium” for the chemical i may not be achieved under real-world 
conditions. 

Evaluating Bioaccumulation Disequlibrium - 
Example: Biota-Sediment Accumulation Factors 

Despite the likelihood of disequilibrium problems, it remains important to try to 
predict the extent of bioaccumulation as a step to evaluating the hazard posed in 
situations of interest. One likely cause of disequilibrium involves cases in which an 
organism is exposed to more than one environmental medium. For example, this is 
the case for organisms living at the sediment-water interface (e.g., clams, 
polychaetes, amphipods, insect larvae). Sediment beds often exhibit much higher 
chemical contamination of hydrophobic compounds than the overlying water 
column. Hence, organisms may take up contaminants from sediments and 
simultaneously release them to the water column (Fig. 10-7). In order to eat, such 
organisms often ingest particles from the sediment bed and thereby incur high 
exposures. In order to “breath,” these organisms must also pump water containing 
oxygen in and out, thus coming into intense contact with the less contaminated 
medium. Consequently, we may hypothesize that in such organisms, concentrations 
of persistent chemicals will be established that lie in between those concentrations 
that we would anticipate if the organism was in equilibrium with either the water 
column or the sediment. In other words, we would expect Ciorganism and BAF, values 
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Figure 10.7 Schematic illustration 
of uptake and depuration of chem- 
icals by a benthic organism, a clam 
dwelling near the sediment-water 
interface. i, is the truly dis-solved 
compound in the water column, 
i,,, is the compound asso-ciated 
with the sediment organic matter, 
i,, is the compound dis-solved in 
the sediment porewater. 

that are greater than predicted from equilibrium considerations involving the water, 
but Ciorganism and BSAFi values that are smaller than the ones predicted from 
equilibrium with the sediment. 

Let us check this hypothesis by inspecting some field data on the accumulation of 
PCBs by benthic organisms. Before we look at the observational data, we need to 
estimate what we would expect if equilibrium were established between the 
organism and the water column or sediment, respectively. In our discussion we will 
consider primarily animals with significant lipid levels (>5% by dry weight 
implying lipid-to-protein ratios of greater than 0. l), and PCBs whose affinities for 
lipids are much greater than 10 times their affinities for proteins (e.g., for PCB52, 
the KlliPw is about 1 O6 and its Kiprotw is on the order of 10‘). Thus, we will assume that 
the PCBs are present primarily in the lipid phases of the animals and we will solve 
for equilibrium lipid normalized concentrations. Likewise for the sediment bed, we 
will assume that the I’CBs are chiefly absorbed into the natural organic matter of 
those solids. Finally, by focusing on persistent PCB congeners, we are probably 
justified in neglecting any effect of metabolism on the observed animal 
concentrations. 
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For the water column, we can use Eqs. 10-6 and 10-7 to get an estimate of TBPilip 
(e.g., in mol. kg-' lip). For accumulation from water, we get: 

TBPilip (from water) = Kilipwf Ciw (10- 14) 

where Cjw is the truly dissolved concentration in the water (e.g. in mol . L-'). For 
PCBs, we may use Eq. 10-2 to estimate Kilipw from Kiow: 

Kilipw / (L . kg-' lip) = 3.2 x Ki:' (10- 15) 

In order to describe the equilibrium situation with respect to the sediment, 
we assume that the PCBs are sorbed primarily by the natural organic matter. That 
is, we express the sediment pore water concentration (subscript pw) as a function of 
the corresponding measured sediment concentration by using Kid = f,, K,, (see 
Chapter 9): 

(1 0- 16) Cised - cicc c. --_- 
f o c K i ,  Kiw 

1pw - 

where Cioc (= Cised /foe ) is the organic carbon normalized concentration of the 
compound in the sediment (e.g., in mol. kg-' oc) and Cipw (e.g., in mol .L-') is the 
truly dissolved concentration in the pore water. Now for the sediment bed, we 
estimate: 

TBPilip (from sediment) = Kilipw. C,, ( 10- 17) 

or by expressing Cjpw in terms of Kioc and Cia, ( Eq. 10-16): 

(10-18) 
Kilipw 

Kioc 
TBAip (from sediment) = - . Cim 

As discussed in Chapter 9 for PCBs, we may estimate Kioc from Ki,, using Eq. 9-26a 
in Table 9.2: 

Ki, / (L * kg-' OC) = 1.4 x K:i4 (1 0- 19) 

By analogy to the case in the water column, we can define an equilibrium constant 
reflecting PCB partitioning between the organism lipid pool and the sediment 
organic carbon pool: 

And this ratio, in turn, can be estimated as: 

For PCBs, insertion of Eqs. 10- 15 and 10- 19 into Eq. 10-20 yields: 

Kilip, / (kg oc . kg-' lip) = 2.3 x Kih7 for PCBS 

(1 0-20) 

(10-21) 

( 10-22) 
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Note that when we consider the situation at equilibrium, the exact pathways 
involved in PCB uptake and depuration are not important to the end result (e.g., 
whether the chemical transport into the organism occurred via the dissolved phase or 
by direct ingestion of sediment particles and/or diet organisms). 

Let us now use these expressions to compare predicted versus measured bio- 
accumulation and biota-sediment bioaccumulation for PCBs in some benthic 
organisms. Morrison et al. (1 996) reported concentrations of individual PCB 
congeners for the sediment beds and the overlying water column in Western Lake 
Erie. From these data, they could demonstrate that the overlying waters were highly 
undersaturated with each of the individual PCBs with respect to equilibrium with the 
sediments (more than a factor of 10; compare CioclCiw values with K,,, values in 
Table 10.3). They also acquired PCB concentration data for phytoplankton, as well 
as in several bottom-dwelling animals including zebra mussels (Dreissena 
polymorpha), caddisfly larvae (Hydropsyche alterans), an amphipod (Gammarus 
fasciatus), and a crayfish (Orconectes propinquus). Furthermore, they examined the 
lipid contents of the organisms and the organic carbon contents of the sediments. 

From these data, experimental BAF, and BSAF, values can be derived: 

(1 0-24) 

and can be compared to estimated values assuming phase equilibrations (ie., KLllpw 
and Klllpoc). Note that the estimated equilibrium values are calculated with data for 
25°C; that is, we neglect the (small) temperature dependence of Klllpw and KlllPoc. 
Furthermore, the experimental data, from which the BAFllIp and BSAFlllpoc values 
have been derived, are mean values with relative standard deviations between 20 
and 50%. Despite these qualifications, some important conclusions can be drawn 
(Table 10.3). 

First, for a given compound, the observed BAFiliP and BSAFilipoc values were very 
similar (+ a factor of 2) for all sediment-dwelling organisms considered. Second, as 
we have anticipated, the BAFilip values were significantly larger than the 
corresponding Kilipw values, whereas the BSAFilipoc values were significantly smaller 
than the respective Kilipoc values (see ratios in italics in Table 10.3). Finally, with 
increasing hydrophobicity of the PCB congener, deviation from equilibrium with 
the water phase increases (i.e., factor 2 to 3 for PCB52 to 5 to 9 for PCB153), and it 
decreases with respect to the sediment (i.e., factor 15 to 30 for PCB.52 to 5 to 10 for 
PCB153). A possible explanation for these findings is that the depuration rate 
decreases with increasing hydrophobicity of the compound. 

It is interesting to compare these observed BSAFilipoc values (Table 10.3) with values 
reported for other sediment-dwelling organisms and/or locations. Tracey and 
Hansen (1 996) have compiled numerous BSAFillpoc data for PCBs and some data for 
polycyclic aromatic hydrocarbons (PAHs). The reported BSAFllipoc values for PCBs 
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Table 10.3 Estimated Equilibrium (Kilipw, Kilipoc) versus Measured Lipid-Normalized Bioaccumulation Factors 
(BAF,,,) and Biota-Sediment Bioaccumulation Factors (BSAFilipoc) for Three PCB Congeners in Phytoplankton 
and Various Sediment-Dwelling Organisms in Western Lake Erie ' 

PCB52 PCBlOl PCB153 
(2,2',5,5') (2,2',4,5,5') (2,2',4,4',5,5') 

Measured Concentrations 

0.028 

4000 

0.01 8 

5000 

0.006 

5800 

Properties 

Kiow 1.3 x lo6 2.5 x lo6 1.6 107 

KioJ(L. kg-I OC) 4.7 104 6.6 x lo4 3.0 105 

cioc IC, 1.9 x lo6 3.8 x lo6 1.3 107 

Kilipw/(L. kg-' lip) 1.2 x lo6 2.1 x lo6 1.1 107 

KiapoJ(kg oc . kg-' lip) 25 28 39 

Relative to the Water Column BAFilip f,/(L. kg-' lip); BAFilip/Kilipw g 

phytoplankton 2.5 x lo6; 2.1 7.8 x lo6; 3.7 3.2 107; 3.0 

caddisfly larvae 3.6 x lo6; 3.0 1.3 x lo7; 6.2 1.0 x 108; 9.9 

amphipod 3.5 x lo6; 3.0 7.9 x lo6; 3.8 6.8 x lo7; 6.0 

1.2 107; 5.7 9 . 0 ~  lo7; 8.0 zebra mussel 4.0 x lo6; 3.3 

crayfish 2.4 x lo6; 2.0 6.2 x lo6 3.0 6.1 107; 5.5 

Relative to the Sediment Bed (foe = 0.074) 

phytoplankton 1.3; 0.05 2.1; 0.08 2.5; 0.06 

caddisfly larvae 1.8; 0.07 3.4; 0.12 7.8; 0.20 

amphipod 1.8; 0.07 2.1; 0.08 5.1; 0.13 

zebra mussel 2.1; 0.08 3.2; 0.11 6.9; 0.18 

crayfish 0.7; 0.03 1.7; 0.06 4.6; 0.12 

BSAFilipoc h/(kg oc . kg-' lip); BSAFilipoc/Kilipoc 

' Calculated from data reported by Momson et al. (1996). Eq. 10-19. Ratio of experimentally determined concentrations. Eq. 10-15. 
Eq. 10-22.fEq. 10-23. Italic numbers. Eq. 10-24. 

are between 0.5 and about 6 kg oc . kg-' lip. Furthermore, mean BSAFilipoc values 
were found to increase with increasing Kiow for Kiow < lo7. For more hydrophobic 
compounds, the BSAFilipoc values tend to decrease again, which could reflect slower 
uptake and/or steric hindrance as discussed in Section 10.2. 

Compared to PCBs, the BSA5'i,ipoc values for PAHs reported in the literature are 
almost one order of magnitude smaller (i.e., < 0.1 to 0.5 kg oc. kg-' lip; Tracey and 
Hansen, 1996; Clarke and McFarland, 2000). This has been found not only for 
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sediment dwelling organisms, but also for accumulation of chemicals in 
earthworms, where, in analogy to the biota-sediment accumulation factor, one can 
define a biota-soil accumulation factor (Ma et al., 1998; Krauss et al., 2000). These 
findings can be partially rationalized by the fact that PAHs tend to have higher Kio, 
values (or additionally they experience stronger sorption to soot carbon) than PCBs 
exhibiting the same Kiow values (see Fig. 9.11). For estimating Kio, values of PAHs 
we can use Eq. 6-29b in Table 9.2: 

Ki, / (L . kg-' OC) = 0.5 x K::' (10-25) 

If we now assume that, at least for the apolar lipids, Eq. 10-15 is also valid for 
estimation of KiliPw of PAHs, by analogy to Eq. 10-22, we would then predict the 
Kilipoc of PAHs to be: 

KilipM: / (kg oc . kg-' lip) = 6.4 x K2io8 for PAWS (1 0-26) 

Hence, for a PAH with Kiow = lo6 we would obtain a Kilipoc of about 2 kg oc . kg-' lip 
as compared to 24 kg oc . kg-' lip for a PCB with the same Kiow. This would explain 
the differences found in the field. We should, however, stress again that Ki,, values as 
predicted from LFERs such as Eqs. 10-19 and 10-25 reflect sediment organic 
matter-water partitioning and not sorption to highly active sorbents (e.g., soot) that 
may be present in sediments. Thus, very low BSAFilipoc values found in the field not 
only may reflect disequilibrium but also may be due to the presence of such 
sorbents, which are particularly important for sorption of PAHs (see Illustrative 
Example 9.3). 

Using Fugacities or Chemical Activities for Evaluation of 
Bioaccumulation Disequilibrium 

Now we have seen how bioaccumulation disequilibrium can be evaluated using a 
comparison of observed bioaccumulation factors (BAF, and BSAF,) with expec- 
tations from phase equilibrium considerations (KiliPw and Kilipoc). Using the latter 
factors, we can also calculate the concentrations of a given compound that we 
would expect in an organism if it were in equilibrium with either the water or the 
sediment, respectively, and then compare these concentrations with the actual 
measured ones. 

Another way of evaluating disequilibrium, particularly when considering the 
partitioning of a given compound between several environmental compartments, is 
to compare the fugacities or chemical activities of the compound in the various 
compartments. We recall from Chapter 3 that it is the difference in activity or 
fugacity, and not concentration, that determines in which direction a net flux of 
compound will occur. Such transfers will continue until the hgacities or activities 
are equal in the interacting phases. 

Evaluating a chemical's activity, a,(phase), in any phase of interest corresponds to 
contrasting its concentration to whatever concentration would be expected at 
equilibrium with the reference state. Choosing the pure liquid organic compound as 
the reference state implies that the chemical's activity is equal to 1 when it occurs at 
its liquid solubility in water or its pure liquid vapor pressure in air. Since we have 
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learned many approaches for relating concentrations in nonaqueous phases (NOM, 
lipids, air) to their corresponding equilibrium concentrations in water (Kiphasew 
values), one convenient approach for calculating a chemical’s activity in a particular 
medium is simply (1) to apply such partitioning constants to calculate the 
corresponding aqueous concentrations in equilibrium with that phase and then (2) to 
normalize the result to the compound’s liquid solubility: 

(10-27) 

For chemicals in condensed phases (e.g., NOM, lipids), such an activity calculation 
is sensitive to the system temperature as described by (Eq. 3-5 1): 

u,(phase, Ti) = a,(phase, TreJ exp(-AphasewHi lR - l/Tref)) (10-28) 

Of course, we can also use the fugacity of a given compound in a given molecular 
environment (e.g., a solvent) since this is a measure of the fleeing tendency of the 
compound from that environment (Fig. 3.9). A quantitative measure of fugacity is 
the partial pressure,p, that the compound molecules would exert in the gas phase, if 
the gas phase were in equilibrium with the phase under consideration, and behaved 
like an ideal gas. Hence, for calculating the fugacity, -f; (phase), of a compound in a 
given condensed phase we need to know the compound’s gas-condensed phase 
partition coefficient &,(phase) (see Section 6.2): 

(1 0-29) 

where K,(phase) is defined as the equilibrium ratio of the partial pressure of the 
compound and its molar concentration in the phase considered. Hence, the units of 
KiH(phase) are, for example, Pa. (mol . L-I)-’ or Pa. (mol . kg-’)-’. Note that in the 
commonly used fugacity models, &(phase) is referred to asfugacity capacity of the 
compound in the given phase (Mackay, 1979; Mackay et al., 1992 - 1997). 

When calculating the fugacities of a given compound in a given phase, one faces a 
few difficulties. First, except for the Henry’s law constant KiH (recall that we refer to 
the air-water partition constant as the Henry’s law constant, Section 6.4), there are 
very few experimental data available for partitioning of organic compounds between 
the gas phase (i.e., air) and important environmental phases including biological 
media. The relative abundance of corresponding phase-water partition coefficients 
is one practical advantage of using the chemical activity approach described above. 
However, &(phase) values can generally be estimated from the corresponding 
condensed phase-water partition coefficient and the air-water partition constant, 
Kiaw, of the compound: 

Kiaw . RT 
&(phase) = 

Kiphasew 
(10-30) 

Second, in contrast to partitioning between water and natural condensed phases, 
partitioning involving the gas phase is strongly temperature dependent (see Chapters 
4 and 6, and Section 10.4). Consequently, when using fugacities to assess compound 
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Figure 10.8 Calculated fugacities 
(see Illustrative Example 10.4) of 
PCB52 (data in squares) and 
PCB153 (data in circles) in the 
water and sediment, and in the 
lipids of zebra mussels in Western 
Lake Erie at 25"C, indicating that 
the mussels exhibit concentrations 
that are intermediate between 
equilibrium with the water column 
and the sediment bed. The 
corresponding activities are given 
in Illustrative Example 10.4. 

fluxes between environmental compartments, one has to be careful to apply the 
appropriate &,(phase, 7') values. 

Let us now come back to our example of PCB bioaccumulation in sediment- 
dwelling organisms in Lake Erie (Table 10.3). To assess that situation, this time we 
will compare the chemical activities (see Illustrative Example 10.4) and fugacities 
(Fig. 10.8) of the PCB congeners, PCB52 and PCB153, in the lake water, zebra 
mussel tissues, and the bed sediment. The calculations of these values are performed 
in Illustrative Example 10.4. For simplicity, a temperature of 25°C has been 
assumed. Note that, if we assume that AI2Hi for air-lipid and air-natural organic 
matter partitioning are similar to the values of the compounds (81 kJ.mo1-' 
for PCB52 and 91 kJ . mol-' for PCB I53), and that AawHi (air-water partitioning) is 
in the order of 50 and 70 kJ. mol-', respectively, for the two compounds, then per 10 
degree decrease in temperature, the fugacities shown in Fig. 10.8 would decrease by 
a factor of 2 and 2.7 in the aqueous phase, and by factors of 3 and 3.5 in the organic 
phases, respectively (see Tabel D 1, Appendix D). 

Neglecting this concern for inaccuracy due to temperature considerations, the PCB 
activities or fugacities (which of course yield the same relative results if the partition 
coefficient inputs are all accurate) prove to be highest in the bed sediments (by 
factors of about 10 and 5 over the mussels for PCB52 and PCB153, respectively) 
and lowest in the water (by factors of 0.3 and 0.1 less than the mussels for PCB52 
and PCB153, respectively). Hence, the PCB52 is closer to equilibrium with the 
water, whereas PCB153 is closer to equilibrium with the sediment (see discussion 
above). It appears that the mussels are acquiring these PCBs from their diet, which 
undoubtedly included resuspended sediments, and they are releasing these 
contaminants back to the relatively clean water. One can also immediately see that 
both compounds are highly underconcentrated in the aqueous phase as compared to 
the sediment (about a factor of 40). 
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Although these activity and fugacity results exactly correspond to the results 
deduced using BAFilip, Kilipw, BSAFilipoc, and Kilipoc values (Table 10.3), the use of 
activities or fugacities may provide a somewhat more transparent picture of a given 
situation. Note that the ratios of the activities or fugacities between lipid and water 
and lipid and sediment correspond to the BAFiliplKilipw and BSAFilipoclKilipoc ratios, 
respectively (Table 10.3). In the following we will use fugacity considerations for 
evaluating the transfer of organic compounds from air or soil to biological media in 
terrestrial systems. 

Illustrative Example 10.4 

cQ---Q CI CI 

2,2,4,4'-tetrachlorobiphenyl 
(PCB52) 

2,2',4,4',5,5'-hexachlorobiphenyl 
(PCB 153) 

Calculating Fugacities or Chemical Activities to Evaluate Bioaccumulation 

Morrison et al. (1996) reported the concentrations of PCB52 and PCB153 in the 
water column, the sediments, and zebra mussels from Lake Erie. The observed 
concentrations are shown below. They also found that the sediment had anLC of 
0.074 kg oc . kg-' sediment and the mussels had anj;,, of 0.013 kg lip. kg-' W.W. 

PCB52 PCB 153 

Focusing on the water and mussel concentrations in the table, one might infer that 
both PCBs were substantially biomagnified since the concentration ("parts per 
trillion" basis) in the mussel appears to be lo5 and lo6 times greater than in the water. 

Problem 

In order to examine the roles of both the water column and the sediment bed in 
PCB bioaccumulation by the mussels, estimate the fugacities (8) and chemical 
activities (aL, relative to the pure liquid chemical reference state) at 25°C for both 
PCB congeners in the water, in the sediment, and in the mussels. 

Some useful information is given in the following table (data for 25°C): 

PCB52 PCB 153 

Mi 1 (g.mol-') 292 

C$ (L) 1 M 

Kiow 

Kiaw 

10-6. I 

106.18 

10-1.7 

Kioc (= 1.4 x K::, Eq. 10-19) 

Kllipw (= 3.2 x K::', Eq. 10-2) 

104.7 

lo6,' 

36 1 
10-7.0 

107.15 

10-1.8 

105.4 

107.0 
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Answer 

To estimate either the fugacities or the chemical activities, we first calculate the 
concentrations in the water, C:, , equilibrated with each observed concentration: 

in water, C;", = C,, 

Cised 

.fmKim 
in sediment, C;w := - 

Multiplying this result by RTKiaw (note: RT = 2.48 x lo6 Pa L.mol-'), we find the 
corresponding fugacities (Eq. 10-29). Dividing this fugacity result by the vapor 
pressures over the pure liquid or, more directly, dividing the equilibrated water 
concentrations by the liquid solubilities yields the chemical activities: 

PCB52 PCB153 Ratio to water 

Fugacities 

in water (= Ci,. Kiaw. RT) 4.7 nPa 0.65 nPa 1 1 

1 Kiaw . RT 180nPa 32nPa 40 50 

Kiaw . RT 16nPa 5.9 nPa 3 9 

Chemical activities 

1.2x 10-7 1 . 7 ~  I 1 

4.5 x 8.0 x 10" 40 50 

3.8 x 1.5 x lo4 3 9 

Whether we consider the fugacities or the chemical activities, we find the same 
result. Both PCBs exhibit chemical potentials that are between what we find for the 
water and the sediment (see Fig. 10.8). 
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Bioaccumulation in Terrestrial Systems 

Compared to aquatic systems, it is currently more difficult to assess bioaccumu- 
lation of organic chemicals in terrestrial systems. First, particularly when dealing 
with terrestrial plant materials, we may not a priori assume that only the lipid 
components predominate as the material into which the compounds partition; 
polymers like lignin and cutin can also be important. Second, the composition of 
plant materials and terrestrial animals, in which bioaccumulation measurements 
have been made, is often not reported. So, estimates of equilibrium partition 
coefficients and assessments of chemical activities or hgacities are not possible. 
Furthermore, partitioning from the gas phase (i.e., air) is strongly temperature 
dependent. As a consequence, seasonal fluctuations in air-plant partitioning 
processes are generally much more pronounced than fluctuations in partitioning 
coefficients involving water. Therefore, our present ability to predict bio- 
accumulation in terrestrial systems is still rather limited. Nevertheless, a few 
important general aspects can be addressed in a quantitative way. 

Transfer of Organic Pollutants from Air to Terrestrial Biota 

We start by considering the bioaccumulation of Semivolatile Organic Chemicals 
(SOCs) between the atmosphere and plants. The term SOCs is commonly used in 
discussions involving persistent, apolar or weakly polar compounds exhibiting low 
vapor pressures. SOCs include important classes of environmental pollutants like 
polychlorinated aromatic hydrocarbons (e.g., DDT, DDE, DDD, HCB, PCBs), and 
polychlorinated dibenzo-p-dioxins (PCDDs) and -dibenzofurans (PCDFs), as well 
as polycyclic aromatic hydrocarbons (PAHs). Such compounds partition very 
favorably from air into organic phases (see Chapter 6). Furthermore, because of their 
high hydrophobicities, from an overall mass flux point of view, uptake from soil 
water via roots will, in general, be much less important for such compounds as 
compared to more water-soluble chemicals (Chiou et al., 2001). Therefore, 
atmosphere-terrestrial plant partitioning is an important route for such compounds 
to enter agricultural food chains (e.g., as depicted in Fig. 10.1 : pasture -+ cattle + 
cows’ milk, butter, meat -+ humans; McLachlan, 1996; Thomas et al., 1998a, 1999). 
Such air-to-biota transfers are also important in terrestrial wildlife food chains (e.g., 
pasture -+ caribou wolf; Kelly and Gobas, 2001). Furthermore, due to the 
extensive partitioning, terrestrial vegetation plays an important role in the cycling of 
SOCs in the environment (Simonich and Hites, 1995; Wania and McLachlan, 2001; 
Trapp et al., 2001). Finally, certain more long-lived terrestrial plant media including 
lichens, moss, pine needles, and tree bark have been and are being used to monitor 
atmospheric pollution with SOCs (Calamari et al., 1994 and 1995; Tremolada et al., 
1996; Simonich and Hites, 1997). In the following we will discuss some examples of 
the transfer of airborne SOCs to terrestrial systems. However, in order to be able to 
calculate fugacities in plant materials, we need to consider first some aspects of air- 
plant tissue equilibrium partitioning. 

Air-Plant Equilibrium Partitioning 

Experimentally determined air-plant equilibrium partition coefficients of SOCs as 
well as of other organic compounds are rather scarce. Note that, in the following, 
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Table 10.4 LFJ3Rs Relating Air-Plant Partition Coefficients, Kiap, and 
Air-Octanol Partition Constants, K,,, of PCBs for Various Herbs and Grasses at 
25'C.(Kiap values are in kg dry weight.L-'.) a 

Plant Species a b Log Ki,,Range R2 

ryegrass (Lolium multijlorum) 1.15 +3.07 -9.9 to-7.2 0.98 
clover (Trifolium repens) 0.70 -0.83 -8.8 to-7.4 0.86 
plantain (Plantago lanceolata) 0.87 +0.64 -8.8 to-7.4 0.98 
hawks beard (Crepis biennis) 0.74 -0.55 -9.4 to-7.4 0.97 
yarrow (Achillea millejolium) 0.57 -2.33 -9.5 to-7.4 0.93 

Derived from partition coefficients reported by Komp and McLachlan (1997b) as volume 
air/volume plant by assuming a density of 1 kg .L-' and by using the dry-weight percentage given 
by Bohme et al. (1999). 

similar to vapor pressure and to air-solvent partitioning (Chapter 6), we define Kiap 
as the ratio of the equilibrium concentrations in the air and in the plant: 

(10-31) 
Cia K. -- 
Cip 

rap - 

and not vice versa as we did when discussing bioaccumulation from air in the 
Illustrative Example 10.3, and as is often done in the literature. Thus, a very small 
Kiap value means that the compound partitions very favorably into the plant material. 

Komp and McLachlan ( 1997b) determined air-plant partition coefficients of a series 
of PCB congeners at different temperatures for different grass and herb species. 
From this laboratory data, two important general conclusions can be drawn. First, 
significant differences in the partitioning behavior between the plants were ob- 
served. Partition coefficients varied by up to a factor of 20 for different plant species 
accumulating a single PCB congener. This was particularly true for the more volatile 
compounds. Komp and McLachlan (1 997b) quantitatively illustrated this variability 
by showing that quite different regression coefficients were obtained when air-plant 
partition coefficients were correlated with the corresponding air-octanol partition 
coefficients, K,,, of the compounds (see a and b values in Table 10.4): 

log Kiap = a .  log Kj,, + b (10-32) 

Since the composition of the various plants tested was not determined (i.e., lipid, 
cutin, lignin), the differences cannot be examined in light of variable contributions. 
Nevertheless, the substantially different slopes observed indicate that not only the 
quantity but also the quality of the plant biomass was important in determining air- 
plant partitioning. Note that a very similar interspecies variability has been observed 
for the same plants in a field study (Bohme et al., 1999). 

The second important result is the strong temperature dependence of Kiap. For 
example, for PCB.52 and PCB153, the model compounds that we focused on to 
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illustrate bioaccumulation in aquatic systems (see above), A,,& values are about 90 
kJ . mol-' and 11 0 kJ . mol-', respectively. Hence, in regions with large temperature 
fluctuations, Kiap values, and thus concentrations found in plants, may differ by more 
than one order of magnitude between warm and cold seasons, provided that the 
kinetics of air-plant exchange are fast enough. For example, Kelly and Gobas 
(2001) found that concentrations of PCBs in lichens collected from a tundra system 
in the arctic region of Canada in the spring exceeded those in lichens collected in the 
summer by factors of 10 or even more. Since, the concentrations of PCBs in the 
arctic air are significantly smaller in the winter than in the summer (Hung et al., 
2001), these differences can be attributed primarily to the strong effect of 
temperature on air-plant partitioning. 

In summary, we note that air-plant partition coefficients of a given compound may 
vary significantly between different plant species and this partitioning is strongly 
temperature dependent. However, for practical purposes, it may be sufficient to 
use an average Kiap value and an average A,& value for calculating hgacities in 
plant materials. This would allow an initial assessment of air-plant equilibration 
in a given field situation or prediction of maximum concentrations in plant materials 
that one would anticipate for a given average air concentration (see Illustrative 
Example 10.5). 

Illustrative Example 10.5 Evaluating Air-Pasture Partitioning of PCBs 

Problem 

Thomas et al. (1998b) conducted a field study of the air-to-pasture transfer of 
a series of PCB congeners at a rural site in northwest England. The pasture 
consisted of a mixture of grasses and herbs. The average concentrations of the 
three congeners PCB52, PCB153, and PCB180 determined in 12 samples 
collected between the end of April and mid-October 1996 are given in the 
table below together with the air-octanol partition constants and the average 
A,& values of the compounds reported by Komp and McLachlan (1997b). 
Also included are the average concentrations of the three congeners in the air 
above that region. The mean temperature during the sampling period was 
about 10°C. Calculate the fugacities (nPa) of the three PCB congeners in the 
air and the pasture, as well as the concentrations of the compounds in the 
pasture (ng . kg-' d.w.) that would be established at equilibrium with the 
average air concentrations. 

Answer 

Fugacity in Air 

Convert concentration to partial pressure by first converting it to mol . L-' (divi- 
sion by the molar mass, Mi, see Appendix C) and subsequent multiplication by RT 
(2.35 x lo6 Pa.L.mo1-' at 10°C): 
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Air-Octanol Partition Constants (Kiao), Average Enthalpies of Air-Pasture 
Transfer (Aa$li), and Average Concentrations in Pasture (C,) and Air (Cia) of 
Three PCB Congeners 

PCB52 PCB153 PCB 180 
(2,2',5,5 ') (2,2 ' ,4,4',5,5 ') (2,2',3,4,4',5,5 ') 

log Kiao a -8.0 -9.1 -9.8 
AapHi / (kJ.rno1-') 90 110 130 

Cia / (pg. m-3) 6.8 3.2 0.7 
C, 1 (ng.kg-' d.w.) 40 65 18 

a Average between calculated (ie., logKj, = logKjaw - logKjOw, Eq. 6- 11) and experimental value 
(Komp and McLachland, 1997a). Komp and McLachlan (1997b). Thomas et al. (1998b). 

PCB52: r;(air) = (6.8 x pg.L-'/292 x 1OI2 pg.mo1-I) (2.35 x lo6 Pa.L.mo1-I) 

= 5.5 x I@" Pa 

= 0.055 nPa 

and, accordingly, 

PCB153: <(air) = 0.021 nPa 

PCB 180: <(air) = 0.0042 nPa 

Fugacity in Pasture 

Calculate an average Klap value by inserting the Kiao value into the five equations 
given in Table 10.4: 

1 
5 

- 
Kjap = - Kiap (estimated) 

The resulting average Kiap values at 25°C are: 

PCB153: Kiap = 10-7.3 

PCBISO: K~~~ = 10-7.9 

Use Eq. 3-51 (or the factors given in Table D1 in Appendix D) to convert the Kiap 
values from 25°C to 10°C [neglect the contribution of RT,, (Eq. 6-10); A a P i  values 
are given in the above table]. 

PCB52: Klap (10°C) = 0.15 Klap (25°C) = 6.0 x lo-' kg d.w. .L-' 

PCB153: Klap (10°C) = 0.095 KIap (25°C) = 4.8 x kg d.w. .L-' 

PCB180: = 0.062 Kap (25OC) = 7.8 x lo-" kg d.w. .L-' KIap (lO°C) 
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Calculate now the concentrations in the air that would be established in equilibrium 
with the actual concentrations in the pasture: 

PCB52: Cliq = Kiap. Ci, = (6.0 x kg d.w.. L-') (40 ng . kg-' d.w.) 

= 2.4 10-15 g.L-1 

= 2.4 pg . m-3 

and accordingly, 

PCB153: Cl:q = 3.1 x 

PCB180: Cl:q = 1.4 x 

g-L-' = 0.31 p g . ~ r - ~  

g.L-' = 0.014 ~ g . m - ~  

Convert these concentrations to partial pressures as done above for the actual air 
concentrations. The resulting fugacities are: 

f;(air,obs.) (April - October) 

PCB52: <(pasture) = 0.019 nPa 0.055 nPa 

PCB153: c(pasture) = 0.0020 nPa 0.021 nPa 

PCB 180: <(pasture) = 0.000084 nPa 0.0042 nPa 

Comparison of these values with the fugacities of the compounds in air (see above) 
shows that PCB52 is rather close to equilibrium (less than a factor of 3), whereas the 
other two congeners exhibit fugacities in the pasture that are a factor of 10 and 50, 
respectively, lower than the fugacities in the air. Therefore, equilibrium 
concentrations in the pasture would be a factor of about 3, 10, and 50 times higher 
for PCB52, PCB153, and PCB 180, respectively, as compared to the actual 
measured ones (i.e., 120, 650, and 900 ng.kg-' d.w., respectively). 

This finding that deviation from equilibrium increases with decreasing volatility of 
the compounds (i.e., decreasing Kiap value) has also been observed in a field study by 
Bohme et al. (1999), who determined the concentrations of a large number of SOCs 
including PCBs, PCDDs, PCDFs, and PAHs in a variety of plants. A plausible 
explanation for these observations is that gas exchange becomes increasingly 
kinetically limited with increasing size of the molecule. Note that for SOCs of very 
low volatility, that are primarily bound to particles in the atmosphere, particle 
deposition may become the dominant process for the overall transfer of the 
compound from the atmosphere to plants (for more details see McLachlan, 1999, 
and Bohme et al., 1999). 

Uptake of Organic Pollutants from Soil 

Another important uptake route for chemicals by terrestrial plants and organisms 
living in soils (e.g., earthworms) is uptake from soil interstitial water and/or by 
ingestion of soil particles. In particular, uptake of contaminants from soils by 
certain plant species is of great interest, because this process, which is referred to 
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as phytoremediation, is used to clean up contaminated sites. The idea of phyto- 
remediation is that compounds partition from contaminated soils into the plant 
roots; subsequently the compounds may be metabolized in the plant tissues, 
transported to woody tissues for storage, or transported to the leaves where the 
chemical can be transferred to the atmosphere (e.g., Thompson et al. 1998). 
Uptake of contaminants from soil water to plant is particularly important for more 
water-soluble compounds including numerous pesticides and solvents. Note that 
for more polar compounds including various pesticides, plant components other 
than lipids (i.e., proteins, carbohydrates, and even plant water) may also become 
relevant reservoirs for the overall accumulation of the chemical in the plant, 
particularly if the plant (or crop) considered has a very low lipid content (Chiou et 
al., 2001). 

When evaluating the accumulation of chemicals in plants and soil organisms, we 
have a similar situation as encountered when dealing with organisms living at the 
sediment-water interface. That is, we are confronted with the fact that there may be 
a simultaneous exchange with more than one environmental medium (e.g., the 
atmosphere and the soil). Hence, to assess the direction in which chemicals are 
transferred, we need to determine the fugacities in all relevant compartments. 
However, this task is not too difficult, since we have already discussed all the 
relevant partition processes between biological media, air, water, and soil organic 
matter, respectively. 

For example, when we are interested in the accumulation of SOCs in earthworms, 
we may adopt a similar approach as we used for sediment-dwelling organisms. 
Since earthworms have a significant lipid content (ca. 5%, Table 10.1) and we are 
interested in relatively hydrophobic substances, we use lipid- and organic carbon- 
normalized biota-soil accumulation partition coefficients (Kllipoc) and bioaccu- 
mulation factors (BSAFillpOc). These correspond exactly to the biota-sediment 
accumulation partition coefficients and factors defined by Eqs. 10-21 and 10-24 (for 
an application see Problem P 10.2). 

Biomagnification 

Defining Biomagnification 

In the environment, one frequently observes the concentration of a given compound 
in organisms increasing as one examines successive organisms along a given food 
chain (see example given in Fig. 10.9). The term biomagnzfcation has been 
introduced to describe this phenomenon. The associated biomagnification factor, 
BMF,, is therefore defined as the ratio of the chemical concentration in the organism 
of the higher trophic level divided by the same chemical’s concentration in the 
organism contributing a major part of the diet (Fig. 10.5): 

(10-33) 

Eq. 10-33 can also be written in terms of the observed bioaccumulation factors (Eq. 
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concentration (ppb) 

water: 0.00006 ppb 

Figure 10.9 Example of a food 
chain biomagnification of PCB52 
(2,2’,5,5’,-tetrachlorobiphenyl). 
Concentrations in “parts per billion” 
(ppb, i.e., pg . L-’ or pg . kg-I, res- 
pectively) of this PCB in each 
“phase” of two food chains: ( i )  
from water to phytoplankton to 
herbivorous mysids to carnivorous 
small fish to carnivorous large fish, 
and (ii) from bed sediments to de- 
trivorous amphipods to camivo- 
rous small fish to carnivorous large 
fish. Data from a study of Lake 
Ontario (Oliver and Nimi, 1988) 
assuming all organisms were 80% 
water content to convert all con- 
centrations to a dry-weight basis. 

plankton: 12 ppb 

1 
mysids: 18 ppb 

I 
small smelt: 40 ppb 
large smelt: 90 ppb 

\ 
\ 

trouffsalmon: 31 0 ppb 

sculpin: 140 ppb 

I 
benthic amphipods: 11 0 ppb 

4 
bed sediments: 25 ppb 

10-8) of the organism considered and of its diet if both have been referenced to the 
same environmental medium ( Cimea): 

(1 0-34) 

We should point out that although the name of this biomagnzjkation factor suggests 
a buildup in organisms of higher trophic level, BMF, values may be smaller than 1. 
Such is the case, for example, for compounds that are efficiently metabolized in the 
organism but not in its diet; that is, BAFiOrganism < BAFidiet. Furthermore, if the 
compound concentrations are expressed on a total organism weight basis, a BMFi f 1 
does not necessarily mean that the concentration of the compound in a particularly 
important location in the organism (e.g., in the membrane lipids where a toxic effect 
may occur, see Section 10.6) is different in the organism and its diet. A BMF, f 1 may 
simply reflect differences in composition of the organism and its diet. For example, 
if, compared to its diet, an organism exhibits a much higher fraction of organic 
phases that are favorable for the compound to partition into (in particular, lipids), a 
BMF, value > 1 is likely to be found (see e.g., Leblanc, 1995; Kucklick and Baker, 
1998). On the other hand, a higher lipid content of the diet will tend to decrease the 
whole body weight-normalized BMF,. 

However, biomagnification factors significantly different from 1 may also reflect 
real processes building up the effective concentrations in a given organism’s tissues. 
Said more accurately, the chemical activity or fugacity of the compound may prove 
to be greater as one moves up the food chain: 
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“real biomagnification” when: 

aiorganism > aidjet (10-35) 

or equivalently: 

<organism > <diet (10-36) 

Let us see why such “real” biomagnification may occur. First, in many organisms, 
the organic mass making up the diet is substantially degraded while in the animal 
gut. For example, herbivorous fish typically excrete about 30 to 40% of their 
ingested food while carnivorous fish excrete about 20% (Brett and Groves, 1979). 
Moreover, particular biochemical fractions of the diet may be especially utilized; for 
example, Gobas et al. (1999) observed that the gut contents of a rock bass contained 
only about one-third the lipid content of the crayfish species that formed the 
predominent prey. Hence, biomagnification would be encouraged in the herbivore’s 
or carnivore’s gastrointestinal tract, since it can be assumed that large parts of the 
lipids and proteins present in the diet, but not a biochemically recalcitrant xenobiotic 
compound, are degraded there. This digestion of the sorbent leads, of course, to an 
increase in fugacity of the compound in the gastrointestinal tract of an organism as 
compared to the original diet. Because elimination by passive depuration through 
the gills or lungs is slow in higher organisms, concentration levels well above 
predicted equilibrium values may thus be established in such organisms for long 
time periods (i.e., even for the lifetime of the organism). 

Biomagnification Along Aquatic Food Chains and Food Webs 

Thus, there are various compound- and organism-specific factors that determine 
whether a “real” biomagnification occurs in a given food chain or food web. Armed 
with our improved understanding of these factors, let us examine some reported 
examples of specific organochlorine compound concentrations in organisms 
forming simple food chains or food webs (Fig. 10-10). Knowing that this type of 
apolar compound tends to accumulate predominantly in the lipids of organisms, we 
normalize all the observed concentrations by the lipid contents of these organisms 
yielding values of C,,ip (yg . kg-’ lip) for each organism or organism tissue. To the 
extent that this lipid-dominance is correct, the resultant values are then linearly 
proportional to the individual compound’s activities or fugacities [Eqs. 10-27 and 
10-29 (phase = lip)]. 

As is evident in planktonic food webs (e.g., Fig. 10.10a, Harding et al., 1997; 
Paterson et al., 1998), individual persistent hydrophobic compounds such as PCB 
congeners do not tend to show large biomagnification. Often ranges of ClIip values 
observed at one trophic level overlap the ranges of observations made at higher 
levels. For example, in this case the plankton samples showed lipid-normalized 
concentrations of PCB 153 ranging from 25 to 170 pg . kg-’ lip, while the juvenile 
fish at a higher trophic level exhibited 90 to 500 yg . kg-’ lip. Using mean values, ClIlp 
values of the zooplankton are indistinguishable from the phytoplankton they eat, 
while the fish are only a factor of 3 “magnified.” 

Apparently, in smaller organisms like the plankton, depuration and /or excretion is 
fast enough that a significant disequilibrium between organism and diet may not be 
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Figure 10.10 Average values of 
lipid-normalized concentrations 
(ranges in parentheses) of some 
organochlorine compounds: 
PCB 153, ZDDT = o,p-DDT + p,p- 
DDT + o,p-DDE + p,p-DDE, 
ZHCHs = a- + p- + Ghexachloro- 
cyclohexane, and HCB = hexa- 
chlorobenzene (for structures see 
Fig. 2.14) in organisms belonging 
to some food chains (logKlOw 
values are given in parentheses 
after the compound names). All 
concentrations are expressed in 
pgg.kg-' lip. (a)  Planktonic food 
webs in 19 lakes in Southern 
Sweden (Berglund et al., 2000). 
The average lipid contents were 
5.4, 8.8, and 6.6% for the phyto- 
plankton, zooplankton, and fish, 
respectively. (b) Local marine food 
chain in a fjord in Northern Nor- 
way (Ruus et al., 1999). (c) Fish 
and fish-eating water birds from 
the Santa Barbara location, Bobio 
River, Chile (Focardi et al., 1996). 

(a) Freshwater Lakes in Southern Sweden 

phytoplankton zooplankton 

PCB 153 (7.1) 60 (25-170) 48 (25-125) 

(b) Fiord in Northern Norway 

(whole fish) 

XDDT (7.6-7.9) 60 
(30-1 30) 

PCB 153 (7.1) 25 
(1 0-60) 

HCB (5.1) 4 
(2-8) 

XHCH (3.8) 40 
(25-60) 

cod 
(liver) 

200 
(1 00-470) 

95 
(45-300) 

60 
(40-70) 

30 
(20-40) 

juvenile fish 

180 (90-500) 

seal 
(blubber) 

2000 
(600-7800) 

1200 
(550-2800) 

95 
(90-100) 

55 
(5-200) 

(c) Bobio River in Chile 

various fish 

X DDT (7.6-7.9) 890 
(480-1340) 

PCB 153 (7.1) 80 (50-130) 

HCB (5.1) 25 
(1 0-35) 

X HCH (3.8) 150 
(80-360) 

various water birds 

1570 
(970-2350) 

550 (400-700) 

50 
(25-75) 

45 
(24-9 0) 

established, even for highly hydrophobic compounds. However, in higher 
organisms, such disequilibrium with the environment may occur. Thus, if an 
organism's diet serves as the main source of a contaminant, and in digesting the diet 
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the compound’s kgacity in the gastrointestinal (GI) tract is increased by factors 
between 1 and 10, then the larger animal will exhibit a body fugacity between that of 
its GI tract and the environmental medium in which it respires. 

Empirically, it is found that this disequilibrium and thus the BMFi value tend to 
increase with increasing hydrophobicity of the compound (compare concentrations 
given in Figs. 10.10b and c; note that log Kiow values are given in parentheses). This 
is probably due mostly to slower depwation processes. Thus, for example, when 
considering biomagnification of PCBs, one usually observes a change in the 
mixture’s composition, that is, a shift toward higher chlorinated congeners along a 
given food chain (see cg. ,  Russel et al., 1995; Feldman and Titus, 2001; Jackson et 
al., 2001). In contrast, a faster depuration process may explain the diminished 
biomagnification of the much less hydrophobic HCHs (log K,, about 3.8) as 
compared to the other more hydrophobic organochlorine compounds. In addition, 
the BMF, value of 0.3 for CHCH observed for the water birds (Fig. 10.10~) can be 
attributed to an increased metabolic transformation of these compounds in the birds 
(Focardi et al., 1996). Finally, we should point out that biomagnification in aquatic 
food chains or food webs may have a significant impact on humans, primarily on 
those for which aquatic organisms form an important diet. For example, in a survey 
conducted between 1990 and 1995 in Canada (Greizerstein et al., 1999), it was 
found that the lipid-normalized PCB concentrations in human milk of Inuits (who 
consume a lot of fish) were about one order of magnitude higher (i.e., CPCB = 400 
pg . kg-’ lip) as compared to the other population in the same region. 

Biomagnification Along Terrestrial Food Chains 

Influence of Temperature Dlfferences Along the Food Chain. Let us now evaluate 
some field data regarding biomagnification of semivolatile organic compounds 
(SOCs) in some terrestrial food chains. First, we consider an agricultural food chain 
involving air + pasture plants -+ (cow) -+ cow’s milk -+ human milk (Fig. 10.1 1). 
Again, here we focus on three specific PCB congeners (i.e., PCB52, PCB1.53, 
PCB180). Since these PCBs have been seen to be persistent in the environment, it 
may be reasonable to initially assume that they are not rapidly degraded in any 
compartment of this food chain (although we will revisit this at the end). Their high 
hydrophobicities allow us to assume they primarily exist in the lipid fractions of the 
biological elements in the food chain. 

McLachlan (1996) reported concentration data for these PCBs in the food chain from 
a study conducted in the region of Bayreuth, Germany (Table 10.5). Comparing cow’s 
milk and pasture grasses, the biomagnification factors, BMFl = Cll,p,cow/Cipl are greater 
than 1 for PCB153 and PCB180 (i.e., 15 and 24 kg d.w. .kg-’ lip, respectively; Table 
10.5), although PCB52 showed a value of only about 0.3. At first glance, this suggests 
that there is biomagnification of these two congeners from pasture to cow’s milk. 
However, if the plants are assumed to contain about 5% lipid-plus-cutin (Table 10. l), 
then these lipid-normalized biomagnification factors, BMFr,lp = Clllp,cow/CL,lp,p , of the 
two larger PCBs would have values close to 1. 

However, to do these comparisons correctly, we really need to contrast the fugacities 
(or chemical activities) of the compounds in the different media. But unlike aquatic 
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Table 10.5 Average Concentrations of PCB52, PCB153, and PCB180 in Air (Cja), 
Pasture (C,), Cow’s milk (lipid normalized, Cilip,cow), and Human Milk (lipid 
normalized, C;lip,h”man) in the Region of Bayreuth, Germany (1989 - 91) 
(Data from McLachlan, 1996. Also given are the estimated air-lipid partition 
coefficients and the used AalipHj values.) 

PCB52 PCB153 PCB 180 
(22’SS’)  (2,2’ ,4,4’,5,5 ’) (2,2’,3,4,4’ ,5,5 ’ ) 

Cia I (pg .m-3> 27 20 4.2 

C, I (ng.kg-’ d.w.) a 80 400 80 

Cilip,cow I (ng ‘kg-’ lip) 27 5900 1900 

Cilip,human 1 (ng. kg-’ lip) 1500 175000 71300 

log Kialip / (L . kg-’ lip) -7.8 -8.8 -9.5 

Aali#fi / (kJ.mo1-’) 81 91 97 

a Calculated from wet weight values by assuming 25% dry weight. Calculated for 25°C from 
Kilipw and Kiaw: Kialip = KiaJ Kilipw; Kjlipw estimated using Eq. 10-2. Values reported by Komp and 
McLachlan (1997a) for vaporization, i.e., AaliJYj f 

systems, terrestrial food chains often contain interacting elements that exist at very 
different temperatures. For example, to calculate the fugacities of compounds 
in mammals, it is most appropriate to use a temperature of 37°C. We might even 
be interested in the fugacities of the PCBs in the grasses after they have been 
eaten by the cow, and then we would want those values at 37°C also. So in 
addition to the pertinent air-lipid partition coefficients for each congener at 
25°C (Table 10.4), we need to adjust these partition coefficients for the 
temperature of interest using information on the enthalpies of air-lipid transfers 
(Aal,&li, Table 10.5). 

Now we can calculate each congener’s fugacity in each medium (Fig. 10.11). (The 
fugacities have been derived in the same way as described in the Illustrative 
Examples 10.4 and 10.5.) Due to seasonal variations, the resulting values represent 
averages and therefore should be viewed as order-of-magnitude values. Fur- 
thermore, the fugacities given in Fig. 10. l l differ somewhat from those calculated 
by McLachlan (1 996) due to slightly different air-pasture and air-lipid partition 
coefficients used for their derivation. We should also point out that for PCB 180, we 
have extrapolated the Kilipw from Kiow values using Eq. 10-2. This means that the real 
Kilipw value could be significantly smaller. This would translate into a larger Kjalip 
value, and therefore higher calculated fugacities of this compound in the lipids. 
Clearly one needs to be careful in interpreting such calculated fugacities, 
particularly in situations where we are close to equilibrium. 

Nevertheless, some interesting general conclusions can be drawn from this case 
(Fig. 10.11). First, we note that the deviation from air-pasture equilibrium increases 
with decreasing volatility of the compound. This may imply the slower uptake of 
more hydrophobic compounds by the plants (McLachlan, 1999; Bohme et al., 1999). 
Second, using the temperature considerations, the ratio of fugacities, 4, in the cow’s 
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Figure 10.11 Calculated average 
fugacities of PCB52, PCB 153, and 
PCB180 in air, pasture, cow’s 
milk, and human milk in the region 
of Bayreuth, Germany in 1989190. 
The average concentrations from 
which the fugacities have been 
calculated are given in Table 10.5 
together with the partition coeffi- 
cients and A,2Hi values for air- 
lipid partitioning. The average 
partition coefficients, Kiap, and 
corresponding A&€; values are 
given in Illustrative Example 10.5. 

milk versus the grass becomes 0.01,0.3 and 0.4 for PCB52, PCB153, and PCB180, 
respectively. 

Now we see the interesting result that at 37°C the fugacities of the compounds in the 
milk are lower than in the plants forming the diet of the cow. This result derives from 
the increased fugacities of the “diet” after it is taken in and its temperature is raised 
in the gut of the animal. On the other hand, with the digestion of the grasses causing 
the loss of sorbent in the GI tract and thereby increasing the fugacities on undigested 
components, one would expect higher chemical fugacities at the higher trophic 
level. 

Hence, in this particular case we could speak of a “biodilution” rather than of a 
biomagnification. The especially low observed fugacity of PCB52 in cow’s milk 
could be partially due to metabolic transformation of this compound in the cow. 
Finally, we note that fugacities in human milk fat are between one and two orders of 
magnitude higher than in cow’s milk fat. These findings suggest that humans were 
not acquiring these PCBs chiefly from cow’s milk, but from other sources, for 
example, from aquatic food sources (fish, seafood, etc.) that contain much higher 
levels of such compounds (see Section 10.3), and/or that humans are very efficient 
in biomagnifying compounds from their food sources. 

Let us conclude this example by comparing these data with data collected in another, 
similar study (Thomas et al., 1998a; Table 10.6). As can be seen in the data, 
comparable BMFi values were found for cow’s milk as well as for cow’s meat. 
Hence it seems that such compounds accumulate in a very similar way in the milk 
and the muscle of the animals. For those among us who like to eat liver, we should 
note that PCB levels of various congeners were generally found to be a factor of two 
to four times higher in cow’s liver as compared to other body fat (Thomas et al., 
1999). 
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Table 10.6 Biomagnification Factors (i.e., Animal Fat-Feed Concentration Ratios), 
BMF, for PCB52, PCB153, and PCB180 for Transfer from Pasture to Animal Fat 

BMFi 1 (kg d.w.. kg-’ lip) 

PCB52 PCB 153 PCB 180 
Animal Compartment (2,2’,5,5’) (2,2’,4,4’,5,5’) (2,2’,3,4,4’,5,5’) 
_ _ _ ~  

Cow’s milk a 

Cow’s milk 

COW’S meat 

0.34 15 24 

n.d. 20 19 

0.40 13 20 

a Germany 1989/90; data from McLachlan (1996); see Table 10.5. England 1996/97; data from 
Thomas et al. (1998a). n.d. = not determined. 

Influence of Seasonal Temperature Differences. In our second example, we consider 
a wildlife food chain involving the transfer of our PCB model compounds from 
lichen/willow leaves to caribou to wolves in an arctic environment (Kelly and 
Gobas, 200 1). Using observations of chemical concentrations, we calculate the 
fugacities of a few PCBs as we have done before but always at 37°C (Fig. 10.12). 
The sampling for the analyses of the PCBs in lichens and in willow leaves was 
performed a few years later than for the animal tissues (i.e., 1994/97 instead of 
1992). However, when considering the very similar seasonal concentration pattern 
of the compounds in arctic air during these years (Hung et al., 2001), the calculated 
fugacities should be reasonably representative. 

We can see some interesting features. First, we notice the much higher fugacities 
(i.e., concentrations) of the compounds in the pasture in the spring as compared to 
the summer, although air concentrations are generally higher in the summer as 
compared to the winter (Hung et al., 2001). This is because the air-plant partition 

Figure 10.12 Calculated average 
fugacities of PCB52, PCB153, and 
PCB180 in pasture (i.e., lichens, 
willow leaves), caribou lipids, and 
wolf lipids in an arctic food chain 
in Canada (Bathurst Region). The 
caribou and wolf data represent 
averages of male and female 
animals. Data from Kelly and 
Gobas (2001). 
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coefficients are highly temperature dependent. For example, the Kiap value of 
PCB153 ( A , P i  = 110 kJ.mol-', see Illustrative Example 10.5) changes by almost a 
factor of 5 per 10°C change in temperature. Hence, the large seasonal concentration 
variations found for PCBs in arctic plant tissues are likely due primarily to the large 
seasonal temperature fluctuations in such regions. Since the body concentrations of 
contaminants such as PCBs in animals like caribou and wolves represent a time- 
averaging over months and years, such time-varying exposures make it difficult to 
determine any biomagnification. 

Another important result is that, very similar to the agricultural food chain discussed 
above (Fig. lO.ll), there is no real biomagnification from pasture to consumers (in 
this case the caribou). In fact, the caribou consistently exhibited fugacities that were 
much less than their springtime diet. 

Finally, for the higher chlorinated congeners (PCB 153, PCB 1 SO), biomagnification 
is observed between animal prey (ie., the caribou) and predator (i.e., the wolf). This 
may be explained if the wolf digests much of its caribou diet and thereby 
substantially increases the PCB fugacities in its GI tract. If excretion and respiration 
only slowly return the PCBs to the arctic air from where they came, then the wolf 
may exhibit a continuous fugacity excess relative to its prey. 

Finally, it is interesting to note that in the fall, female animals exhibited somewhat 
lower PCB and other organochlorine compound concentrations than male animals. 
This may be explained in part by lactation throughout the nursing period that occurs 
during the summer (for more details see Kelly and Gobas, 2001). 

Baseline Toxicity (Narcosis) 

We conclude this chapter by briefly addressing toxicological issues that primarily 
result from accumulation of chemicals in biological membranes. Organic chemicals 
can exert a variety of toxic effects in organisms. Depending on both the chemical 
and the organism, these may include unintended interactions of the contaminant or 
its reactive metabolites with critical functional components like enzymes or genetic 
macromolecules (DNA, RNA). Further, even without covalent bond formation, 
some nonpolar compounds can physically associate with enzymes or genetic 
materials and disrupt their normal three-dimensional structure. This may harm the 
hnctioning of the macromolecule (e.g., association of dioxins with DNA, or 
estrogen disruptors binding to hormone recognition sites). Such effects require quite 
specific chemical interactions with components of the organism. 

However, any compound, even if it is chemically inert, if present at high enough 
concentrations in biological membranes can change those membranes' properties 
and disrupt their functions. Consequently, membrane-associated processes like 
photosynthesis, energy transduction, transport in or out of the cell, enzyme 
activities, transmission of nerve impulses, and so on may deteriorate (see van Wezel 
and Opperhuizen, 1995 and literature cited therein). Since these effects seem to be 
primarily dependent on the space that contaminating molecules occupy in the 
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membrane, and not on the chemical structure of the compound, one commonly 
refers to this type of toxicity as nonspeczjic toxicity. Since such nonspecific 
interactions include disrupting nerve functions, they are also often referred to as 
narcosis. Furthermore, because any additional specific toxic effect would increase 
the overall toxicity of a compound, one also uses terms like minimum toxicity or 
baseline toxicity to describe this mode of toxic action. 

Quantitative Structure-Activity Relationships (QSARs) for Baseline Toxicity 

Let us now evaluate how we can assess the baseline toxicity of organic chemicals in 
a quantitative way. We have already mentioned that certain membrane functions 
may be disrupted if a chemical occupies a certain volume fraction of that membrane. 
This means that for two compounds of the same size, we would anticipate that when 
they are present at equal concentrations in the membrane they would exert the same 
effect. Furthermore, since the majority of chemicals of interest to us do not differ in 
size by more than a factor of 3 to 4 (compare molar volumes in Chapter 5, e.g., Fig. 
5.2), the membrane concentration required for any compound to cause a narcotic 
effect will be in the same order of magnitude. Therefore, we may expect that the 
concentration of a compound required in an environmental medium ( e g ,  water, air) 
to cause a narcotic effect in an organism should be inversely proportional to the ten- 
dency of the compound to accumulate from that medium into biological membranes. 

In fact, for chemicals that exhibit only baseline toxicity, linear free energy 
relationships (LFERs) relating the environmental concentration required to exert a 
certain effect on (i.e., the effective concentration, EC,), or even kill (i.e., the lethal 
concentration, LC,), an organism have been found to correlate with parameters used 
to describe organic phase-water partitioning (e.g., Lipnick, 1995). The simplest and 
most widely used descriptor is the octanol-water partition constant. Hence, in the 
literature, one can find numerous LFERs [also called quantitative structure-activity 
relationships (QSARs)] relating LCisO values (concentration in mol . L-' required 
to kill 50% of a given population after a certain time period, i.e., 24 h, 48 h, 96 h) 
with Kiows: 

(10-37) 

For example, such a relationship can be seen to apply to the data of Hutchinson et al. 
(1 978), who reported the concentrations of numerous apolar and slightly monopolar 
compounds to inhibit microalgal photosynthesis by a factor of 2. When the effective 
concentrations (in mol . L-') are examined versus each compound's octanol-water 
partition coefficients, one finds the following relations: 

- 0.93 log K,,, + 5.17 (for Chlumydomonas angulosa) (10-38) 
1 

logEC, - 

and: 

(10-39) 
1 

ECi 
log- = 0.82 log K,,, + 4.93 (for Chlorella vulgaris) 

These trends clearly reveal that chemicals with greater tendencies to partition into 
membranes require lower concentrations in the culture media to cause 
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Figure 10.13 Plot of log 1/LC,50 
for guppies (small tropical fish, 
Poeciliu ueticulata) versus (u)  log 
octanol-water partition constant 
(log K,,,), and (b)  log L-a- 
dimynstoylphosphatidylcholine lipo- 
some-water coefficient (log K(i,psw) 
for a series of neutral apolar and 
weakly polar ( 0 )  and polar ( 7 )  
compounds. Data from Gobas et al. 
(1988), Vaes et al. (1998), and 
Gunatilleka and Poole (1999). 

photosynthetic inhibition. Such an effect could be caused by mixing enough of each 
compound into the chloroplast membranes to change their properties in a way that 
their function is compromised. 

However, as we have already pointed out above (Fig. 10.4), K,,, is not always an 
optimal choice for mimicking membrane-water partitioning, particularly when one 
is dealing with a diverse group of chemicals including apolar, monopolar, and 
bipolar compounds. This can be seen in an analysis of the log l/LC,,o values for a 
series of compounds of different polarities tested for their ability to kill guppies 
(Fig. 10.13~).  Plotting the data against each compound’s log K,,, yields different 
regression lines for some monopolar and bipolar compounds as compared to some 
apolar and weakly monopolar compounds. Such findings have led to the suggestion 
that we must divide chemicals exhibiting only baseline toxicity into two categories: 
polar and nonpolar narcotics (Verhaar et al., 1992). However, when we use a more 
appropriate membrane mimic like liposomes to study the contaminant’s buildup in 
the biological membranes, then we find that the resulting liposome-water partition 
coefficients, KlllpSw, can be used to develop a single LFER for all the compounds 
(Fig. 10.13b): 

( 10-40) 
1 

LC150 
log-- = 0.87 log Klllpsw + 1.3 ( R 2  = 0.99; N = 27) 

Note that other promising approaches for relating toxicity to molecular properties 
include the use of polyparameter LFERs, as we have discussed in Chapters 6 and 7 
for describing air-organic phase and organic phase-water partitioning (Gunatilleka 
and Poole, 1999). 

The problem of using octanol as a surrogate for membranes is even more 
pronounced when dealing with membrane-water partitioning of weak organic acids 
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Figure 10.14 Log octanol-water 
distribution ratios (log Diow, broken 
lines) and log L-a-dioleylphos- 
phatidylcholine liposome-water 
distribution ratios (log Dilipsw, solid 
lines) of pentachlorophenol (PCP) 
and 2-sec-butyl-4,6-dinitrophenol 
(dinoseb) as a hnction of pH at 
25OC and 100 mM ionic strength. 
Data from Escher et al. (2000). 
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or bases. Consider the octanol-water and liposome-water partitioning behavior of 
the two weak acids pentachlorophenol (PCP, pKa = 4.75) and 2-sec-butyl-4,6- 
dinitrophenol (dinoseb, pK, = 4.62). We evaluate how these compounds' organic 
phase-water distribution ratios, Diorg,phase w, vary as a function of pH (Fig. 10.14): 

(10-41) 

where [HA]org.phase,tot is the total concentration of the acid in the organic phase 
(neutral + anionic species) and [HA], and [A-1, are the concentrations of the neutral 
and deprotonated species in the aqueous phase (see also Section 8.5). For both 
compounds, the distribution ratios are clearly pH-dependent. However, the pH- 
dependence is much more pronounced in the octanol-water system. The reason is 
that phenolates and, in general, charged organic species partition much more 
favorably from water into polar lipids (such as present in membranes) as compared 
to octanol (for more details see Escher and Schwarzenbach, 1996; Escher et al., 
2000). These amphiphilic compounds are able to position themselves so that their 
polar ends may interact with the polar moieties of the lipid bilayer while the 
nonpolar part is accommodated in the nonpolar regions of the liposomes; such 
accommodation is not favored in octanol as a bulk medium. 

Recognizing the complexity of quantifying both apolar and bipolar compound 
partitioning to membranes with a single parameter, let us now inspect the acute 
toxicity (expressed by the LCa0) of dinoseb and of a series of chlorinated phenols 
(including PCP) toward guppies at pH 7. We compare these ionizable compounds' 
toxicities to the toxicities of a series of chlorinated benzenes that act only as 
narcotics. For most of the phenols, but particularly dinoseb and PCP, a much higher 
toxicity is seen than one would predict from either their Diow (Fig. 10.1%) or Dilipsw 
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(Fig. 10.15b) values and the trend derived from the chlorinated benzenes alone (i.e., 
the data points for these compounds lie well above the regression line indicating 
baseline toxicity). This enhanced toxicity of the phenols may not be too surprising 
since these compounds are known to exert specific effects, including interference 
with the energy transduction of cells by destroying the electrochemical proton 
gradient (i.e., uncoupling; for more details, e.g., Escher et al., 2001). We should note 
that comparison of the actually measured toxicity of a compound with its baseline 
toxicity predicted from QSARs such as Eq. 10-40 allows one to recognize whether 
the compound also exerts a specific mode of toxic action. To this end, a toxic ratio, 
TR,, can be defined to quantify this excess toxicity. For example, if death of the 
organism is the measured toxicity end point, TR, is given by (Verhaar et al., 1992): 

LC;~O (baseline, predicted from a QSAR) 
LC;so (actually measured) 

TRi = (1 0-42) 

As can be seen from Fig. 10.15a, if we would use D,, for prediction of baseline 
toxicity, we would get a TR, value of almost lo4 for dinoseb. But this result would be 
at least partially due to our underestimating the partitioning of this compound from 
water to the membranes. A more correct TR, value is the one taking into account the 
significant partitioning of the anion to the membrane by using the DiliPw value; that 
is, a more realistic TR, value for dinoseb is only in the order of lo2 (Fig. 10.15b). 
Note that in this case, we assume that the anionic species exhibits the same narcotic 
effect as the neutral species. This example shows again that we have to be very 
carefbl in choosing appropriate molecular parameters for describing partitioning of 
organic compounds to biological media. 

Critical and Lethal Body Burdens 

Finally, we can use our insights into bioaccumulation phenomena to understand 
concepts such as critical body residues (CBR, , McCarty et al., 1992), critical body 
burdens, CBB, and lethal body burdens, LBBi (e.g., Sijm and Hermens, 2000; 
Barron et al., 2001). These parameters reflect attempts to set values quantifying 
generally applicable concentrations of a chemical in an organism that are found to 
elicit a particular toxic effect. For example, it has been proposed that a small range 
of chemical concentrations between 2 and 8 mmol kg-' W.W. of nonionic compounds 
always induces a narcotic effect for all organisms; this "threshold" concentration in 
organisms has been called the critical body residue level (CBR,) (McCarty et al., 
1992). Similarly, the critical body burdens (CBB,, if the observed effect is not death) 
and the lethal body burdens (LBB,, if the organism is killed) have been quantified for 
various organisdcompound combinations to identify relatively sensitive organisms 
for particular contaminants (e.g., Sijm and Hermens, 2000; Barron et al., 2001.) 

However, having seen that organisms are variable mixtures of organic materials (and 
they have variable water contents), we should now recognize that whole body- and 
wet weight-normalized concentrations may not be the most useful parameter. As 
discussed in this chapter, compounds accumulate very differently into the various 
compartments of an organism. Thus, for example, an organism exhibiting a large 
portion of storage lipids (where no toxic effects occur) may have a significantly 
higher CBB, as compared to an organism with a very low lipid content. Such a 
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Figure 10.15 Plot of log l/LC,,o species may thus be classified (erroneously) as less sensitive to the compound. 
for guppies (a)  log Octanol- Consequently, for many hydrophobic compounds a lipid-normalized CBBII,, or 
water distribution ratio (log D,,,, 
Eq. 

and (b)  log liposome- LBBIllP would already be a more reasonable parameter, although only the 
water distribution ratio (log D,,,,,,, concentration in the membrane lipids may be of toxicological relevance. For apolar 
Eq. 10-41) at PH 7 for a s-eries-of or weakly polar compounds that partition more or less equally well into the various 

(O) and lipid compartments, this would not be too much of a problem, and CBBilip or LBBilip chlorinated benzenes 
chlorinated phenols (0); as well as 
for the herbicide 2-sec-butyl-4,6- would be a reasonable measure. For polar compounds, and in particular weak 
dinitrophenol (dinoseb) (r).  The organic acids and bases, we would expect organisms with a high storage lipid 
liposomes used were L-a-dimy- content to be more sensitive, because polar compounds tend to partition more 
ristoyl-phosphatidylcholine (chlo- 
rinated benzenes) and L-a-dioleyl- favorably into polar lipids (as present in membranes) as compared to apolar storage 
phosphatidylcholine (chlorinated lipids. Hence, these should have a smaller apparent CBBilip or LBBilip value. 
vhenols and dinoseb). The VH 
dependence of Diow and Dilipsw of 
pentachlorophenol (pep) and di- Finally, we should point out that in natural systems, organisms may be exposed to a 
noseb is shown in Fig. 10.14. Data variety of chemicals at the same time (e.g., after an oil spill, in PCB-contaminated 
from Saarikoski and Vihskela sediments, etc.). Since in the case of narcotic effects, the chemical nature of the 

compound is not so important, it is easy to imagine that it is the sum of all (1992), Gobas et al. ( I  988), Escher 
and Schwarzenbach (1996), and 
GunatiIleka and Poole (1999). compounds accumulating in an organism’s membrane that will lead to an adverse 

effect. Thus, the CBB, and LBB, values measured for a single mixture component 
may be significantly lower than the value that would be measured if a clean 
organism were exposed to the compound alone. Similarly, an already contaminated 
organism may exhibit a much lower EC, or LC, value when exposed to a single 
chemical as compared to an organism that, prior to exposure, had lived in a clean 
environment. Hence, although for narcotic effects the CBB, or LBB, values are quite 
high for a single compound (see Illustrative Example 10.6), because of its 
concentration-additive nature, this mode of action may be of ecotoxicological 
significance in contaminated environments (van Wezel et al., 1996b). 
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Illustrative Example 10.6 Evaluating Lethal Body Burdens of Chlorinated Benzenes in Fish 

Problem 

Sijm et al. (1993) determined LBB, and 96h- LC150 values of a series of chlorinated 
benzenes in guppies (Poeciliu reticulutu). The fish had an average weight of 0.18 
g W.W. and a total lipid content of about 5% W.W. For 1,2,3-trichlorobenzene 
(TrCB) the LBB, values found were 2.7,2.0, and 2.4 mmol. kg-' W.W. for exposure 
to 5.6, 3.8, and 1.9 pmol TrCB .L-', respectively. The death of the fish occurred 
after 2.4, 24, and 96 hours. Note that similar LBB, values (2 - 8 mmol . kg-' w.w.) 
were found for the other compounds. The 96 h LClsO value of TrCB was deter- 
mined to be 1.9 pmol . L-'. 

(a) Estimate the volume fraction of TrCB in the membrane lipids of the guppies 
for a LBB, value of 2.4 mmol. kg-' W.W. 

(b) Calculate the theoretical bioaccumulation potential TBP, (Eq. 10-5) of TrCB at 
an aqueous concentration corresponding to the 96 h LC150 value and compare this 
value with the LBB, value given above. 

Answer (a) 

Assume that TrCB accumulates primarily in the lipid phases of the fish, and that 
accumulation into the polar membrane lipids (about 25% of the total lipids; van 
Wezel et al., 1995) and storage lipids is about equal. Hence, the lipid normalized 
concentration of TrCB in guppy is: 

& 
CI 

i = 1,2,3-trichIorobenzene 
(TrCB) 

10gK,,,, = 4.14 

C,, = LBB, /Aip = (2.4 mmol. kg-' w.w.) / (0.05 kg lip. kg-' w.w.) 

= 48 mmol . kg-' lip 

Estimate the molar volume, K., of TrCB from its density and molar mass given in 
Appendix C (see also Eq. 3-18): 

vl;=Mi/pi=(181.5 g.mol- ') /(1.49g.~rn-~) = 121 cm3.mol-' 

The total volume of TrCB in one kg of lipid is then given by: 

k&TrCB = (48 x mol) (0.121 L.mol-' ) = 0.0058 L 

Assuming that the density of the lipids is close to 1 kg lip. L-' , this means that the 
lethal volume fraction of apolar narcotics in membranes is on the order of I %  
(fraction ~ 0 .  01 L compound. L-' lipid), which is quite considerable. 

Answer (b) 

Use Eq. 10-7 to estimate the TBPilip value: 
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Estimate KiliPw from Ki,, using the LFER Eq. 10-2. The resulting KiliPw value is 
1.9 x lo4 L . kg-’ lip. Insertion of this value together with the corresponding LCiso into 
Eq. 1 yields: 

TBPi,,,=(1.9x1O4L.kg~’lip)(1.9x 10-6mol.L-’)=36mmol.kg-’lip 

which corresponds to a LBBivalue of: 

LBB, = TBP,;, .hip= (36 mmol . kg-’ lip) (0.05 kg lip. kg-’ w.w.) 

= 1.8 mmol.kg-’ W.W. 

This is in very good agreement with the LBBi values determined experimentally. 
Note, however, that for the same compound and type of fish, significantly higher 
(factor of 5 )  96 h LCis0 values have been reported (Gunatilleka and Poole, 1999), 
indicating that depending on the test conditions (including the conditions of the 
organisms) one has to expect some variability in the toxicity data for a given 
compound and organism. 

Questions and Problems 

Questions 

Q 10.1 

Why can bioaccumulation, in general, not be treated as an equilibrium process? 

Q 10.2 

What are the most important organic phases (polymers) present in living media into 
which organic pollutants may partition? Characterize these phases with respect to 
their ability to “dissolve” organic solutes via various intermolecular interaction 
mechanisms. In which cases are which phases important? 

Q 10.3 

Describe in words, the parameters: (1) bioconcentration factor, (2) biomagnification 
factor, (3) biota-sediment- and biota-soil- accumulation factor, and (4) bioaccumu- 
lation factor. 

Q 10.4 

Through what mechanisms can bioaccumulation lead to a “real” biomagnification? 

Q 10.5 

Why do biomagnification and biota-sediment-accumulation factors of persistent 
chemicals in aquatic systems tend to increase with increasing hydrophobicity of the 
compounds? 
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Q 10.6 

Why is it useful to compare the activities or hgacities of a given compound in 
various environmental compartments? 

Q 10.7 

Explain in words how you calculate the activity or fugacity of a given compound in 
a given environmental compartment (e.g., water, sediment, lipid components of an 
organism, etc.). What are the major problems encountered when calculating (or 
estimating) fugacity values? 

Q 10.8 

What is meant by the terms “baseline toxicity” or “narcosis”? Why is this type of 
toxicity relevant in the environment? 

Q 10.9 

When is the n-octanol-water partition constant an acceptable parameter for the 
quantification of nonspecific membrane toxicity? In what situations does it fail? 

Problems 

P 10.1 Evaluating the Accumulation of Chlorobenzenes from Water to Tissues 

Tam et al. (1996) investigated the uptake from water of a series of chlorinated 
benzenes by various tissues (leaves, petals, stems, roots) of the soybean plant. For 
two of the seven compounds investigated, they obtained the following apparent 
equilibrium leaf-water (BAFileafi) and root-water (BAF,,,,) bioaccumulation 
factors (or bioconcentration factors since uptake is only from water, see Fig.lO.5): 

of the Soybean Plant 

1,2-Dichlorobenzene 1,2,3,4-Tetrachlorobenzene 
(DCB) (TeCB) 

BAFileafi /(L . kg-‘ w.w.) 

BAF,,,, /(L . kg-’ w.w.) 

7.9 x 10‘ 

2.2 x 10’ 

1.0 103 

2.9 x lo2 

The lipid and water contents of the fresh leaves were 1.9% and 82%, respectively, 
those of the roots, 0.38% and 92%. 

Estimate the Kibio values (Eq. 10-4) of the two compounds partitioning to the 
soybean leaves and roots and compare these values with the experimentally 
determined BAFi values given above. How important are materials contributing to 
the plant biomass other than the lipids (i.e., proteins, polysaccharides, water) with 
respect to the accumulation of the two compounds in soybean? Use Table 10.2 and 
Appendix C for solving this problem. 
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1,2-dichlorobenzene 1,2,3,4-tetrachIorobenzene 
(DCB) (TeCB) 

P 10.2 Evaluating the Bioaccumulation of PAHs by Earthworms in 

In a field study, Ma et al. (1998) determined the concentration of PAHs in 
earthworms (Limbricus rubellus) present in various contaminated soils. The 
concentrations measured for phenanthrene and benzo[a]pyrene in the worms, C,,,, 
collected from two of the soils investigated are given below together with the 
respective soil concentrations of the two compounds. The& values of the soils were 
0.038 (soil 1) and 0.015 (soil 2) kg oc-kg-' solid. The average lipid content of the 
worms was 0.012 k 0.06 kg lip. kg-' f.w. (f.w. = fresh weight). 

Contaminated Soils 

Calculate the lipid- and organic carbon-normalized biota-soil accumulation factors 
(BASFllipOc) for the two compounds and soils. Compare these values with estimated 
equilibrium accumulation factors (KiapOc). All necessary data can be found in 
Appendix C. Discuss why the resulting BASFi and Ki values differ. 

phenanthrene benzo[a]pyrene 

Phenanthrene Benzo [alpyrene 

Soil 2: 

Cjwo, /(pug. kg-' f.w.) 

Cis /(pg. kg-' solid) 

17 

840 

4 

22 

28 

990 

6 

27 
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P 10.3 Evaluating Phenanthrene and Pyrene Concentrations in 

Bohme et al. (1999) conducted a field study in which the concentrations of 
numerous SOCs were determined in a variety of agricultural plants in the region of 
Bayreuth, Germany. For phenanthrene and pyrene, they measured the following 
concentrations in ryegrass (C,,) and yarrow (Cjyar). They also reported average air 
concentrations (Cia) of the two compounds: 

Agricultural Plants 

Phenanthrene Pyrene 

Ciwe /(pug. kg-' d.w.) 18 11 

G y a r  l(Yg . kg-' d.w.1 160 33 

AapHi /(kJ . mol-' ) 90 100 

Cia /( ng . m-3) * 2.7 0.18 

a Concentration in gaseous form. Estimated value. 

Estimate the concentrations of the two compounds in the plants (pg . kg-' d.w.) that 
would be established in equilibrium with the measured concentrations in the air (a) 
by using the LFERs given in Table 10.4 (note that these equations were derived for 
PCBs), and (b) by assuming that the compounds are primarily accumulated in the 
lipids Kip = 0.02 kg lip. kg-' d.w. for ryegrass and 0.01 5 kg lip. kg-' d.w. for yarrow) 
of the plants, and that Eq. 10-2 can be also applied to PAHs. Also assume an average 
temperature of 15"C, and use the A a P i  values given above to quantify the effect of 
temperature in both air-plant and air-lipid partitioning. Do the values you estimate 
match the observed results? Discuss any discrepancies. 

phenanthrene pyrene 

P 10.4 Assessing the Fugacities of Hexachlorobenzene (HCB) and 2,3,7,8-Tetra- 

McLachlan (1996) measured the concentrations of a series of SOCs in an 
agricultural food chain in Bayreuth, Germany. For HCB and 2,3,7,8-TCDD he 
reported the following concentrations: 

chlorodibenzodioxin (2,3,7,8-TCDD) in an Agricultural Food Chain 
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HCB 2,3,7,8-TCDD 

Air a Cia / (Pg. m-3> 460 

Soil Cis / (ng . kg-' d.w.) 3 60 

Grass Cip / (ng . kg-' d.w.) 85 

Cow's milk Ci,ip,cow / (ng . kg-' lip) 9000 

Human milk Ci,ip,hum / (ng . kg-' lip) 230000 

AVap Hi / (kJ . mol-') 90 

0.0027 

0.05 

0.006 

0.19 

3.6 

105 

' Gaseous concentration. 'hC = 0.02 kg oc . kg-' solid. Various grasses, use average Kiap value (Table 10.4). 

Calculate the fbgacities of the compounds at 18°C (average temperature during the 
sampling period) for air, soil, and grass, and at 37°C for grass, cow's milk and 
human milk. Critically comment on the results. Assume that HCB and 2,3,7,8- 
TCDD can be treated like PCBs, and use Ay,H, to account for the temperature 
dependence of the partitioning between the air and the various condensed phases. 
Use the data given in Appendix C. 

CI 

hexachlorobenzene 2,3,7,8-tetrachlorodibenzodioxin 
(HCW (2,3,7,8-TCDD) 

P 10.5 Estimating Lethal Body Burdens in Fish Using LCiso values 

Van Wetzel et al. (1995) determined LBBi values for some chlorinated phenols in 
fathead minnows (Pimepholes promela) at about 20°C in the laboratory. The fish 
had an average weight of 0.68 g W.W. and a lipid content of 4.4% of the wet weight. 
The LBB, value found for 2,4-dichlorophenol (DCP) at pH 6.2 in short-term 
experiments (1 hour) at elevated concentrations was about 2 mmol . kg-' W.W. 
Compare this value with the theoretical bioaccumulation potential (TBP,) of this 
compound at an aqueous concentration corresponding to the LCis0 value. Note that 
the experimental LBBi value is given on a wet weight basis. Assume that the LBB, 
values for fathead minnows are similar to those for guppies, that is, use Eq. 10-40 to 
estimate LCiso from KjlipSw given in Table 10.2. ForpK,, see Appendix C. 

OH 
I 

CI 

2,4-dichlorophenol 
P C P )  
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P 10.6 Estimating the Lethal Body Burden (LBB,) for 4-Nonylphenol for the 
Marine Amphipod, Ampelisca abdita, and Setting a Corresponding 
Sediment Quality Criterion 

The marine amphipod Ampelisca abdita is a suspension and deposit feeder and it 
often occurs as a numerically dominant member of benthic communities (Fay et al., 
2000). It can also serve as an important food source for bottom-feeding fish. 
4-nonylphenol is a degradation product from detergents (see Fig. 2.16). Its relevant 
physical-chemical properties are given in Appendix C. 

You are interested in the well-being of Ampelisca abdita, living in a harbor whose 
sediments are contaminated with 4-nonylphenol. You remember that the lethal 
volume fraction of narcotic chemicals in membranes is about 0.01 L compound.L-' 
lipid. If the sediment contains 2% organic carbon by weight, and the amphipod is 
assumed to accumulate body burdens up to equilibrium with the sediments on which 
it lives, what sediment concentration of 4-nonylphenol should be deemed acceptable 
with respect to baseline toxicity? Assume a log Kilipsw = 5.5 for 4-nonylphenol. Use 
Eq. 9-26c (alkylated and chlorinated benzenes!) for estimating Kioc. Compare your 
result with the findings of Fay et al. (2000), who observed a die-off of half the 
amphipods when they were exposed to about 0.16 g 4-nonylphenol . kg-' sediment. 

4-nonylphenol 
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Introduction 

Adsorption of organic molecules to polar inorganic surfaces can be important in a 
variety of environmental situations. For example, organic sorbates of all polarities 
are strongly attracted to “dry” inorganic surfaces from air (Fig. 11. la). Thus organic 
chemical sorption to sun-dried surface soils can be very important, especially in arid 
regions. Adsorption of organic compounds from aqueous solutions to polar inorgan- 
ic surfaces is also significant if those sorbates’ structures motivate surface associa- 
tion. Such sorption-driving forces include sorbate hydrophobicity that discourages 
the sorbate from remaining in the bulk aqueous solution (Fig. 11. lb), specific sor- 
bate-surface attractions arising from electron donor-acceptor interactions (Fig. 
11. lc), and specific sorbate-surface attractions arising from the presence of comple- 
mentary charges on the two partners (Fig.ll.14. These sorption mechanisms are 
important in a variety of environmental situations. For example, (weak) sorption to 
minerals due to sorbate hydrophobicity is seen for natural solids like those in sand 
and gravel aquifers that exhibit very little organic content. In the case of electron 
donor-acceptor effects, these are seen for certain aluminosilicates (e.g. , clay miner- 
als) interacting with aromatic compounds like the explosive, TNT. Electrostatic in- 
teractions must be considered for all charged organic compounds like cationic and 
anionic surfactants since natural inorganic solids are generally charged themselves 
when they are submerged in water. All of these sorption mechanisms are forms of 
physisorption since the sorbate-surface associations do not involve the formation of 
covalent bonds. This contrasts the cases where the organic sorbate participates in a 
bond-breaking and bond-making surface reaction that we refer to as chemisorption 
(Fig. 11. le). Such surface bonding interactions are also described as the formation of 
inner sphere complexes since the surface and the organic sorbate approach one an- 
other close enough to enable overlap of the orbitals responsible for bonding. This 
bonding process is important when the inorganic surface exposes metals like iron or 
aluminum that utilize the organic sorbate as one of their complement of ligands. 

In all of these cases, the structure of the organic sorbate, the composition of the 
surface, and the conditions of the vapor or solution exchanging with the solid must 
be considered. However, it is important to note that with some experience in think- 
ing about the organic chemicals and environmental situation involved, we can usual- 
ly anticipate which one or two sorption mechanisms will predominate. For example, 
in Chapter 9 we wrote an expression reflecting several simultaneously active sorp- 
tion mechanisms, each with their own equilibrium descriptor, to estimate an overall 
solid-water distribution coefficient for cases of interest (Eq. 9-1 6): 

where in light of Fig. 11.1 we recognize Cimin is a sorbed species drawn to a mineral 
surface due to hydrophobicity or due to electron donor-acceptor interactions (Figs. 
11. l b  and c) ,  Ciex is a sorbed species associated with the surface due to electrostatic 
attractions, and C,, is a sorbed species bonded to the surface. As discussed in Chap- 
ter 8, a particular compound’s structure (i.e., pK,,) and the solution pH dictates 
whether it is charged. In the absence of an ionizable species, we quickly disregard 
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Figure 11.1. Schematic views of 
various ways in which an organic 
chemical, i, may sorb to natural in- 
organic solids: (a)  adsorption from 
air to surfaces with limited water 
presence, (6)  partitioning from 
aqueous solutions to the layer of 
“vicinal water” adjacent to surfaces 
that serves as an absorbent liquid, 
(c)  adsorption from aqueous solu- 
tion to specific surface sites due to 
electron donor-acceptor interac- 
tions, (6) adsorption of charged 
molecules from aqueous solution 
to complementarily charged sur- 
faces due to electrostatic attrac- 
tions, and (e) chemisorption due to 
surface bonding or inner sphere 
complex formation. 

adsorption from air to mineral 
surface with some hydration 

adsorption to electron-donor 
moieties of the surface by 
electron acceptor 
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the terms involving Ciw,ion and Ciex in Eq. 9-16. Likewise, the absence of detectable 
natural organic matter in or on a solid of interest voc = 0) would cause us to disregard 
the term involving Cioc. No matter which terms one imagines to be important, we 
need to discuss how to evaluate the relevant equilibria between a single gaseous/ 
dissolved species and the single corresponding sorbed species. We have already 
done this in Chapter 9 for the partitioning of nonionic organic compounds between 
water solutions and natural organic matter. 

In this chapter, we examine mechanisms causing organic chemical sorption to polar 
inorganic surfaces from air and from aqueous solutions. We will begin by consider- 
ing the adsorption of nonionic organic substances to (polar) inorganic surfaces from 
air (Section 11.2) and from water (Section 11.3). Then we will evaluate ionized com- 
pounds in solution having electrostatic attractions to charged mineral surfaces (Sec- 
tion 1 1.4). We will conclude with surface interactions involving sorbate-sorbent 
bonding (Section 11 S). As we proceed through this progression, we will identify 
solid properties like surface area (Asurf), surface charge ( qurfex), and reactive surface 
sites (qsurfrxn) that are the key sorbent factors used to “tune” the intensity of each 
interaction for new cases of interest. In this manner, we should continue to systemat- 
ically develop our understanding of how the structures of sorbates dictate their sorp- 
tion behavior in solid-containing environments of interest. 

Adsorption of Nonionic Organic Compounds to Inorganic 
Surfaces from Air 

Transfer processes between the gas phase (ie., air) and natural surfaces are 
frequently neglected in the environmental assessment of organic chemicals. Com- 
monly, it is assumed that nonionic organic compounds partition primarily between 
the bulk phases air and water or air and organic matter, respectively. However, as we 
will see in our following discussions, there are situations in which adsorption, par- 
ticularly to inorganic surfaces, may be equally or even more important than absorp- 
tion into a bulk phase. Such situations include sorption of gaseous chemicals to snow 
or ice, to the surfaces of small water droplets (< 10,um) as they occur in fog, to 
inorganic aerosols as encountered above the sea (i.e., salts) or above deserts (i.e., 
mineral dust), and, last but not least, to abundant soil minerals such as quartz and 
clays at low humidity. Furthermore, knowledge of the adsorption behavior of organ- 
ic chemicals from the gas phase onto surfaces of condensed phases is important for 
indoor air quality assessments, and for the design of engineered systems, including 
air purification systems (e.g., filters). Unfortunately, to date, studies are still rather 
scarce in which exchanges of organic chemicals between the gas phase and environ- 
mentally important inorganic surfaces have been systemati-cally investigated. Nev- 
ertheless, since adsorption from the gas phase to a surface of a condensed phase is 
somewhat easier to treat than sorption processes involving bulk phases (where cav- 
ity formation has to be taken into account, see Figs. 3.2 and 3.3), some important 
general insights into this process can be gained with the limited experimental data. 
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Characterization of Mineral Surfaces 

Besides liquid and solid (snow, ice) water surfaces, mineral surfaces play the most 
important role with respect to adsorption processes involving gaseous organic com- 
pounds in the environment. Thus, a brief description of the chemical nature of min- 
eral surfaces is helpful. to understand our subsequent discussion of such sorption 
phenomena. 

Many common minerals expose a surface to the exterior which consists of hydroxyl 
groups protruding into the medium from a “checkerboard” plane of electron-defi- 
cient metals (e.g., Si, Al, Fe) and electron-rich ligands (e.g., hydroxyl, carbo-nate) 
(Fig. 11.2~) .  Like water molecules, these surface groups typically include a combi- 
nation of hydrogen donors (e.g., -OH, -OC(O)OH) and acceptors (-OH, 
-OC(O)OH, and -0-). Hence, such bipolar surfaces interact with molecules adja- 
cent to the mineral surface via vdW, H-donor, and H-acceptor forces. We can use 
data on pure 1iquid:silica solid attractions (Fowkes, 1964) to understand the relative 
contributions of such niolecu1e:surface interactions (Fig. 11.2b). While all sorbates 
are attracted to all surfaces by vdW forces, stronger attractions per unit surface area 
of silica are observed as complementary functional groups are included on the sur- 
face and the sorbate that are capable of H-bonding (note that the free energies of 
adsorption, AaEUTfGz, are in mJ . m-2). This surface attraction energy is very strong for 
an H-donor and H-acceptor sorbate like water (460 mJ.m-2), implying that such 
surfaces strongly prefer to bind water over small nonionic organic compounds. 
Thus, the overall energy change resulting from adsorption of organic chemicals di- 
rectly to such solids would have to reflect the high “cost” of desorption of water 
from the same surface. 

As minerals almost never exist in the environment without some exposure to water 
vapor, one may reasonably expect that water molecules are always present on these 
natural polar surfaces. The extent of this coverage is proportional to the activity of 
water in the atmosphere (i.e., the ratio of water’s partial pressure to its saturation 
pressure at the particular temperature). Commonly such water activity is quantified 
in terms of “relative humidity” (RH) where 100% RH implies the air is equilibrated 
with pure water liquid (i.e., the reference state for water). at ambient tempera- 
tures corresponds to about 1 mol of water per m3 of air. Under this 100% RH condi- 
tion, the activity of the water molecules on the mineral surface exposed to air can be 
assumed to be similar to that at bulk water surfaces. Hence, we can view the mineral 
as being fblly covered with a liquid water film. This film is likely to have surface 
properties like those of pure water. But one has the first monolayer of water present 
on the surface (i.e., a one-water-molecule thick layer everywhere) at RH conditions 
much less than 100%. For example, many pure mineral oxides exhibit monolayer 
coverage at about 30% RH (Goss and Schwarzenbach, 1999b). Compositionally 
heterogeneous soils have been reported to have monolayer quantities of water (i.e., 
about 1% water content by weight) at less than 20% RH (Chiou and Shoup, 1985). 
At greater relative hurnidities, this layer of water grows thicker and thicker (Fig. 
11.3). For example, Chiou and Shoup (1 985) observed that adsorbed water on a soil 
equaled about three times monolayer coverage at 80% RH. The variably water-cov- 
ered surfaces exhibit great differences in their affinities for organic compounds sorb- 
ing from the gas phase (Fig. 11.4: compare adsorption of 1,3-dichlorobenzene to dry 



Figure 11.2 (a)  A schematic view 
of a mineral surface exhibiting loci 
of partial positive charges where 
metal atoms occur (indicated by 
M's in the picture) and partial neg- 
ative charges where linking anions 
occur (shown as oxygen atoms) 
and hydroxyls extending to the ex- 
terior. (b)  Interactions of organic 
chemicals wetting silica surfaces 
and estimates of the AaSurFi values 
derived from surface tension data 
(Fowkes, 1964). Recall that Aasu,&; 
represents the free energy for mov- 
ing i from the surface to air; there- 
fore, these values are positive. 
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heptane on silica 

'asurf G heptane 3 100 mJ.m-2 

(28 kJ-mo1-l heptane) 

benzene on silica 

AasurfGbenzenes 140 mJ.rnT2 

(28 kJ-mot-' benzene) 

acetone on silica 

Aasud G acetone 160 mJ.m-2 

(28 kJ-mor' acetone) 

propanol on silica 

(33 kJ-mol" propanol) 

'asurf'propanol 180 mJ.m-2 

water on silica 

AasurfGwater= 460 mJ.m'2 

(30 kJ-mo1-l water) 
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Figure 11.3 Typical adsorption iso- 
therm for water on a mineral oxide 
surface. 

“ 0  20 40 60 80 100 

relative humidity (%) 

soil, the same soil equilibrated with 50% RH, and the same soil equilibrated with 
90% RH). Hence, because organic compounds are not able to replace water mole- 
cules at the surface, it is these partially water-wet mineral surfaces that we must 
consider as adsorbents of organic chemicals from air. 

Model for Energetics Controlling Air-Surface Adsorption of Apolar and 
Monopolar Compounds 

Now we are ready to discuss the free energy of surface adsorption of nonionic com- 
pounds on the surface of a condensed liquid or solid phase from air. We picture this 
transfer: 

i(air) + surface c i(surface) (11-1) 

and emphasize as discussed above and in Chapter 3 that this process does not require 
any displacement of competing molecules, nor the formation of a cavity. 

Since adsorption to a surface is directly proportional to the surface area of the con- 
densed phase, it is most useful to define the equilibrium partition coefficient, Kiasurf, 
as the concentration of the compound in the gas phase (i.e., air, subscript “a”) divid- 
ed by the concentration. per unit surface area (therefore subscript “surf’ of the con- 
densed phase: 

(11-2) 

Hence, Kiasurf is expressed in m-’. Furthermore, we assume that Klasurf is not depen- 
dent on the concentration of the compound at the surface; that is, we assume that we 
are far from saturating the surface with compound i. This then corresponds to a 
“linear adsorption isotherm” for a homogeneous mineral surface, since the sorbate 
molecules do not feel each other in the gas phase or at the solid surface. Finally, we 
should point out that in the literature, contrary to the notation used here, gadsolid 
partition coefficients are often expressed in a reciprocal way; that is, the reported 
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Figure 11.4 Vapor sorption iso- 
therms of 1,3-dichIorobenzene on 
Woodburn soil at 20°C as a func- 
tion of relative humidity (RH). 
Adapted from Chiou and Shoup 
(1985). 
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partition coefficient is given as the concentration in the condensed phase over the 
concentration in the gas phase. 

In analogy to our molecular interaction model used to describe partitioning between 
bulk phases (Chapters 4 to 7 ) ,  we can approximate the air-surface partition coeffi- 
cient, Kiasurf, by summing the contributing interaction energies we make at the sur- 
face and assuming no significant interactions in the gas phase (Goss 1997a and b): 

where CA, is the actual contact area of the molecule with the surface, vdWi and 
vdWSurf are measures of the specific vdW interactions of the compound i and of the 
surface, surJ; respectively, and HA, HD, HAsu~,  and HDsurf are the corresponding 
parameters for describing the hydrogen-bonding acceptor and donor interactions 
between the compound and the surface. The factors a, b, c, and dare empirical pro- 
portionality coefficients. 

Note that in Eq. 11-3, in contrast to the equation used for describing bulk phase 
partitioning, CA, is not the total surface area (TSA,) of the organic molecule. Rather 
it reflects the contact area between the molecule and the surface. But as a first ap- 
proximation, we will assume that CA, is proportional to TSA,. By doing so, we ne- 
glect any special steric aspects that may affect the ability of a sorbate to closely 
approach the surface moieties with which it interacts. 

Let us first consider the various compound-specific parameters in Eq. 11-3. In 
Chapters 4 to 7, we used the refractive index to quantify the dispersive vdW pro- 
perties of a given compound [i.e., vdWi = (.hi - l ) l (n& + 2 ) ] ,  see Section 3.21. We 
also noted that other parameters such as the air-hexadecane partition constant, 
Kiah, would have been more appropriate to describe vdW,; however, due to lack of 
experimental Kiah values, we have chosen not to do so here. Instead, we use the 
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liquid vapor pressure, p& , of the compound to describe vdWi, although, because 
of polar interactions of bipolar compounds in their pure liquids, we will thus have 
to restrict our discussion to apolar and monopolar compounds. We do this primar- 
ily because in current practice, simple LFERs relating experimental air-solid (not 
surface, therefore, subscript “s”) partition coefficients, Kiss, to vapor pressure data, 
are still widely used: 

(11-4) 

Hence our following discussion will also allow us to critically evaluate such LFERs. 

Using Eq. 4-24 and realizing that we consider only compounds for which the prod- 
uct (HD,)(HA,) = 0, we have: 

In p& = a’(TSAi)(vdWi)’ + d’ (11-5) 

Since vdW, varies by only about a factor of 1.5 among different compounds, there is 
an almost linear relationship between vdW, and vdW? (R2 = 0.99). Hence, we can 
write: 

(11-6) In p& = a”(TSAi)(vdWi)+d” 

Rearrangement of Eq. 1 1-6 and insertion into Eq. 1 1-3 together with the Abraham H- 
bond descriptors (Table 4.3), a,(= HD,) and pi (= HA,), yields the polyparameter 
LFER: 

In Kiasurf = a“’(vdW,,fi) In pi*L + b(ai)(HAsurf) + c(pi)(HD,,rf) 
(11-7) + d“‘(vdWsurf) + constant 

Note that the ratio of CA, to TSA, has been included in a “’and d ’’: The next step is 
to find parameters for quantifying the van der Waals and hydrogen bonding terms for 
the surfaces. Goss (1 997a and b) demonstrated that the square root of the van der 
Waals component of the surface free energy (e.g., derived from surface tensions in 
the case of liquids) can be used with good success. By using appropriate reference 
compounds, vdW, values can be determined by contact angles for solids and interfa- 
cial tension measurements for liquids, or by inverse gas chromatography (for details 
and a literature review see Goss 1997a and b). As discussed below, quantification of 
HAsurf and HDsurf is best done relative to a bipolar reference surface such as the water 
surface. 

The surface parameters for some important condensed phases are given in Table 
11.1 (see below). However, in order to apply these parameters to estimate K,,,,,, 
values, we first need to know the fitting parameters a ’’i b, c, d ’’i and the constant in 
Eq. 11 -7. These parameters can be determined by multiple regression if, for a large 
enough set of apolar and monopolar compounds, experimental Kiasurf values for ad- 
sorption to a well-characterized bipolar surface are available. As demonstrated by 
Goss (1 997b) and Roth et al. (2002), a well-suited surface for this purpose is the bulk 
water surface. Using the air-bulk water surface partition constants reported by Roth 
et al. (2002) for 43 organic compounds exhibiting a wide range of polarities, an 
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equation for estimation of Kjasurf for any apolar or monopolar compound to any SUY- 
face can be derived for 15°C (288K): 

InKi,,,f(288K)/ rn-l = 0.135(vdWs,~)lnp~(288K)/ Pa -2.06(~dWsurf) 

-8.44(ai ) ( m s u r f )  

-1 1. I(pi )(HDsurf 

+19.5 ( N  = 43, R2 = 0.93) 

(11-8) 

Note that for the water surface, HAsurf and HDsurf have been set to 1.0; that is, the 
H-donor and H-acceptor properties of the water are implicitly included in the b- and 
c-terms. Therefore, the HA,, and HDsurf values of bipolar surfaces such as mineral 
oxide or salt surfaces exhibit values not too different from 1 (Table 11.1). 

When applying Eq. 11-8, one has to be aware that the predicted Kidsurf values repre- 
sent only approximations, particularly if steric factors are important. Furthermore, 
Eq. 11-8 is valid for 15°C. For extrapolation to other temperatures, by analogy to 
estimating AVa&li from p 2  (Eq. 4-29), we may use the empirical relationship adapt- 
ed from Goss and Schwarzenbach (1999a) to estimate AaSurfHi from Kiasurf at 15°C 
(2 8 8K): 

AasurfHi(288K) / (kJ.mol-') = 9.83(+0.28)logKi,su,f(288K)/ m-l + 90.5(+1.4) 
(11-9) 

Hence, when assuming A,,,H, to be constant over the ambient temperature range, 
we get: 

(11-10) 

where Tav is [0.5 (T+288)] K. 

Van der Waals and Polar Surface Parameters of Some Selected Liquid and 
Solid Surfaces 

Before we discuss some applications of the polyparameter-LFER Eq. 11-8, it is use- 
ful to have a short look at the surface parameters given for some important con- 
densed phases in Table 11.1. Since the large majority of monopolar compounds are 
H-acceptors (i.e., a, = 0, pi f 0), we focus our discussion primarily on the vdWSurf 
and HD,,, values. 

We should note that, in general, solid surfaces must be expected to exhibit chemical 
and morphological heterogeneities. In this case different surface sites would have 
to be described by different surface parameter values. However, the adsorbed water 
film that is always found at ambient conditions on hydrophilic surfaces levels out 
these heterogeneities. Hence, the minerals and salt surfaces in Table 11.1 can be 
characterized by single values just like homogeneous surfaces. 

Let us start out by looking at the vdW parameter of some important surfaces. In- 
spection of Table 11.1 shows that vdWSurf may vary significantly between about 
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Table 11.1 Van der Waals (vdW,,,), H-Acceptor (Electron Donor) (Hh,,,), and 
H-Donor (Electron Acceptor) (HD,,,) Values for Some Condensed Phases at 15°C 
(If Not Otherwise Stated) a 

Relative 

RH/(%) 
Surface Humidity HAS,, HDS", 

VdWSUrf 
((mJ)"2 m-') 

Water 100 
Water (OOC) 100 
Ice (OOC) 100 

Quartz (Si02) 45 
90 

Ca-kaolinite 30 
90 

Hematite (Fe203) 30 
90 

Limestone (CaC03) 40 
90 

Corundum (A1203) 40 
90 

KN03 

(NH4)2S04 

NH4CI 

NaCl 

35 
60 
35 
70 
35 
60 
35 
60 

Paraffin wax (H-(CH,),-H) n.r. 
Teflon (F-(CF,),-F) n.r. 
Nylon 6,6 ? 
Activated carbon n.r. 
Graphite ? 

Inorganic Surfaces 

4.7 1 .o 
4.7 n.a. 
5.4 n.a. 

6.8 0.89 
5.3 0.88 
7.0 n.a. 
4.7 n.a. 
6.5 n.a. 
4.8 n.a. 
5.4 1.20 
4.9 1.01 
5.4 1.13 
4.8 1.05 

7.1 0.99 
6.8 1 .oo 
6.6 1.08 
6.3 1.34 
6.8 1.19 
6.3 1.21 
6.2 1.1 1 
6.0 1.06 

Organic Surfaces 

5 .O 0 
4.2 0 
6.0 

- 11 
10.7-1 1.5 

1 .o 
n.a. 
n.a. 

1.06 
0.85 
1.12 
0.75 
0.92 
0.76 
0.96 
0.91 
1 .oo 
0.89 

0.75 
0.70 
0.73 
0.53 
0.75 
0.69 
0.79 
0.77 

0 
0 

a Data from Goss (1997b), Goss and Schwarzenbach (1999b and 2002). Square root of the van der 
Waals component of the surface free energy. n.r. = not relevant, ? = not reported. Relative to the 
H-acceptor and H-donor properties of water; n.a. = not available. 

d 

4 (teflon) and 12 (e.g., graphite) [(mJ)"2 m-'1. This means, for example, that an 
apolar compound (a, =: pi = 0) with a P; value of 1 Pa (1npTL = 0 in Eq 11-8) will 
adsorb more than seven orders of magnitude more strongly to graphite than to teflon 
(ie., Kiasurf decreases from about lo5 to less than m-'). 
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Figure 11.5 (a)  Van der Waals 
parameter vdWSurf and (b) H-donor 
parameter HDsurf of various miner- 
al surfaces as a function of relative 
humidity (RH) at 15 to 20°C. On 
the righthand side, the correspond- 
ing values of the bulk water sur- 
face are indicated. Note that HDsu$ 
of water is set equal to 1.0, and 
all other HDsurf values are deter- 
mined relative to the water surface. 
Adapted from Goss and Schwar- 
zenbach (1999b and 2002). 
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An interesting observation can be made when comparing the vdWSurf value of the 
bulk water surface (vdWSurf = 4.7) with those of a series of representative mineral 
oxide surfaces (i.e,, quartz, kaolinite, hematite, limestone, corundum). As is evident 
from Fig. 11.5a, in all cases, vdWSurf decreases significantly with increasing relative 
humidity (RH) and approaches the bulk water surface value when approaching wa- 
ter vapor saturation. This can be explained as follows: most organic molecules can- 
not compete with water for the sorption sites at the mineral surface. Hence, in the 
presence of water, organic molecules can only adsorb on top of the adsorbed water 
film (as pictured in Fig. 1l.la). With increasing number of water layers, the vdW 



400 Sorption 111: Sorption Processes Involving Inorganic Surfaces 

interactions at the surface of the adsorbed water films become more and more inde- 
pendent of the type of surface that is underneath the water molecules. Thus, at 90% 
RH, which corresponds to an average of about 5 to 9 molecular layers of adsorbed 
water (Fig. 11.3), an apolar compound cannot tell the difference between a quartz 
(SiOJ and a cormndum (A1203) surface, while at 20% RH the differences are signi- 
ficant. Note that, as indicated by Fig. 11.5a, between 30 and 90% RH the values can 
be estimated by linear interpolation. Some values for low (30 - 45%) and high 
(90%) RH are given in Table 11.1. 

Before we look at some other surfaces, we should briefly address the H-donor (elec- 
tron acceptor) properties, HD,,, of the mineral oxides discussed so far. As can be 
seen from Fig. 11.5b (data for mineral oxides) and Table 1 1.1, HDsurf values decrease 
with increasing RH and become more similar with increasing RH. Furthermore, be- 
tween 30 and 90% RH the HD,,, values can also be estimated by linear interpola- 
tion. However, in contrast to the vdW parameter, at 90% RH this value is smaller 
than that of the bulk water surface. This may have to do with the orientation of the 
water molecules caused by the nearby solid surface, but an unambiguous explana- 
tion is still missing. Between 90 and 100% RH, when the thickness of the adsorbed 
water layer rapidly grows, one can anticipate that this difference disappears. 

Salt surfaces are particularly interesting when dealing with aerosols in the marine 
environment. Compared to mineral surfaces, the salt surface parameters exhibit a 
considerably weaker dependence on relative humidity (Fig. 11.5 and Table 11.1). 
This can be explained by the fact that all four salts considered are hygroscopic and, 
therefore, adsorb water in significant amounts at low RH. However, the type of un- 
derlying salt still has a strong influence on this water layer because one can assume 
that this layer represents a saturated solution of the salt. Hence, it is not surprising 
that the vdWsUrf and HI),,,, values do not become equal for different salts at high RH, 
and that they do not match the values of the pure bulk water surface. Note that no 
data above 60 or 70% RH are available, but that it can be assumed that these surface 
parameters do not change at higher humidities (Goss and Schwarzenbach, 1999b). 
Finally, for the hyd~ophobic surfaces (e.g., paraffin wax, polyethylene, polyvinyl- 
chloride, polystyrene, teflon) to which water molecules only weakly adsorb, the ef- 
fect of humidity can probably be neglected. 

Estimating Air-Surface Adsorption Coefficients of Apolar and Monopolar 
Compounds; Applications 

Les us first consider the cases in which Eq. 11-8 reduces to a simple one-parameter 
LFER relating KIasurf to vapor pressure: 

(1 1-1 1) lnK~,,,,f(288K)/ m-l = rn-lnpi*L(288K)/ Pa+constant 

These cases include the following situations: 

(a) The H-bonding interactions between the compounds and a given surface are 
zero (i.e., only vdW interactions are important). This is the case for all apolar surfaces 
(i.e., HAsurf= HDsurf = 0) or for any surface if only apolar compounds are considered 
(i.e., ai = pi = 0). In both cases, both the slope m and the constant in the LFER Eq. 
11 - 1 1 are dependent only on the vdWSurf value of the surface: 
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lnKi,,,~(288K)/ m-l = 0.135(vdWs~)lnp;"L(288K)/ Pa + [19.5 -2.06(vdWs,d)] 
(1 1 - 12) 

This means that for an apolar surface, all apolar or monopolar compounds should fit 
the same straight line. We have already demonstrated this for a teflon surface in Fig. 
3.7 (note that the vdW parameter used in this graph is proportional to p;CL, Eqs. 11-5 
and 11-6). 

(b) Within a series of monopolar compounds, the H-bonding interaction term is 
constant (i.e., a, or pi, respectively, is a constant). From the a, and pi values given in 
Table 4.3, we can see that virtually all monopolar compounds are H-acceptors (or 
electron donors). Therefore, we need only to consider the term (pi). HD,, in Eq. 
11-8. Hence, we would expect to be able to derive an LFER of the type of Eq. 11-1 1 
for a series of monopolar compounds exhibiting the same /?, values: 

In KiaSUf(288K) / rn-l = 0.135( vdWSd) In p:L (288K) / Pa 
(11-13) + [19.5-2.06(~dWs,,,f)-11.1(pi)(HDs,f)] 

with pi = constant for the series of compounds considered. 

When comparing groups of compounds with different (constant) pi values, we 
would expect them to fit parallel straight lines with different constant terms. Again, 
this is nicely illustrated in Fig. 3.7 for a quartz surface for some alkanes and chlori- 
nated benzenes (both p, z 0), some methylbenzenes (pi z 0.15), and some aliphatic 
ethers (pi z 0.45). 

(c) Within a series of compounds the polar interaction term changes proportionally 
to the In pX term. For example, for polycyclic aromatic hydrocarbons (PAHs), the 
term 11.1 (pi) HDsurf rises proportionally with increasing number of rings and thus 
with decreasing lnp;. Hence, for the adsorption of PAHs to a hydrogen-donating 
(electron-accepting) surface (ie., HDsurf > 0), a plot of lnK,s,fi vs. In p; is expected 
to yield a straight line but with a slope that is steeper than in the cases discussed 
above. This is confirmed by experimental data (Storey et al., 1995). 

This analysis of Eq. 11-8 illustrates in a very general way that we have to be careful 
when applying one-parameter LFERs to air-surface partitioning processes. We have 
seen that depending on the type of sorbent (here a liquid or solid surface), it may be 
possible to correlate partitioning data of a wide variety of different chemicals with 
one single LFER, while in other cases, different LFERs will apply for different com- 
pound classes. For example, we would expect one single LFER describing the ad- 
sorption of PCBs (pi z 0) and PAHs (pi proportional to In p j  ) to an apolar surface 
(e.g., teflon), but two very distinct LFERs for the two compound classes for adsorp- 
tion to an H-donating surface (e.g., quartz). 

As demonstrated by Illustrative Example 11.1 , the model Eq. 11 -8 enables us to 
make some interesting calculations concerning the partitioning of organic pollutants 
between the gas phase (e.g., air) and solid surfaces. However, we should point out 
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again that there are various difficulties in applying this model to real-world prob- 
lems. For example, we need to know the types and particularly the areas of the dom- 
inating (accessible) surfaces present in a given system. To date, experimental data 
are reported in most cases on a per-mass and not on a per-surface-area basis because 
surface areas are not very well known. Furthermore, surface areas and surface prop- 
erties may change with changing conditions (e.g., with changing humidity). In addi- 
tion, the overall partitioning process may also be strongly dominated by absorption 
of a compound into a bulk phase (e.g., water, natural organic material), so that ad- 
sorption to a surface is not important anymore. Nevertheless, as is demonstrated by 
Illustrative Examples 11.2 and 11.3, Eq. 11 -8 can be very helpful for evaluating 
experimental vapor/condensed phase partitioning data to gain insight on whether 
adsorption or absorption is the dominant process in a given case, or to assess the 
relative importance of various sorption mechanisms in a given system. 

Illustrative Example 11.1 Estimating the Fraction of Phenanthrene Present in the Gas Phase and 
Sorbed to the Walls of a Vessel 

Problem 

Consider two closed air-sampling vessels made out of (a) teflon and (b) glass 
(assume like quartz) with an air volume V, = 10-3m3 (1 L) and an inner surface 
area ofAsud= 6 x 10--2m2. In these vessels you capture air samples that you want to 
analyze for phenanthrene. Calculate the fraction of the total phenanthrene present 
in the air in the two vessels after adsorption equilibrium between the gas phase 
and the walls ofthe vessel has been established at 15°C (288 K) and 50% relative 
humidity. Assume that only adsorption at the surface of the walls is important. 
(Note that in the case of teflon, absorption could also be important.) 

Answer (a) 

Teflon is an apolar sorbent that undergoes only vdW interactions. Insert the vdWSurf 
parameter of teflon (4.2, independent of RH, see Table 11.1) into Eq. 11-12 to ob- 
tain: 

i = phenanthrene 
lnKi,,,,,,(288K)/m-' = 0.567 In pk(288K)lPa + 10.85 

Note that this equation is valid for adsorption of any apolar or monopolar organic 
compound from air to teflon. In Appendix C you find the vapor pressure of solid 
phenanthrene at 25°C (T'= 101°C; log p,*,/Pa = -1.66 or lnp,",Pa= -3.82). Estimate 
first its liquid vapor pressure using Eq. 4-40 (z= 0, o= 2, see Table 4.5): 

InplL(298K)/Pa = -3.82 + [6.80 + O  - (2.3)(0.3)] (zii -- 1) = -2.26 

or logp,*,= -0.98. Insert this value into Eq. 4-29 to get Ava#,: 

Ava#, (298K)/(kJ. mol-') = (-8.80)(-0.98) + 70.0 = 78.6 kJ. mol-' 
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Therefore (Eq. 4-30): 

ln pzL (288 K) / Pa = -2.26 - 

Insertion of this value into Eq. 1 then yields: 

lnKiateflon (288K)h '  = (0.567)(-3.36) + 10.85 = 8.94 

Kiateflon (288 K) = 7.7 x lo3 m-' 
or: 

The fraction of phenanthrene present at equilibrium in the gas phase (air) is given 
by: 

where Citeflon is the concentration of phenanthrene per unit surface area. Insert the 
given values of Ateflon and V, together with the estimated Kjateflon value into Eq. 2 to 
get: 

= 0.992 
1 

= 1 + (0.00013m)(60m-') 

Thus, virtually all phenanthrene is still present in the gas phase. 

Answer (b) 

Quartz is a bipolar sorbent that exhibits quite strong H-donor and H-acceptor proper- 
ties. Phenanthrene is monopolar with a, = 0.0 and pi = 0.26 (Table 4.3). Hence, in 
this case (Eq. 11-8): 

In K,as,,(288K)/m-' = 0.135 (vdW,,)ln pl(288K)IPa - 2.06(vdWs,) 
(3 1 -1 1. 1(O.26)(HDs,~) + 19.5 

Interpolate linearly the vdWSurf and HD,,, values given in Table 11.1 for quartz to 
obtain the appropriate values for 50% RH: 

VdWquanz (50%) = 6.8 -(5/45)(1.5) = 6.6 

HD,,,, (50%) = 1.06 -(5/45)(0.21) = 1.04 

Insertion of these values together with In p ;  (288 K)/Pa calculated above (answer a) 
into Eq. 3 yields: 

lnKiquartz (288 K)/m-' = (0.135)(6.6)(-3.36)-2.06 (6.6)-(11.1)(0.26)(1.04) + 19.5 

= -0.09 
or: 

Kiaquartz (288 K) = 0.91 m-l 
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The fraction of phenarithrene in the air is then in this case (see Eq. 2): 

= 0.015 
1 

" = 1 + (1.1 m)(60 m-' ) 

which means that in the glass vessel, 98.5%(!) of the compound would be "lost" to 
the surfaces. Would you have guessed this large difference between the two vessels? 

Illustrative Example 11.2 Sorption of Tetrachloroethene from Air to Moist and Dry Soil 

Consider the prospects for tetrachloroethene (PCE) to be transported in the gas 
phase from a contaminated soil out to the atmosphere. For this to occur [either 
through diffusion (see: Chapter 18) or in response to venting during remediation], 
this PCE must substantially exist in the soil gas. 

Problem 

Estimate the fraction of PCE present in soil gas (air) at equilibrium for the follow- 
ing two cases: 

Case I :  Soil air at 90% RH and a temperature of 15°C 

Case 2: Soil air at 40% RH and a temperature of 15°C 

assuming the following soil compositions and properties: 

93% quartz (specific surface area A ,  = lo2 m2 kg-') 
6% kaolinite (Ak = lo4 m2 kg-') 
1% organic matter voc = 0.005) 
density of soil material; ps = 2.6 kg . L-' 
total soil porosity, Q = 0.35 

Further assume that at these relative humidities, the water present in the soil does 
not act as a bulk phase, and that the sorption isotherm is linear. 

tetrachloroethene 
W E )  

Answer 

Neglecting the water as a distinct bulk phase, the fraction of PCE in the soil air is 
given by (Eq. 3-65): 

where yas = Va/Ms is the air volume-soil mass ratio (e.g., in L air.kg-' solid), and 
Kiasoil is the bulk air-soil partition coefficient on a weight base (i.e., in L air.kg-' 
solid). Assuming that the void space is filled only with soil air, in analogy to Eq. 
9-15, in both cases, ra,' is given by: 

(0.65) 
ra-! =: ps !d! = (2.6)- E 5 kg solid. L-l air @ (0.35) 

The bulk air-soil partition coefficient, Kiasoil, encompasses absorption into soil or- 
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ganic matter as well as adsorption to the (water-covered) quartz (subscript q) and 
kaolinite (subscript k) surfaces, respectively. Kiasoil can be expressed by: 

Kiasoi, / (kg solid . L-' air) = Cia 
fx 'ioc -k fq 'iq + fk A k 'ik 

wheref,,,f,, andf, are the fractions of organic carbon (0.005 kg oc.kg-' solid), of 
quartz (0.93 kg quartz. kg-' solid), and of kaolinite (0.06 kg kaolinite . kg-' solid), 
respectively. Note that since the specific surface areas and the Kiasurf values are ex- 
pressed in m2. kg-' and m-', respectively, a factor lo3 has to be introduced for con- 
version of m3 to L. 

Kiaoc can be approximated by the natural organic matter-water partition coefficient, 
K,,, and by the air-water partition constant, Kiaw (Eq. 6-1 1): 

( 3 )  
Kiaw 
Kim 

K .  =- iaoc 

Note that we assume that the relative humidity has no significant effect on K,,,, 
(which, by Eq. 3 is estimated for 100% RH). 

The Kiaw value of PCE is 1.2 at 25°C (Appendix C). Use Eq. 9.26fto estimate K,,, 
from Kiow (Appendix C): 

log Kioc= 0.96 log Ki,, - 0.23 = (0.96)(2.88) - 0.23 = 2.53 

yielding aKiaoc value (Eq. 3) of (1 .2)/102.53 = 3.5 x L air. kg-' oc at 25°C. Assum- 
ing that AaoJIi + RTav 5 Ava,,Hi + RT,, z 40 kJ .mol-' (Table 6.3), you obtain a Kiao, 
value at 15°C of about 2.0 x L air.kg-' oc (Eq. 6-10). 

Since PCE is an apolar compound, use Eq. 11 -12 to estimate Kiaq and Ki*. The vapor 
pressure of PCE at 25°C is p;  = 2.5 x lo3 Pa (Appendix C). At 15°C (Ava& = 40 
kJ.mol-', see above), pi;. is estimated to be 1.4 x lo3 Pa or In p i  = 7.25. 

Case 1: Insert In p i  together with the vdWSurf parameter given for quartz and 
kaolinite at 90% RH into Eq. 11-12 to obtain: 

lnKl,a,(15"C, 90% RH)/m-' = (0.135)(5.3)(7.25)+[19.5-(2.06)(5.3)] = 13.8 
or: 

and: 
Kiaq 5 lo6 m-' 

lnKi* (15"C, 90% RH)/m-' = (0.135)(4.7)(7.25)+[19.5-(2.06)(4.7)] = 14.4 
or: 

Kiak 5 2 x lo6 m-' 
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Insertion of Kjaq, Kiak, Kia,, (see above) together with the correspondingfand A Val- 
ues into Eq. 2 yields: 

Kiasoi, (15'C, 90% RH) = 1/[(0.005)(2 x 1O3(O.93)1O2 lo4 

+ 1 03(0.06) 1 04(0.5) 1 0-6] 

= 1/[2.5 + 0.093 + 0.31 z 0.35 kg so1id.L-' air 

Note that, in this case, partitioning to NOM is the major sorption mechanism. Insert 
this value together with the r,, value calculated above to obtain: 

= 0.065 
1 

1 + (0.35)-'(5) 
J&,(l5'C,9O%RH) = 

Case 2: Estimate the vdWSurf values for quartz and kaolinite at 40% RH by extrapo- 
lation and interpolation, respectively, from the data given in Table 11.1 : 

vdW, (40% RH) = 6.8 + (1/9)( 1.5) z 7.0 

VdW, (40% RH) = 7.0 - (1/6)(2.3) G 6.6 

Insertion of these values into Eq. 1 1 - 12 yields: 

Kiaq (15OC, 40% RH) = 1.5 x lo5 m-' 

Kjak (15'C, 40% RH) = 2.3 x lo5 m-' 

Hence, at 40% RH, PCE adsorbs by about a factor of 10 more strongly to the mineral 
surfaces as compared to 90% RH. Insertion of these values together with all other 
parameters discussed above into Eq. 1 then yields: 

Kiasoil (15OC, 40% RH) = 1/[2.5 + 0.6 + 2.61 G 0.18 kg so1id.L-' air 

Hence, at 40% RH adsorption to the mineral surfaces, particularly to kaolinite, is of 
equal importance as absorption into NOM. Insertion of this value into Eq. 1 gives: 

= 0.035 
1 

1 + (0.18)-'(5) 
J;, (1 5"C, 40% RH) = 

This example shows that with decreasing humidity, the fraction of PCE present in 
the gas phase decreases due to increasing adsorption to the mineral surface. 

Illustrative Example 11.3 Gas-Particle Partitioning of Organic Compounds to Environmental Tobacco 
Smoke: Adsorption or Absorption? 

The behavior and health effects of environmental tobacco smoke (ETS) depends 
upon how certain compounds (e.g., PAHs, nicotine, carbazole) are distributed be- 
tween the gas and the particulate phases. Using a desorption technique, Liang and 
Pankow (1 996) have determined gas/ETS particle partition coefficients for a series 
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of alkanes, PAHs, and for some nitrogen-containing compounds including nicotine 
at 20°C. They report Kip values that are defined as: 

mass of compound i / pg particle 
mass of compound i / m3 air 

K. = 
IP 

Hence, the Kip values are given in m3 air pg-' particle. For the n-alkanes investigated 
(i.e., CI6 - C2*), they report the following one-parameter LFER: 

log Kip (293 K, 60% RH)/(m3 pg-') = -0.89 log pj",/Torr - 7.44 (R2 = 0.99) (1) 

With respect to the nature of the particles, they found that the ETS particles were 
essentially fluid in nature and that they consisted primarily of organic material with 
a water content of about 15% (by weight). The authors postulate that the gadparticle 
partitioning of organic compounds in environmental tobacco smoke is governed pri- 
marily by absorption of the compounds into the condensed phase and not by adsorp- 
tion at the surface. 

Problem 

Assuming that the reported Kzp values represent equilibrium coefficients, try to 
find an argument that supports the authors' hypothesis that gas/ETS particle par- 
titioning is governed by absorption rather than by adsorption. (Hint: Calculate the 
specific particle surface area, A,  (e.g., in m2 g-' particle), that would be necessary 
if adsorption to the surface would be the key process). 

Answer 

Note that Kip in Eq. 1 is defined as the reciprocal of KiasuIf in Eq. 1 1-2. Multiply Eq. 1 
by -1 to obtain a relationship between Klb = KG' and piT, , and express pi;. in Pa 
(1 Torr = 133.3 Pa): 

log Kip /(pg particle. m-3 air) = 0.89 log plL /Pa + 5.32 (2) 

Hence, the "experimental" Kip value of an n-alkane with, for example, a p; value of 
I Pa (log pj",=O) at 20°C is: 

K;,= 1 0 ~ . 3 ~  pg particle . m-3 air = 2.1 x 1 O5 pg particle. m-3 air 

Apply Eq. 11 - 12 to estimate the Kiasurf value of an apolar compound with pk = 1 Pa 
at 15OC by using an apparent vdWSurf value that you can calculate from the slope of 
the LFER Eq. 2 (slope = 0.135 vdWsUrf; note that the slope is independent of the units 
in which the partition constant is expressed): 

- 6.6 
0.89 
0.135 

VdW,, = - - 

and, therefore: 

In Kiasurf (288K) / m-' = 0 + [19.5 - 2.06(6.6)] = 5.90 

Kiasurf (288K) = 3.7 x lo2 m-' 
or: 
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at 15°C. Insertion of this value into Eq. 1 1-9 yields a AaSurfHi of 1 16 kJ . mol-', which 
means that at 20°C (Ey. 11-10): 

KjaSurf(293K) = 8.6 x lo2 m-' 

The relationship between Kip and Kiasurf is given by: 

Kjasurf (m-') = ~~:,bg particle. m-3 air). A,  (m2 g-' particle) (g particle. 
pug- ' particle) 

Thus, the specific surface area required if adsorption governed the partition- 
ing is: 

lo6 Klasurf (lo6 )(8.6x102) s 4100 m 2 g 1  particle - A,, = -- - 
Kj, (2.1 105 ) 

This requisite surface area is more than three orders of magnitude higher than one 
would expect for organic aerosols (e.g., 2 m2 g' particle for organic-rich aerosols 
from urban atmospheres (Liang et al., 1997)). This result strongly suggests that ab- 
sorption is the key process. 

Sorption of Nonionic Organic Compounds to Inorganic 
Surfaces in Water 

When inorganic solids are fully submerged in water, nonionic organic chemical 
sorption is still observed (Fig. 11.6). Such sorption may prove to be significant under 
certain conditions. For example, solids in some environmental systems do not 
include enough natural organic matter to dominate sorption. Consequently, associa- 
tion of organic solutes with mineral surfaces may be the only sorption process, even 
if this process adds negligibly whenever natural organic matter is present. This situ- 
ation exists in subsurfiice environments, such as aquifer solids derived from sand- 
and-gravel beach deposits or aluminosilicate clay-rich subsoil horizons, where there 
are very small organic contents (Schwarzenbach and Westall, 1981; Banerjee et al., 
1985; Piwoni and Banerjee, 1989; Hundal et al., 2001). Additionally, engineered 
systems such as clay liners are often used to isolate organic wastes buried below 
ground; and while we may be interested in the impact of this low-permeability 
material on the subsurface hydraulics, we also need to understand the ability of those 
aluminosilicate minerals to bind organic pollutants and inhibit offsite transport 
(Boyd et al., 1988). Also, sorption to certain mineral surfaces, even if insignificant 
from a mass balance point of view, may be critical to quantify when dealing with 
surface-catalyzed transformations (Ulrich and Stone, 1989). Finally, laboratory 
glass surfaces (e.g., Carmo et al., 2000) and metal-sampling vessels may sorb non- 
ionic compounds from aqueous solutions, confusing subsequent data interpretation. 

Empirically, we sometimes find that nonionic organic compound sorption on inor- 
ganic solids is best described with linear isotherms. Such is the case for observations 
of pyrene sorption on ltaolinite suspensions (Fig. 11.6a; Backhus, 1990). Generally, 
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Figure 11.6 Sorption isotherms for 
two kinds of nonionic organic 
compounds from aqueous solu- 
tions to suspended kaolinite: (a) 
slightly monopolar compound, 
pyrene, showing a linear isotherm 
up to its solubility (Backhus, 
1990), and (b) monopolar com- 
pound, 1,3,5-trinitrobenzene, sho- 
wing a hyperbolic isotherm (Had- 
erlein et al., 1996). 

such cases involve organic sorbates whose structures do not enable them to have 
strong specific interactions with polar surfaces. In contrast, other compounds, such 
as certain nitroaromatic compounds, exhibit Langmuir isotherms for their sorption 
on clay minerals (Fig. 11.6b; Haderlein et al., 1996). These compounds can specifi- 
cally interact with sites on the mineral surface, and they show stronger binding as 
evidenced by enthalpies of sorption. Let us examine these cases one at a time. 

Partitioning of Apolar and Weakly Monopolar Compounds into the Region 
Near Mineral Surfaces 

Numerous investigators have reported sorption of apolar and weakly monopolar or- 
ganic compounds to mineral surfaces (Yaron et al., 1967; Bailey et al., 1968; 
Mills and Biggar, 1969a; Boucher and Lee, 1972; van Blade1 and Moreale, 1974; 
Schwarzenbach and Westall, 1981; Estes et al., 1988; Szecsody and Bales, 1989; 
Zhang et al., 1990; Backhus 1990; Schlautman and Morgan, 1994; Mader et al., 
1997; Hundal et al., 2001). Often the observations are made with natural solids, and 
so it is extremely difficult to eliminate all the natural organic matter that may be 
present. For example, Hundal et al. (2001) used natural samples of montmorillonites 
to assess the sorption of phenanthrene to such high-surface-area fines, and they care- 
fully quantified thef,, values of those clays to all be near 0.001. Given phenan- 
threne’s Ki,, of lo4., L . kg-loc, their observed Kid values between 10 and 40 L . kg-’ 
solid were close to the product,foc K,, = 20 L . kg-’ solid. Nonetheless, investigators 
like Mader et al. (1997) have observed significantly retarded transport of several 
aromatic compounds by water flowing through laboratory columns packed with syn- 
thetic (and hence organic-carbon-free) hematite (a-Fe,O,) or corundum (a-Al,O,). 
Kid values for many substances on a variety of inorganic solids have magnitudes 
between 0.1 and 100 L. kg-’ solid, with larger values found for less-water-soluble 
compounds and higher-surface-area solids. Clearly some mechanism acts to affili- 
ate, even if only in a limited way, such organic chemicals with inorganic media un- 
der environmental conditions. 

Adsorption of nonionic organic compounds to hydrophilic inorganic surfaces sub- 
merged in water would require these organic sorbates to displace water molecules 
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already adhering to the polar surface. Since apolar and weakly monopolar organic 
compounds do not hydrogen bond substantially (a, and Di values for such com- 
pounds are low or even zero), these organic sorbates cannot interact with polar sur- 
faces as effectively as water can. Hence, surface adsorption from water to hl ly  wa- 
ter-wet hydrophilic solids probably does not explain the sorption of apolar and 
monopolar organic compounds to minerals (recall Fig. 1 1.1 b). 

Two alternative explanations have been suggested which are both quite speculative. 
First, portions of mineral surfaces of intermediate polarity (e.g., siloxane regions, 
-Si-0-Si-) may permit some exchange of polar water and nonpolar organic 
sorbates (Hundal et al., 2001). Such surfaces occur in minerals like the faces of 
aluminosilicates. However, amorphous solids like silica (-Si-OH) and alumina 
(-A1-OH) have very hydrophilic exteriors when these inorganic materials are sus- 
pended in water. Yet these amorphous materials still clearly show sorption of apolar 
substances (e.g., Mills and Biggar, 1969a; Schwarzenbach and Westall, 198 1; Estes 
et al., 1988; Szecsody and Bales, 1989; Farrell et al., 1999). 

Another possibility is that organic sorbates partition from the bulk aqueous solution 
into the “special” water immediately adjacent to solid surfaces or filling the nano- 
meter-sized pores of these solids. Due to interactions with the solid as described in 
Section 11.2, water molecules near inorganic surfaces are more organized than 
corresponding molecules located in the bulk solution. Such surface-ordered water 
films, called vicinal water, may extend for nanometers away from the solid surface. 
The volume of this vicinal water per mass of sorbent is related to the intraparticle 
porosity and surface area. Consequently, the amount of such special near-surface 
water per mass of solid is greater for fine, porous silica (- 0.5 mL . g-’) than for 
quartzite sand (< 0.001 mL . g-’) and greater for expandable montmorillonite 
(- 0.5 mL . g-’) than for the two-layer clay kaolinite (< 0.02 mL. g-I). Such volumes 
may approach a millililer per gram in highly porous solids (Mikhail et al., 1968a, b; 
Ogram et al., 1985). In view of this concept of vicinal water, apolar and mono-polar 
compound sorption to inorganic solids may be best viewed as partitioning between 
relatively disorganized bulk water and this special volume of ordered water near the 
solid’s surface: 

(i )bulk water 4- n(HZo)vicmal * (i )vicinal water + n(H20)bulk ( 1 1 - 14) 

Note that such a conceptualization still requires a corresponding “desorption” of 
some number, n, of water molecules from the vicinal region to make a cavity near 
the solid surface in which i must fit. This solvent desorption process contributes an 
additional free energy term to the overall organic compound sorption process due to 
breaking of water:water interactions in this layer. 

While the exact sorption mechanism may not be clear, the available literature sug- 
gests the following generalizations. First, coarser particles (e.g., silica sand) exhibit 
less binding per mass of solid than corresponding finer particles made of the same 
material (e.g., porous silica). This is presumably due to the influence of increased 
solid surface area per mass of sorbent. Thus, values of sorption coefficients for min- 
erals (Kimin = Cimin/CiwElter) are more useful if they are normalized to the solid’s sur- 
face area rather than its mass. The second tendency we see is that for any 
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Figure 11.7 Apolar and slightly 
monopolar organic compound 
sorption coefficients, Kimin (L . m-*), 
observed for exchange between 
aluminum oxides and aqueous so- 
lutions plotted as a function of sor- 
bate hydrophobicity (as measured 
by K ~ ) :  apolar series of chloroben- 
zenes (squares, Schwarzenbach 
and Westall, 1981) and aromatic 
and chloroaromatic compounds 
(diamonds, Mader et al., 1997). 
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one sorbent, binding increases within a series of sorbates as a function of their hydro- 
phobicities (e.g., as reflected by aqueous activity coefficients). This can be seen in the 
data for various aromatic compounds binding to aluminum oxides (Fig. 1 1.7). 

Another clue as to the nature of nonionic compound binding to mineral surfaces 
comes from studies on the effect of temperature on this process. Increasing the sys- 
tem temperature resulted in diminished sorption (Mills and Biggar, 1969b; Boucher 
and Lee, 1972; van Blade1 and Moreale, 1974; Mader et al., 1997). This result shows 
that the overall process in these cases was exothermic. Since the dissolution of such 
nonpolar compounds in water is generally an endothermic process (recall Table 5.3), 
we may reasonably anticipate that some of this energy yield on mineral sorption 
came from the removal of those chemicals from aqueous solution. Indeed, in the 
studies noted above, after accounting for solution enthalpies, the remaining steps in 
mineral binding of nonpolar sorbates proved to be energetically neutral or even 
slightly endothermic. From these results it appears that strong molecu1e:surface 
interactions are not involved. 

In light of these observations, it appears that nonionic organic compounds of low 
polarity exhibit a weak tendency to partition from bulk aqueous solution into the 
region near mineral surfaces. Although uncertain, the mechanism may involve parti- 
tioning between two aqueous solvents: the bulk medium and the water film near the 
mineral surface (i.e., vicinal water), which may be energetically more favorable. If 
the tendency of sorbates to escape aqueous solutions is an important factor, as it 
appears from the very limited available data, we expect the free energy of sorption of 
neutral organic compounds to minerals to be inversely related to the free energy of 
aqueous dissolution of those same (liquid) chemicals. 

Using the limited empirical observations of the magnitudes of Kimin values, one may 
examine the question of when nonpolar chemical sorption to mineral surfaces from 
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aqueous solution dominates association with natural organic matter (i.e., AsurfKimin > 
f , ,  K,, in Eq. 9-16). Mineral surface sorption of nonpolar compounds starts to be- 
come important with respect to mass balance considerations whenf,, is below 0.001 
(Schwarzenbach and Westall, 1981: Banerjee et al., 1985). However, this “thresh- 
old” depends on the sorbate’s hydrophobicity (Karickhoff, 1984; Banerjee et al., 
1985) and the ratio of available inorganic surface area to organic content (Hassett et 
al., 1980; Means et al., 1980; Karickhoff, 1984). Competition between sorption to 
natural organic matter and to mineral surfaces is probably also a function of other 
soil or sediment properties. While we may not be able to predict such sorption yet, it 
is clear that the hydrophobic portions of organic chemicals prefer to escape bulk 
solution for the region near particle surfaces. This factor will also be important when 
we examine the sorption of organic compounds participating in ion exchanges. 

In sum, we do not yet know how to predict sorption of apolar and monopolar organic 
compounds to mineral surfaces submerged in water. If empirical results are available 
from structurally related compounds, parameters quantifying sorbate hydropho-bic- 
ity may help us anticipate the intensity of surface associations for new com-pounds 
in the same compound classes (i.e., interpolating data such as that shown in Fig. 
11.7). 

Surface Adsorption Due to Electron Donor-Acceptor Interactions 

Some nonionic organic compounds exhibit much stronger mineral surface affinities 
than we see for apolar and weakly monopolar compounds like chlorobenzenes and 
PAHs. In these cases, the organic sorbates are able to displace water from the miner- 
al surface and participate in fairly strong sorbate: sorbent intermolecular interac- 
tions. Example compounds include nitroaromatic compounds (NACs) such as the 
explosive, trinitrotoluene (TNT), or the herbicide, 2,4-dinitro-6-methyl-phenol, also 

NO2 called dinitro-o-cresol (DNOC). 

CTNT) 
trinitrotoluene 

Such NACs do not exhibit linear isotherms when they sorb under certain conditions 
with aluminosilicate clays (Fig. 11.6b; Haderlein and Schwarzenbach, 1993; Hader- 
lein et al., 1996). Rather they show saturation behavior indicating an association 
with specific sites on the solid surfaces. This specific site interaction is also indicat- 
ed by the observations of competitive effects among different NACs in sorption 
experiments. Further, the sorption enthalpies have been found to be much greater 
than excess enthalpies of aqueous solution of these sorbates (e.g., 4-methyl-2-nitro- 

there is a strong specific interaction of NACs with the aluminosilicate clay surfaces. 
phenol exhibits a sorption enthalpy of -41.7 kJ . mol-’). These data all indicate that 

NO2 

2,4-dinitro-6-methylphenol 

* O2 

(DNOC) 

Another important feature of this type of sorption is that the nature of the cations 
serving as the counterions on the faces of clays affects the intensity of NAC sorp- 
tion. These minerals bear a net negative charge in their interior due to iso-morphic 
substitutions (e.g., inclusion of a A13+ in place of a Si4+ in the crystal lattice). As a 
result, the clay’s exterior is covered by cations like potassium and sodium. NAC 
sorption is much greater when the clay has adsorbed potassium rather than calcium 
or sodium. This result has been interpreted to mean that the large hydrated ions of 
sodium and calcium can block NAC access to sites on a clay’s surface, while the 
much less hydrated potassium ions can serve as counterions without blocking NAC 
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Figure 11.8 Schematic representa- 
tion of the basal siloxane layer of a 
clay mineral in the presence of hy- 
drated exchangeable cations and 
adsorbed NACs. Adsorbed NACs 
(here 1,3,5-trinitrobenzene) form 
co-planar EDA complexes with 
weakly hydrated siloxane oxygens 
(adapted from Weissmahr et al. 
1997). 

access to the surface (Fig. 11 .8). 

Due to the strong electron-withdrawing nature of nitro substituents on aromatic 
rings (e.g., recall Hammett q values, Table 8.5; note that other electron-withdrawing 
substituents such as -C=N have a similar effect,Weissmahr et al., 1999), many 
NACs have a strong ability to attract electron-donating (ED) moieties toward the 
n-clouds of these aromatic compounds (i.e., the NACs are electron acceptors). Suit- 
ably electron-rich moieties exist at the siloxanes of aluminosilicate minerals. As 
long as these siloxane oxygens are not blocked by highly hydrated cations, NACs 
can form an electron donor-electron acceptor complex with the siloxane oxygens: 

NAC + (Si) > 0 : H 2 0  F==== (Si) > 0:NAC + H,O (11-15) 

and we define a thermodynamic equilibrium constant for such exchange: 

[(Si) > O:NAC] 
[(Si) > O:H201[NAC] 

KNAC,EDA / (L . mol-' sites) = (11-16) 

where this constant has the subscript EDA to remind us that it reflects electron do- 
nor-acceptor surface interactions and it has the units that result from the ratio, (mol 
NAC . kg-' solid) (mol sites. kg-' solid)-' (mol NAC . L-')-'. 

Values of KNAC,EDA have been measured for a large number of NACs (Table 11.2; 
Haderlein et al. 1996). Generally, the values increase as more electron-withdrawing 
nitro substituents occur on a sorbate (e.g., compare 4-nitrotoluene at 820 vs. 2,4- 
dinitrotoluene at 120,000 vs. 2,4,6-trinitrotoluene at 300,000). Also ring substituents 
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Table 11.2 Adsorption of Nonionic Nitroaromatic Compounds (NACs) to 
Aluminosilicate Clays: (a) Surface Area Factors, fsaf, for Different Clays Expres- 
sing Maximum Sorption Sites Relative to Kaolinite, and (b) KNAC,EDA Values 
(L . mol-’sites) Measured for Several NACs on K+-Kaolinite Allowing Estimates 
of KNACd Values Due to Electron Donor-Acceptor Interactions (Eq. 1 1-20) 

(a)  Aluminosilicate Clay Surface Area Factor (fsaf) 

Kaolinite 1 
Illite 6 
Montmorillonite 12 

(b) Compound 
KNAC, EDA 

(L . m o P  sites) a 

Nitrobenzene 
1,2-Dinitrobenzene 
1,4-Dinitrobenzene 

2-Nitrotoluene 
3-Nitrotoluene 
4-Nitrotoluene 
2,4-Dinitrotoluene 
2,6-Dinitrotoluene 
2,4,6 -Trinitrotoluene (TNT) 

2-Amine-4,6-dinitrotoluene 
4-Amino-2,6-dinitrotoluene 
2,6-Diamino-4-nitrotoluene 

2,4-Dinitro-6-methyl-phenol (DNOC) 
2,4-Dinitro-6-sec-butyl-phenol (Dinoseb) 

100 
70 

3 1,000 

50 
420 
820 

120,000 
1,700 

300,000 

50,000 
1,800 

180 

450,000 
1,100 

a Data from Haderlein et al. (1996). 

that prevent close approach of the ring system to the siloxane face (e.g., sec-butyl in 
Dinoseb) strongly lower the value of the KNAC,EDA. The extent of complexation with 
any particular clay mineral also depends on the abundance of siloxane sites per mass 
of clay. This surface area factor is greatest for an expandable clay like montmorillo- 
nite (about 12 times more than kaolinite), intermediate for a nonexpandable three- 
layer clay like illite (about 6 times more than kaolinite), and least for a two-layer 
clay like kaolinite. 

Recognizing that [total sites] = [(Si) > O:NAC] + [(Si) > O:H20)], we can eliminate 
the term [(Si) > O:H20] in Eq. 11-16, and after rearranging find: 

[total sites]. KNAC,EDA . [NAC] 

1 + KNAC,EDA “ACI 
[(Si) > O:NAC] = (1 1- 17) 
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In most aquatic systems where Na', K', Mg2+, and Ca2+ serve as the predominant 
cations, it is only the fraction of siloxane surface covered by potassium counterions 
that proves to be accessible to NACs. Hence, for natural solids in the real world, the 
total available sites for such EDA interactions can be approximated by the product: 

[total sites] =fclay .fK+clay .fsaf. (6 x mol sites. kg-* K+-kaolinite) (1 1- 19) 

where fcla,, is the clay mineral (not clay size) content of the solids (kg clay. kg-' 
solid) 

fK+clay is the fraction of cationic counterion charges contributed by weakly 
hydrated cations like potassium (kg K'-clay . kg-' clay) 

fsaf is the average surface area factor reflecting the ratio of siloxane sur- 
face availability of the clay minerals present versus kaolinite 

6 x mol sites. kg-' K+-kaolinite is the typical value for the maximum site 
density on kaolinite 

Finally, combining the expression for the total sites with Eq. 11 -1 8, we have: 

Note that for simplicity we assume thatfK+clay and KNAC,d are linearly related, which 
is not necessarily the case (see Weissmahr et al., 1999). Eq. 11-20 indicates that 
KNACd is constant at low concentrations (i.e., [NAC] << l/KNAC,EDA) and declines at 
higher levels. Now one may use insights on the clay mineralogy of natural solids and 
the cationic composition of aqueous solutions in which they are bathed to estimate 
the sorption of NACs (see Illustrative Example 11.4). Often this sorption mechanism 
is even more important than absorption to NOM for NACs with fairly large KNAC,EDA 
values (Weissmahr et al., 1999). Finally, we should note that when present in mix- 
tures, competition for sites between different NACs may strongly influence the 
transport of these contaminants (Fesch et al., 1998). 

Illustrative Example 11.4 Estimating the Retardation of Trinitrotoluene Transport in Groundwater 

Problem 

Due to past munitions production and use, the explosive NAC, trinitrotoluene 
(TNT), occurs in a ground water at 0.1 pM. You need to evaluate this compound's 
mobility in this oxic aquifer knowing it has the characteristics shown below. 

Mineralogy: 

Density of aquifer material: ps = 2.6 kg L-' 

75% quartz, 20% feldspar, 5% illite, 0.2% organic 
matter (NOM) 
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NO, 

trinitrotoluene 
(TNT) 

Aquifer porosity: @ =  0.31 

Groundwater composition: pH = 7.1, "a+] = 0.5 mM, [K'] = 0.04 mM, 

What retardation factor do you estimate? 

[Ca2] = 1.3 mM, [Cl-] = 1.5 mM, [ HCO;] = 1.6 mM 

Answer 

The retardation of subsurface transport of TNT arises from this compound's absorp- 
tion into NOM and adsorption onto mineral siloxane surfaces covered with weakly 
hydrated cations like potassium (but not sodium and calcium). While components of 
feldspars exhibit some siloxane surfaces, here we anticipate that most of the silox- 
anes occur in the aluminosilicate clay minerals (e.g., illite) because these particles 
have such high specific surface areas (Table 11.3). Hence, the total KmTd for TNT 
may be found at this site: 

The Kjow of TNT is (Haderlein et al., 1996). Looking at Table 9.2, you see that 
nitroaromatic compounds are not included in any of the compound classes listed. 
But you also note that the log Ki,, - log K,,, relationships of substituted aromatic 
compounds have slopes between 0.7 and 1.0 and intercepts near 0. Hence, you esti- 
mate the log Kioc of TNT: 

log KmToc - (0.7 to 1.0) log KmTow = 1.3 to 1.9 

and with& of 0.001, this impliesf,JTmToc is only 0.02 to 0.08 L . kg-'. 

Adsorption to the K+-covered siloxane surfaces of the clay, illite, can be estimated 
using Eq. 11-20. KmT,IIDA is 300,000 L -mol-' and the surface area factor, fsaf, for 
illite is 6 (Table 11.2). Since the ground water contains so much calcium relative to 
potassium (30: l), only a very small fraction of the cation exchange sites on the illite 
are covered with weakly hydrated potassium ions; you assurnefKfclay is about 0.0 1. 
Thus, you estimate: 

KmTd,illitez (0.05)(0.01)(6)(6 X 10-3)(300,000)/[1 + (300,000)(1 X M)] E 5 L - kg-' 

This result is much larger than the value ofLC - KmToc, so you realize that the EDA 
interaction with the aquifer clay dominates sorption of TNT in this case. Finally, to 
estimate TNT's retardation factor, RmT (=ffiTw; see Eq. 9-12): 

(1-0.31) 
~ N T  = 1 + ps %!! KTNT~ = 1 + (2.6) - 5  G 30 

(0.31) @ 
This result implies that the TNT will move through the subsurface at a rate that is 
1/30 the rate of the grolundwater velocity. You also note that if the TNT concentra- 
tions anywhere in the plume are above 1 x M, then the KmTd,i,lite would be 
smaller (second term in the denominator of Eq. 11-20 won't be negligible) and the 
retardation factor will correspondingly decrease. 
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Adsorption of Ionized Organic Compounds from Aqueous 
Solutions to Charged Mineral Surfaces 

Now we consider organic compounds that exhibit at least one ionic group in their 
structure (e.g., -COO-, -NHf , -SO;). These charged organic compounds can occur 
in two regions: dissolved in the water layer immediately adjacent to the surface (Fig. 
11. Id) or actually bonded to the surface (Fig. 1 1.1 e) .  Much of the work on this topic 
has been performed by investigators interested in surfactants, since the inclusion of 
a charged moiety on an otherwise nonpolar chemical skeleton renders the resultant 
compound amphiphilic (one part liking water, the other part liking apolar media) and 
capable of participating in many interesting interfacial phenomena. Also, much 
progress in this topic has been made by researchers studying inorganic surfaces (e.g., 
metal oxides) and how these minerals are affected by organic ligands (compounds 
that bind metals; from the Latin ligare: to bind). 

Experiments often, but not always, show that the sorption isotherms for charged 
organic sorbates interacting with natural solids are nonlinear (Fig. 11.9). Said another 
way, the solid-water distribution ratio may change markedly as a function of the 
sorbate's own dissolved concentration. The extent of solid association of charged 
organic compounds also varies as a function of factors like solution pH, since this 
property governs both the presence of charges on mineral surfaces and the fraction 
of sorbate in an ionized form (Section 9.5). Solution ionic strength and ionic compo- 
sition also affect the sorption of charged organic chemicals, especially if inorganic 
ions compete with organic ones for binding sites. The mineral composition of the 
sorbent is also a key factor since the charge density on a given solid is dependent on 
that material's particular responses to the surrounding conditions. Due to the com- 
bined effects of all of these factors, apriori estimation of charged organic chemical 
sorption to natural soils and sediments is more difficult than for neutral organic com- 
pounds where everything is often reducible to a few key factors (e.g., Kim andLC). In 
the following sections, we examine in more detail the nature of the interactions of 
charged molecules with charged surfaces and discuss how we estimate the extent of 
such (ad)sorption. But first, we consider the mechanisms that control the presence of 
surface charges, oSurf ex, on solids in water. 

Charging of Mineral Surfaces in Water 

Almost all mineral particles in natural waters are charged. Owing to ionizable sur- 
face groups, virtually every solid presents a charged surface to the aqueous solution. 
If this surface charge is of opposite sign to that exhibited by an organic functional 
group, then there will be an electrostatic attraction between the organic sorbate in the 
bulk solution and the particle surface. This is the same interaction force drawing 
inorganic counterions like Na' and Ca2+ near a negatively charged surface in water. 
And so the organic ions will accumulate in the thin film of water surrounding the 
particle as part of the population of charges in solution balancing the charges on the 
solid surface (Fig. 1 1.10). Conversely, organic molecules with charges of like sign at 
the surface will be repulsed from the near-surface water. These electrostatic effects 
act similarly for all charged sorbates. 
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(4 

Figure 11.9 Sorption isotherms for 
some charged organic compounds 
interacting with natural solids: (a)  
quinolinium cation on a subsoil of 
f,, = 0.024 and cation exchange ca- 
pacity of 84 mmol/kg (Zachara et 
al., 1986), (b)  anilinium cation on a 
surface soil withf,, = 0.013 and 
cation exchange capacity of 112 
mmol/kg (Lee et al., 1997), and (c )  
sorption of 4-(2,4-dichloro-phe- 
noxy)-butyrate anion on a sedi- 
ment with f,, = 0.015 and unknown 
anion exchange capacity (Jafvert, 
1990). 

Kid = 29 L. kg-' 
400 

1 f-- Kid = 100 
100 

0 I I I I I L  

0 10 20 

Ciw(pmol. L-1) 
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r m 80 
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Figure 11.10 A positively charged 
oxide particle in water attracts an- 
ionic species including organic 
ones (e.g., i - )  to the near-surface 
water. Some of these anionic spe- 
cies may also react with the sur- 
face, displacing other ligands (e.g., 
H,O or OH-), to form surface- 
bound sorbate. M in the solid refers 
to atoms like Si, Al, or Fe. 

"sorbed" "dissolved" 

r 

\ 

Na+ CI- ' 

A 

charged surface- corn- co-ion water double layer organic inorganic 
surface bound peting fo r i  counterion ion in ion in 
group organic ion (enriched in solution solution 

sorbate species of 
opposite charge 
to that of surface) 

To evaluate the importance of charge-derived interactions, we need to know how 
many charges are on the surfaces of solids (i.e., qurfex in mol charges rn-,). The 
adjacent surficial layer of water must contain an excess of ions called counter- 
ions (e.g., C1- and i- in Fig. 11.10) that carry charge equal in magnitude and opposite 
in sign to that exhibited by the particle surface. The thickness of this ion-rich 
water layer, which is sometimes called the diffuse double layer, varies inversely 
with the ionic strength of the solution. The ed-characteristic thickness is given by 
0.28 x nm, where l i s  the solution's ionic strength in molar units (Morel, 1983). 
For typical ionic compositions of natural waters to 0.5 M), this means that 
most [i.e., (1-e-') 100% = 63%] of the counterions are packed into a layer of water 
between 0.3 and 10 nm thick, and nearly all [i.e., (l-e-3) 100% = 95%] are within 
1-30 nm of the surface. It is worth noting that this range is very similar to the 
1-10 nm range postulated to reflect ordered vicinal water (Drost-Hansen, 1969); 
thus, this is indeed a very special microscopic water environment. 

The amount of charges on particle surfaces depends on the mineralogy of the solid 
and the nature of the aqueous solution in which it occurs. Several important kinds of 
surfaces are common in the environment (Table 11.3). Here we especially consider: 
(1) oxides or oxyhydroxides, (2) alumino-silicates or clay minerals, and (3) natural 
organic matter and other solids like carbonates. 

Oxides/Oxyhydroxides. For natural solids that are oxides or oxyhydroxides (e.g., 
quartz, SiO,; goethite, a-FeOOH; gibbsite, Al(OH),), their water-wet surface is 
covered by hydroxyl groups (recall Fig. 11.2). These hydroxyl moieties can undergo 
proton-exchange reactions with the aqueous solution much like dissolved acids: 
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where =M refers to an atom like Si, Fe, or A1 in the particle surface. We may define 
acid-base equilibrium constants for those reactions (neglecting activity coefficients 
here): 

K,, = [rM-OH][H+] / [rM-OH;] (11-23) 

K,, = [rM-O-][H+] / [zM-OH] (1 1-24) 

These surface acid equilibrium constants differ from their solution counterparts in 
that they reflect both an intrinsic reactivity of the particular 0-H bond and an elec- 
trostatic free energy of moving H' to and from a charged surface: 

and: 

(1 1-25) 

(1 1-26) 

where z = +1 for the exchanging ion, H+ in this case 

F is the Farada.y constant (96,485 C .mol-') 

Y is the surface potential relative to the bulk solution (V or J . C-') 

R is the gas constant (8.3 1 J . mol-' K-I) 

T is the absolute temperature (K) 

At higher and higher pH's, Ybecomes less and less positive as reaction 1 1-2 1 pro- 
ceeds to the right and inore and more negative as reaction 11-22 continues to the 
right. This variation in surface charge buildup makes it increasingly more difficult to 
move H+ away from an increasingly negatively charged oxide surface as solution pH 
is increased. The magnitude of this effect is calculated with the exponential terms in 
Eqs. 11-25 and 11-26. 

It is also possible for some reactive inorganic species (e.g., Fe3+ or PO:-) to strongly 
bind to the surface. In such a case, these inorganic ions along with H+ and OH- are 
responsible for establishing the extent of charging on the solid surface. The combi- 
nation of ions responsible for this charge formation are called "potential (Y) deter- 
mining." For now, we neglect specific adsorption of inorganic ions and their effects 
on surface charge (e.g., see Dzombak and Morel, 1990, for examples of specific 
sorption and its associated impact on surface charge for ferrihydrite, Fe(OH),(s)). 

For the case at hand, it is easy to see that the amount of = MOH; and =MO- species 
on the solid surface control the surface's charge. The concentration of this charge, 
crSurfex (mol charges. m-2) can be estimated (neglecting other specifically sorbed spe- 
cies) by the difference between positive and negative site concentrations: 
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Ussurfex = [EM-OH;] - [EM-O-] (1 1-27) 

where the surface species concentrations are given in units of mol . m-2 of exposed 
surface. When these two surface species are present in equal concentrations, the 
surface exhibits zero net charge (also Y = 0); we call the solution pH that establishes 
this condition the pH of zero point of charge, or pH,,. This pH,, can be calculated if 
we know the intrinsic acidities of = MOH; and = MOH: 

(11-28) 

Substituting from Eqs. 11-23 to 11-26 and recalling Yzpc = 0, we have: 

[=M-OH] [H+],, / K:;t = K;;' [=M-OH] / [H+Izpc (11-29) 

Simplifying Eq. 11-29 allows us to relate pH,, and the intrinsic acidities of the sur- 
face: 

(11-30) 

pH,,, = 0.5 ( pK:q' + pK$ ) (1 1-3 1) 

Equation 11-3 1 shows that an oxyhydroxide's pH,,, is midway between the intrinsic 
pK,'s of its surface groups. Now, when the aqueous solution pH is below the pH,,,, 
we have the condition [EMOH:] > [=MO-], and the solid exhibits a net positive 
surface charge. Conversely, when we are above the solid's pHzpc, then [zMO-] > 
[=MOHi], the surface is negatively charged, and it becomes increasingly so at high- 
er pH. Note that at neutral pH values most surfaces present in natural systems exhibit 
a net negative charge due to such surface reactions plus adsorption of NOM. 

Our task now is to estimate the concentration of surface charge for solid oxides that 
interest us as a function of solid and solution properties. For cases in which H+ and 
OH- are potential-determining, such estimates can be done by solving for the abun- 
dances of the important surface species using two sets of information: (1) knowledge 
of the intrinsic acidities for the oxide of interest, and (2) the feedback relationship of 
surface potential on surface charge density. For a salt with cations and anions cany- 
ing the same charge (e.g., Na+ and C1- or Ca2+ and SO:-), this charge density, qsurfex 
= [ = MOH;] - [= MO-1, can be calculated (Stumm and Morgan, 1996, and as shown 
in Box 11.1). Figure 1 1.11 illustrates the results of such calculations on charge den- 
sity at pH's below and above an oxide's pH,,, for aqueous solutions of 
I =  0.001 and 0.5 M. 

These results may be understood with a specific example. If we were interested in 
amorphous iron oxide with apK:;t of 7 and of 9 (Table 11.3) and a surface 
hydroxyl concentration, [=MOH], of 2 x mol.m-2, we could estimate that this 
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Box 11.1 Estimating the Surface Charge ossurfex of Oxides when H+ and OH- are the 
Potential-Determining Ions (after Stumm and Morgan, 1996) 

osurfex(mol charges.mW2) = [= MOH';] - [- MO-] 
where 

[E MOH';] is the concentration of protonated surface sites (mol . m-2) 

[=MO-] is the concentration of deprotonated surface sites (mol - m-2) 

Using acidity relationships (Eqs. 1 1-23 through 11 -26) to substitute for the charged surface species: 

FyllRT - [- MOH] [H+]-' K:; . e int -1 -FvIRT 
osurfex = [= MOHI[H+I(K,, ) e 

where 

[EMOH] is the concentration of hydroxyl groups on the solid surface (mol . m-2), 

K$ and K.$f are the intrinsic acidity constants of the = MOH; and =MOH sites, respectively 

I,U is the surface potential (V = J - C-') 

R is the gas constant (8.31 J - K-' mol-I) 

T is the absolute temperature (K) 

F is the Faraday constant (96,485 C . mol-') 

The surface charge and surface potential are related: 

2 R T .  -1 
I+V = -smh 

zT 
where 

z is the valence of ions in the background electrolyte (e.g., NaC1, z = 1) 

E is the dielectric constant of water (7.2 x lo-'' C - V-' m-' at 25OC) 

l i s  the solution ionic strength (mol - L-l; is needed to convert L to m3) 

Substituting Eq. 11-33 into Eq.11-32 yields: 

(11-27) 

(1 1-32) 

(1 1-33) 

(1 1-34) 

For any oxide with particular K;Tt, K g t ,  and [=MOH] and any solution with specific pH, temperature, and ionic 
strength, Eq. 11-34 can be solved for ossurfex by trial and error (e.g., using a spreadsheet program). 
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Figure 11.11 Variation of surface 
charge on a solid oxide (25°C) due 
to protonation and deprotonation 
of surface hydroxyls (at 2 x 10" 
mol . m-') as a function of solution 
pH for (a) I =  0.5 M of a dissolved 
salt with both the cation and the 
anion exhibiting one charge (1:l 
electrolyte)and(b)Z=O.OOl M 1:l 
electrolyte. Note the breaks in the 
curves between unspecified values 
of pKZ' and pK2'. 

@ 100% - I Y - 1 e 1  
-4 -3 -2 -1 p K 2  pHzpc p K 2  +1 +2 +3 +4 

0.001 M 

solid would have about 5 x lo-' molmP2 of positive charges on its surface at pH 6 in 
freshwater o f I =  M (i.e., 4 0 %  as =MOHi in Fig. 11.11). In salty water of 
I= 0.5 M and pH = 6, the same solid would have about 6 x mol .mV2 of positive 
charges (i.e., -30% = MOH; in Fig. 11.11). If the solution pH was 7 instead of 6, the 
surface charge density would decrease by almost a factor of 3. It would not be until 
pH was increased to above 8 [pH,, = OS(7 + 9) = 81 that this particular iron oxide 
solid would start to show a net negative surface charge. 

Typically, surface charge densities in the range of 1 O4 to 1 0-' mol . m-' are seen for 
oxides (Table 11.3) at circumneutral pHs. This implies that lo4 to lo-' moles of 
counterions, including some charged organic molecules, will accumulate opposite 
each meter squared of surface area due to electrostatic attractions. This property of 
surfaces is often referred to as the solid's cation exchange capacity (CEC) or anion 
exchange capacity (AEC), depending whether the solid exhibits net negative or 
positive charging, respectively. Note again, this treatment neglects the influence of 
specifically sorbed ions which would neutralize some of this surface charge [e.g., 
Fe(OH)2f or HPOi- bound to the surface]. 

Aluminosilicate Clays. Clay minerals present a different case with regard to assess- 
ing their surface charge. These mixed aluminum oxides and silicon oxides (thus 
aluminosilicates) expose two kinds of surface to the external media, and therefore 
the same particles may exhibit both a CEC and an AEC at the same time (Table 
11.3). First, the edges of these flake-shaped minerals are somewhat like aluminum 
oxides in their behavior and respond to pH changes in solution much like pure alu- 
minum oxides (e.g., pH,, of kaolinite edge -7; Williams and Williams, 1978). The 
consequent anion exchange capacity observed empirically for clays is up to 0.1 
mol . kg-' for a wide variety of clays (Grim, 1968), but this value changes with solu- 
tion pH and ionic strength. In contrast, as we have discussed before, the faces of 
these platey particles have a "siloxane" structure (-Si-0-Si-) which does not leave 
free hydroxyl groups (-Si-OH) to participate in proton exchange reactions with the 
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bulk solution. Instead, the faces exhibit a charge due to cation substitutions for the 
aluminum or silicon atoms within the internal structure. These “isomorphic” substi- 
tutions involve cations of lower total positive charge (e.g., A13+ for Si4+ or Mg2+ for 
A13+). The result is a fixed and permanent charge deficiency that looks like a nega- 
tive surface charge to the surrounding solution. Empirical measures of this negative 
surface charge or CEC are made by assessing the maximum concentrations of weak- 
ly bound cations such as ammonium, NH; , that can be sorbed. Table 11.3 shows the 
results of such cation exchange capacity tests on three common clays, montmorillo- 
nite, illite, and kaolinite. Expandable three-layer clays like montmorillonite exhibit 
the highest CEC’s near 1 mol . kg-’ or 1.4 x 10” moles of charged sites per meter 
squared (assuming a specific surface area of 700 m2. g-’; Grim, 1968). On the other 
extreme, two-layer kaolinite clays exhibit the lowest CECs of about 0.1 mol.kg-’ 
(Grim, 1968). This is chiefly due to their greatly reduced specific surface areas com- 
pared to the expandable three-layer clays, since per unit area these kaolinites actual- 
ly have greater charge density, - 10 ’ mol .m-2. 

Particulate Nutural Organic Matter and Other Solids. Particulate natural organic 
matter may also contribute to the assemblage of charged sites of solids in water. This 
is mostly due to ionization reactions of carboxyl groups (-COOH), and at higher pH 
values, phenolic groups (aromatic ring -OH). Such acidic moieties have been found 
at about 1 to 10 mmol per gram of natural organic matter. Depending on the sur- 
rounding molecular environment, the carboxyl moieties exhibit pK,’s ranging from 
about 3 to 6. Consequently, the extent of charge buildup in the organic portion of 
natural particles will vary as a function of pH. 

Still other solid phases like carbonates are common in nature, and these materials 
also exhibit surface charging due to excess M2’ or COi- on the solid’s surface form- 
ing surface species like =MOC(O)O- (Table 11.3). Realizing there will almost al- 
ways be charges on particle surfaces submerged in water, we can now examine their 
impact with regard to sorbing ionized organic chemicals from solution. 

Conceptualization of the Ion Exchange Sorptive “Reactions”, Free Energies, 
and Equilibrium Constants 

Due to surface charging, an ion exchange “reaction” mechanism can occur and enable 
the accumulation of a mixture of ions in the near-surface water (e.g., exchanging i- for 
Cl- in Fig. 1 1.10). Since this water layer remains tightly associated with the solid, any 
organic ions that it includes appear “sorbed.” Further, it is sometimes possible for such 
ions to displace other ligands and bond to the solid surface. This chemisorption forms 
a second sorbed species that is distinct from like-structured organic ions dissolved in 
the near-szujace water (e.g., M-i # M-OH; plus i- nearby). Depending on the type of 
surface involved, the “13-” group and the charged moiety(ies) of the sorbate, and the 
ionic composition of the solution, one or both of these sorbed species may coexist in 
significant proportions (Stone et al., 1993). In this section, we will treat the ionic 
organic compound sorption when there is no bonding to the surface. Later (Section 
11.5), we will pick up the topic of surface reactions. 

When organic chemicak include structural components that are ionized, new inter- 
actions become important insofar as the forces attracting (or repulsing) these sor- 
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bates to solid surfaces iue concerned (Fig. 11.10). First, since most mineral surfaces 
in water are charged, there is an electrostatic interaction between any charged mole- 
cule and such water-wet solids. We will call this interaction energy AelectGi. Note that 
in the following discussion, i denotes a charged organic species (e.g., a deprotonat- 
ed acid, A-, or a protonated base, BH’). When the organic sorbate i (with charge zi ) 
and sorbent (with surfice potential !P) are oppositely charged, the electrostatic at- 
traction strongly promotes adsorption and has the magnitude: 

AelectGi = z iFY (11-35) 

where F is the Faraday constant and Y (in volts) is the electric potential difference 
between the bulk solutjon (assumed to be at zero potential) and the particle surface. 
Additionally, as we saw for nonionic organic compounds (Section 1 1.3), the hydro- 
phobic part of a sorbate’s structure encourages its transfer into the near-surface re- 
gion. This free energy contribution will be termed AhydrophobicGi. Together, these inter- 
actions promote an ion exchange “reaction” to occur (Fig. 11.10 shows exchange of 
two anions): 

i + comp.ion:surf i:surf + comp.ion (11-36) 

where i is the organic ion participating in the exchange, “surf’ represents the pres- 
ence of charged sites on the solid in water, “comp. ion” is the inorganic ion (in this 
case of the same charge) with which i competes, and the colons indicate surface 
association without bonding. 

The accumulation of sorbed organic ions relative to ion concentrations in the bulk 
solution is due to a free energy increment: 

&urfwaterGi = ziF + &ydrophobicGi (11-37) 

(1 1-38) = - RTln ([i:surfl / [i]) 

(11-39) 

where Kid ex (L . kg ’) IS the sorbed-to-dissolved distribution ratio of the ionic or- 
ganic compound accuniulated due to ion exchange, and we note that we have substi- 
tuted chemical concentrations for chemical activities. 

Since the displacernent of the competing ion results in the “recovery” of its own 
AelectGcomp the overall exchange process involves a free energy change (indicated 
by subscript, ex): 

hs~rfwater,exC;~ -= (ziF + AhydrophobicGi) - zcomp ion F Y  (1 1-40) 

(1 1-41) - 
I 

- AhydrophobicGi 

- - RT In ([i:surfl[comp.ion]l[i][comp.ion:surfl) (11-42) 

= - RT In K,,, (11-43) 

assuming the two competing ions approach the charged surface to the same extent 
on average (surface polential varies with distance from the solid surface). Note that 
K,,, (dimensionless) f (L. kg-’), but rather: 
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Kiex Kid ex / Kcornp.ion d ex ( 1 1-44) 

Due to the hydrophobic free energy advantage of the organic sorbate, more i can 
accumulate in the near-surface water than the competing inorganic ions it displaces! 
However, electroneutrality requires no net charge buildup in this region. So this ad- 
ditional sorption energy requires the cotransfer of a “co-ion” of opposite charge to i 
(e.g., Na’ combined with i- in Fig. 1 I .  10). This situation is expressed with a charge 
balance equation for the near-surface region: 

[comp.ion:surfl + [i:surfl = surface exchange capacity + [co-ion:surfl (1 1-45) 

where [comp.ion:surfl is the concentration of competing counterions (mol . kg-’) 

“surface exchange capacity” (i.e., CEC or AEC) is the concentration of 
charges on the surface of the solid (mol sites. kg-’) 

[co-ion:surfl represents the co-ions of opposite charge to i that are present 
near the surface 

Since the transfer of these oppositely charged co-ions against the electrostatic poten- 
tial requires -zPY (note that z ~ ~ - ~ ~ ~  = -zi), accumulation in the near surface water is 
given (focusing on the monovalent case here): 

where [co-ion:surfl* is the concentration normalized per volume of near-surface 
water and taking the co-ion to be a monovalent, positively charged ion here. To 
convert this to the concentration per mass of solid sorbent, we need to multiply this 
result by the volume of near-surface water per mass of solid, I/vic (L . kg-’): 

[co-ion:surfl = V,ic[co-ion:surfl * = ~jc[CO-iOn]eXp(Ah,d~,,hobicGi/~T) 

= Kiex Vvic [co-ion] 
(11-47) 

The size of Vvic may be estimated using knowledge of a solid’s specific surface area, 
Asurn and the e-’ thickness of the diffuse double layer (recall thickness estimated 
using 0.28 x 14.5 nm). Assuming this thickness ranges from 0.3 to 10 nm and the 
specific surface areas of natural solids range from 1 (reported for some aquifer sol- 
ids, Schwarzenbach and Westall, 1981) to 700 m2 g-’ for a finely dispersed clay 
(Table 11.3), we see that Vvic may range from less than 0.001 L . kg-’ for sandy mate- 
rials in a salty environment to about 1 L . kg-’ when ionic strength is low and parti- 
cles have high specific surface areas. 

Ion Exchange of Organic Cations 

Now we can completely evaluate the extent of organic ion accumulation as dis- 
solved ions in the near-surface water adjacent to a charged particle’s surface (i.e., 
[i:surfl) using a combination of equations like Eqs. 11-36,45, and 47. We will illus- 
trate this by considering ion exchange of organic cations (i = BH’). Specific expres- 
sions for [i:surfl or the corresponding distribution ratio, Kid ex, quantifying this sur- 
face concentration relative to its corresponding bulk solution concentration are 
derived in Box 11.2 for the cases of protonated organic bases (BH’) competing with 
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Box 11.2 General Derivation of Ion Exchange Isotherms for Cationic Organic Compound (i = BH'). 
Competing with Monovalent, M+ (e.g., Na+ or K') Inorganic Cations, for Cation Exchange 
Capacity (CEC), from Solution Containing Monovalent Co-Ion (e.g., C1-). 

1. "Sorption reactions" and associated equilibrium: 

monovalent ion, M+, exchange i + M:surf i M+ + i:surf (11-48) 

equilibrium constant: [i:surfl[M']/[i][M:surfl = eXP(-~hydrop~obicGj/ RT) = Kie, (11-49) 

where concentrations are used in place of activities. 

coexchange ofpair into volume of water near surface, i + co-ion S i:surf + co-ionsurf (11-50) 

Anion accumulation against electrostatic repulsion must balance hydrophobic forces attracting "extra" i to the 
surface water volume (here called Vvic in L - kg-'): 

([i:surfl/[i])exce,, = [co-ion:surfl/[co-ion] = Vvic exp(-AhydrophobicGi/ RT) = Vvic Kiex (11-51) 

so: 
[co-ion:surfl = Vvic K,, [co-ion] (11-52) 

2. Sum of cations must equal cation exchange capacity (CEC) plus any anions near surface: 

[i:surfl + [M:surfl = CEC + [co-ion:surfl (11-53) 

substituting for [M:surfl in Eq. 11-49 and using Eqs. 11-51 and 11-53: 

[i:surfl[M'] 
(11-54) 

Kiex = [i](CEC+VvicKiex[co-ion]-[i:surfl) 
and rearranging: 

[il 
(CEC + Vvic K,, [ co - ion])Kie, 

[ i:surfl = 
[M'I + K,,,[iI 

(11-55) 

This result indicates a hyperbolic dependency of [i:surfl on [i] when CEC >> Vvic Kiex [co-ion] (i.e., a Langmuir type 
isotherm, Section 9.2). 

At low concentrations of [i], this implies: 

[i:surfl - (CEC + VvicKiex[co - ion])Kiex 
Kidex = - - - 

[il [M'I (11-56) 

monovalent inorganic cations (M'). 

Now we can estimate the concentrations of organic ions in the near-surface water as 
we change the concentration of the dissolved species (Fig. 11.12~). At low organic 
cation concentrations (i.e., Kiex[i] << [M'], the bound-to-dissolved ratio is constant: 
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CH,- CH,-NH,+ 

ethyl ammonium 
(EN 

Kidex = ((CEC + V,i,[co-ion]Kiex) Kiex) / [comp.ion] 
(11-57) 

= constant for low [i] 

At “high” levels of i (i.e., [M’] << Kiex[i]), Eq. 11-55 indicates that the organic coun- 
terion concentrations must asymptotically approach a constant value set by the total 
surface charge density (the cation exchange capacity of the clay) as long as CEC >> 
VVic[co-ion]Kiex : 

[i:surfJ = (CEC) for high [ i ]  (11-58) 

However, if the value of the product, V,i,[c~-ion]Kiex, is large (see below) such as 
occurs when the R group of the organic ion causes Kiex to be large, then the sorbed 
ion concentration does not level off at this CEC threshold! 

Let us complete this theoretical treatment by considering some observations of a 
small organic cation, ethyl ammonium (i = EA, pKi, - lo), associating with a single 
type of solid surface, Na-montmorillonite, suspended in M NaCl aqueous solu- 
tion (Cowan and White, 1958). These workers measured the CEC (= ossurfex of 
their clay sorbent to be nearly 1 mol . kg-’ (recall that this surface charge is not sensi- 
tive to solution ionic strength like the oxides, since it arises principally from isomor- 
phic substitutions). The ionic strength implies that the double layer thickness is 
about 3 nm; and so combined with the large specific surface area for montmorillo- 
nite near 7 x lo5 m2 kg-’ (Table 11.3), we expect Vvic to be about 1 L . kg-’ in this case. 
We do not need to consider bond formation of the EA ion with the clay surface 
because this substance cannot react with montmorillonite surface moieties. Nor 
must we be concerned with neutral amine absorption into particulate organic matter 
in this case, since we have chosen solids that lack this phase. 

Before any EA was added to the montmorillonite suspension, the negative surface 
charges on the surface of the clay were balanced by an excess of hydrated sodium 
cations relative to hydrated chloride ions accumulated in the thin film of water sur- 
rounding the particles. When a small quantity of EA was added to the suspension 
(insuficient to change the ionic strength), an ion exchange reaction occurred, result- 
ing in some of the EA ions exchanging with Na’ counterions near the solid’s surface. 
This ion exchange can be expressed (Eq. 11-36; note that we denote the positively 
charged species as EA): 

EA + Na:surf .;= EA:surf + Na’ (11-59) 

where again the colons in the bound reactant and product shown indicate association 
without bond formation. At pHs << 10 we can neglect the neutral species, 
CH,CH,NH,, because the positively charged species is much more abundant than its 
neutral conjugate base. Assuming that the aqueous activity coefficients cancel 
( y k ~  = yk,+) and assuming that yEA:snfi~ yNaIsurf, we use concentrations and define an 
overall ion exchange coefficient: 

KEAex = [EA:surfl[Na+] / [EA][Na:surfl (1 1-60) 
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and an ethyl ammonium ion solid-water distribution ratio: 

&Adex = [EA:surface] / [EA] (11-61) 

Using the derivation in Box 11.2 with i = EA, M+ = Na+ and co-ion = Cl-, we find 
that the sorbed EA concentration depends on the dissolved EA: 

where [EA:surfl represents the sorbed concentration (mol . kg-') 

[EA] 

CEC 

[Cl-] 

is the dissolved concentration (mol . L-') 

= osu~exAsurf is the cation exchange capacity of the clay (mol . kg-') 

is the concentration of the co-ion that may partition into the near- 
surface water to balance excess EA there (ie., > CEC) (mo1.L-') 

KEAex is the equilibrium constant for this ion exchange between monova- 
lent organic and inorganic ions (-) 

"a+] is the concentration of the competing monovalent cation, (mol .L-') 

In this expression, we see the important factors dictating the extent of this accumula- 
tion of organic ions near the charged particle surface. First, as the intensity of parti- 
cle charging is increased (i.e., greater CEC), then the extent of sorption grows. Fur- 
ther, assuming KEAex is near l for EA since its R group is not very hydrophobic, in 
this case CEC (= 960 mmol kg-') >> Vvic[C1-] KEA ex (= (1 L . kg-')( 10 mmol . L-')( 1) 
= 10 mmol-kg-I). Consequently, we expect EA's isotherm to asymptotically ap- 
proach the clays' CEC and not exceed this sorption limit. 

These theoretical expectations correspond nicely to the data. The observed isotherm 
can be fit with KEAex = 2 (Fig. 11.12b). Since KEAex = 1 would imply no preference 
between the sodium and the ethyl ammonium ions, this fit value of KEAex indicates 
only a little selection of the organic cation over the sodium ion, presumably because 
of a little hydrophobicity of the ethyl substituent. As expected, at elevated organic 
sorbate levels, the bound-versus-dissolved distribution ratio (&Adex) actually de- 
clines, and the isotherm is hyperbolic (Fig. 11.12b). We also deduce that for EA 
concentrations less than about M (i.e., less than the Na' concentration), we have 
a constant &Adex of about 200 (mol . kg-')/(mol .I,-') based on expression 11 -62 with 
CEC of 0.96 mol. kg-', KEAex of 2, and [Na"] of 0.01 mol .L-'. With the ionic strength 
of M, the characteristic length of the diffuse double layer is about 3 nm; togeth- 
er with an estimate of this montmorillonite's surface area (- 700 m2.g), we can 
calculate that this distribution ratio corresponds to about 60 (mol . L" near surface 
water) (mol. L-' bulk water)-'. Clearly, the electrostatic attraction of the negatively 
charged clay face for the organic cation is concentrating ethyl ammonium ions in the 
water near the particles. Such near-surface accumulation amounts to "sorption" be- 
cause the water of the diffuse double layerhicinal water layer does not move relative 
to the solid. 

The remaining issue involves assessing the impact of the hydrophobicity of the R 
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Illustrative Example 11.5 Transport of Di-Isopropanol-Amine (DIPA) in Groundwater from a Sour Gas 
Processing Plant 

Problem 

Di-isopropanol-amine (DIPA) is used to remove hydrogen sulfide from natural 
gas supplies (Goar, 1971). Unfortunately, this compound has been found as 
a groundwater contaminant at a total concentration of about 1 mM levels 
near such a sour gas processing plant. Consider an aquifer with the following 
characteristics : 

Mineralogy: 70% quartz, 5% calcite, 25% montmorillonite, 
0.2% organic matter (NOM) 

Cation exchange capacity: CEC = 90 mmol - kg-' 

Density of aquifer material: ps = 2.6 kg 0 L-' 

Total aquifer porosity: 

Groundwater composition: pH = 8.0, "a+] = 20 mM; [Ca"] = 1 mM; 

@I = 0.40 

[Cl-] = 20 mM; [ HCO;] = 1 mM. 

Estimate the retardation factor for DIPA in this aquifer. 

OH H OH At pH 8, DIPA mostly exists as a cation (DIPAH'): 
di-isopropanol-amine 

(DIPA) 

PK D1pp.w a = 8.88 

Since the neutral compound is very polar, you do not expect it to be extensively 
absorbed into natural organic matter. Hence, you consider cation exchange to be the 
major sorption mechanism. Therefore: 

KDIPAd aDIPAH+a ' KDIPAH+d ex (1) 

Considering the groundwater composition, you assume that DIPAH' is mostly com- 
peting with monovalent Na'. In this case, use Eq. 11-55 (Box 11.2) to solve for 
KDIPAH+d ex: 

Assuming that there is no preference for DIPAH' versus Na' since the compound is 
quite hydrophilic, then KDIpAH+ex is about 1. Also taking Vvic to be about 0.01 L - kg-I, 
then CEC = 90 mmol - kg-' is much larger than Vvic KDIpAH+ex [Cl-] 3 0.2 mmol - kg-'. 
Simplifying, you estimate: 

(90 mm01. kg-')(l) 
= 4.3 L . kg-' - 

KDIPAHCdex - (20 mmol . L-' ) + (1)( 1 m o l  . L-' ) 
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Insertion of this value together with a,,,,+ into Eq. 1 yields: 

KDIpAd = (0.88)(4.3) = 3.8 L * kg-’ 

(Note that laboratory observations by Luther et al. (1998) find a KDIpAd value of 
about 3 L - kg-‘ for such a case.) 

The retardation factor is then calculated as (see Illustrative Example 11.4): 

(1 - 0.4) 
= 1 + (2.6) (3.8) G 16 

(0.4) 

al., 1984). Further, above about eight carbons in the chain, the extent of binding 
could far exceed the clay 5 cation exchange capacity and the isotherms no longer 
conform to the Langmuir model. These observations imply another sorption mecha- 
nism must be occurring simultaneously with the simple exchange of one charged ion 
for another. 

Such effects are very likely due to the increasing hydrophobicity of the R groups 
involved. By favoring chemical partitioning to the near surface from the bulk solu- 
tion, hydrophobic effects augment the electrostatic forces and thereby enhance the 
tendency of the sorbates to collect near the particle surface (Somasundaran et al., 
1984). Presumably this “extra” transfer occurs because the hydrophobic portion of 
the organic ion prefers to escape the bulk water and move into the near-surface water 
more than the co-ion (Cl- in the case of the alkyl ammonium ions) is electrostatically 
inhibited from entering this layer. Such partitioning of co-ions from aqueous solu- 
tion into organic solvents has also been observed (Jafvert et al., 1990). Thus, we 
anticipate little differences in sorption for organic chemicals due to moieties of like 
charge (e.g., -COO-vs. -SOi) if they do not react with the surface since the electro- 
static attraction to a surface is fairly nonselective; but we do expect substantial vari- 
ations between sorbates if they differ in the hydrophobicity of their nonpolar parts. 

Recognizing the need to maintain electroneutrality near the solid’s surface, a second 
exchange process has been postulated (Brownawell et al., 1990). The excessive accu- 
mulation (relative to the surface CEC) of large R-substituted ions implies a mecha- 
nism in which organic ions, together with oppositely charged inorganic co-ions nec- 
essary to maintain electroneutrality, partition into the medium adjacent to charged 
particles (Fig. 11.10). This means, in the case of the sorption of the alkyl ammonium 
ions to Na-montmorillonite shown in Fig. 11.13, the charge balance equation in the 
near-surface region must be (after Eq. 11 -45 or 1 1-53): 

RNH,:surf+Na:surf = CEC + C1:surf (1 1-63) 

This model explains why the total sorbed concentrations of organic ions can exceed 
the solid’s CEC (Fig. 11.13) and why the isotherms of all the alkyl amines are not 
well fit with a series of simple Langmuir isotherms. 

If the nonpolar portion of the organic cation is not very hydrophobic, then the Lang- 
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Figure 11.13 Adsorption isotherms 
for a series of alkyl ammonium 
compounds on sodium montmoril- 
lonite (adapted from Cowan and 
White. 1958). The horizontal 
dashed line indicates the cation ex- 
change capacity of the clay. 
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muir ion exchange process will predominate and the combined result will appear 
near-hyperbolic (e.g., butyl ammonium in Fig 11.13). However, if the extra ex- 
change process predominates because the hydrophobicity of R is great, the isotherm 
will appear almost linear (e.g., decyl ammonium in Fig. 11.13). Finally, if both pro- 
cesses are important, a much more complex isotherm is possible (recall Eq. 11-55). 
Obviously, the shape of the isotherm that an experimentalist would see depends on 
the range of dissolved concentrations utilized and the combination of parameters 
that apply in each case. 

To provide an estimate of constants, Kiex, suitable for use in Eq. 11-55, let us try to 
isolate the contribution of the sorbate’s hydrophobicity using some available data. 
For the alkyl ammonium ions exchanging with sodium cations in the data of Cowan 
and White (1958), we have (see Eqs. 11-37 to 11-44): 

where i = RNH:, and: 

Kid = exp [(-ziF y- AhydrophobicGi )IRq (11-65) 
implying: 

-RT In Kid = -RT In Ki,, + z,F Y (1 1-66) 
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Figure 11.14 Variation in observed 
ion exchange free energy change 
(-RT In Kid) for a series of alkyl 
ammonium ions associating with a 
sodium montmorillonite (see also 
Fig. 11.13). All Kid's taken at low 
organic ion concentrations. The 
least-squares fit line yields an in- 
tercept of -10.9 kJ.mol-'. 

$40 
= I  

*elect Gi 

Thus, if we examine the variation in -RT In Kid for a series of alkyl amines partici- 
pating in ion exchange, we should see how R groups affect the value of -RT In Kiex 
while the product, ziFY, remains constant. Since this hydrophobic effect appears to 
regularly increase with the size of the nonpolar part of the chemical structure (Cow- 
an and White, 1958; Somasundaran et al., 1984), we may reasonably propose this 
energy term is composed of "excess free energy of solution in water" contributions 
from each of the nonpolar parts of the structure. Consequently, we expect for the 
alkyl ammonium ions studied by Cowan and White (1958): 

-RT In &ex = AhydrophobicGi AhydrophobicGCH2 (11-67) 

and together with Eq. 11-66, have: 

-RT In Kid = -(m AhydrophobtcGCH2) + zPy  (1 1-68) 

where m is the number of methylene (-CH2-) groups in each sorbate's alkyl chain, 
and Ahydrophobic GCH~ is the hydrophobic contribution made by each methylene driving 
these sorbates into the diffuse double layer-vicinal water layer. 

Figure 11.14 shows the variation of -RT In Kid for the alkyl ammonium ions (when 
these organic sorbates are present at levels much less than Na') as a function of the 
number of methylenes in the alkyl chains. The least-squares correlation line through 
the data yields: 

-RTlnKi, =-10.9 -m(0.75 kJ.mo1-I) (11-69) 

This intercept in this fitted result implies that the alkyl ammonium ions experienced 
an electrostatic attraction to the clay surface corresponding to: 

ziF Y -1 0.9 kJ . mol-' (11-70) 

corresponding to Y 2 -0.11 V, a typical surface potential. Also we see hhydrophobic 

GCH~ = -0.75 kJ .mol-'. Examination of the variation in aqueous solubilities for 
compound classes like alkanes or alcohols (Chapter 5) as a function of additional 
methylene groups reveals that G,", changes by almost 4 kJ . mol-' for each methylene 
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increase in chain length. Thus, the Ahydrophobic GCH? contributing to Asurfwater G, in Eq. 
11-37 corresponds to “a relief’ of about 20% of the excess free energy of aqueous 
solution per methylene group. Somasundaran et al. (1984) noted that inclusion of the 
phenyl group in alkyl aryl sulfonates increases the ion exchange sorption tendency 
of these amphiphiles to a degree corresponding to lengthening the alkyl chain by 
3-4 methylene groups. This is consistent with increasing the nonpolar structure’s 
hydrophobicity to the same extent [i.e., Alog Ko,(phenyl) - 1.68 and Alog KOw(34 
methylenes] - 1.59 to 2.12). Thus, we may be justified in estimating the hydropho- 
bic contribution to be about 20% of the excess free energy of aqueous solution in the 
corresponding hydrocarbon (Section 5.2): 

z exp (+0.2 Gi”, IRT) 

exp (+0.2 [RTln 55.3 / C;:t(C,L) ]/RT) 

The data of Cowan and White (1958) yield the empirical result: 

Kiex( RNH:) - 1.1 [ Czt(L)]4’’9 

(11-64) 

(11-71) 

( 1 1 -72) 

(11-73) 

(11-74) 

using the solubilities of the corresponding alkanes. Such expressions predict Kiex of 
decyl amine to be between 20 (Eq. 11-74) and 50 (Eq. 11-73), since 104.57 M is the 
liquid solubility of decane. The data of Cowan and White (1958) imply a KieX(decyl 
amine) of 36. 

There is little doubt that hydrophobic phenomena are playing a role in determining 
the extent of amphiphilic sorption; however, a great deal more work is necessary 
before these approaches are proven to be robust. Illustrative Example 11.6 shows 
how one might estimate an anionic surfactant’s adsorption. 

Finally, we must note that work performed using the mix of solids that occur in real- 
world soils and sediments suggests the heterogeneity of the natural sorbents is also 
very important to charged organic species (Brownawell et al., 1990). It appears that, 
in addition to complex sorption mechanisms acting for a given kind of charged solid, 
one sees the influence of more than one solid surface type at the same time. Thus, 
estimating sorption to such real-world solids may require fits summing several iso- 
therms (see example in Fig. 11.15 for two Langmuir isotherms superimposed to fit 
roughly the experimental data), but presumably each reflecting the involvement of 
different solid materials that make up the complex medium we simply call a soil, 
subsoil, or sediment. 

“Sorption” Due to Formation of Additional “Solid” Phases 

To conclude, we should also point out that condensed “phases” containing the or- 
ganic compound of interest can be formed at the particle surfaces. Such phenomena 
occur in cases involving ionic organic compounds that form micelles/hemimicelles 
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Illustrative Example 11.6 Estimating Dodecyl Sulfonate Sorption to Alumina at Different pHs 

Fuerstenau and Wakamatsu (1975) examined alumina as a sorbent for dodecyl sul- 
fonate (DS) ions. Alkyl sulfonates, R-SO;, do not participate in substantial ligand 
exchange reactions with alumina. 

Problem 

Estimate the alumina-water distribution coefficients of DS, KDsd, from 2 mM 
NaC1: for (a) 50 pM DS solution and pH 7.2 and (b) 5 pM DS solution and pH 5.2. 
Assume the following properties of the alumina: 

pH,, = 9, pKiy' = 7.5, and pKli' = 10.5; 

5 x lo4 mol =Al-OH sites - m-2 alumina; V,,, = 0.05 L - kg-' 

Asurf = 1.5 x lo4 m2 kg-'; 

R Answer 
CH, - (CH,) o- CH, - S- 0- 

0 II DS is attracted to alumina at pHs below this solid's pH,, due to both electrostatic - 
dodecyl sulfonate attraction to this solid's surface charge concentration (or anion exchange capacity, 

AEC) and the hydrophobicity of the 12-carbon-long chain. For sorption competition 
with the monovalent ion, C1-, we use Eq. 11-55 (Box 11.2), recognizing that in this 
case we are interested in an organic anion attracted to the positively charged sus- 
pended alumina solid: 

First we need the alumina's AEC. With the alumina's pK$ of 7.5, pKjit of 10.5 
(hence the pH,,, of 9), [=Al-OH] of 5 x lo4 rnol . m-2, and l o f  2 x mol - L-' , we 
use Eq. 1 1-34 (Box 11.1) and solve by trial and error to find: 

qurfex (pH 7.2) = 5.6 x lo-' mol (+ sites) .m-2 

qurfex (pH 5.2) = 3.8 x rnol (+ sites) -m-' 

and: 

These results indicate that the alumina has about 7 times more positively charged 
sites at pH 5.2 as compared to pH 7.2. Since the specific surface area of the alumina 
is 1.5 x 1 O4 m2 kg-', these results imply AEC values: 

AEC (pH 7.2) =Asurfx ossurfex (pH 7.2) = 8.4 x lo4 mol - kg-' 

AEC (pH 5.2) = Asurfx qurfex (pH 5.2) = 5.7 x mol - kg-' 
and: 

Next, evaluate the preference of the surface region for DS over chloride using Eqs. 
11 -73 and 11-74: 

KDS ex (1 to 2) x ( c:;t (1,L))-o'2 

From Appendix C, we find C::ieane ,(L) =10-7.5' M, so this implies KDsex =: 30 to 60. 
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Now you are ready to estimate the DS sorption for each case: 

at pH 7.2 and 50 mM DS: 

{ (8.4 x 10-4mol. kg-' ) + (0.05 L . kg-')(2 x 10-3m~l.  L-')(30 to 60)}(30 to 60) 
{(2~lO"rnol-L-~)+(30 to 60 ) (5~10-~mol~L-~) )  

K D S d  % 

- - ( ( 8 . 4 ~ 1 0 ~  mol.kg-l)+(30 to 60x104mol~kg-')}(30 to 60) 

{ (2 x mol . L-' ) + ( 1.5 to 3 x mol . L-' )} 

= 30 to 80 L kg-'. 

Comparing the values of the two terms in the sum in the numerator indicates that DS 
is mainly partitioning into near-surface water due to its hydrophobicity; the sum in 
the denominator implies that the dissolved DS concentration is already large enough 
to cause isotherm nonlinearity. 

At pH 5.2 and 5 mh4 DS: 

I(5.7 x lO-3mol.kg-')+(0.05 L.kg-')(2 ~10-3m0l*L-')(30 to 60)}(30 to 60) 
{(2 x10-3mol-L-1)+(30 to 60)(5 x 10-6mol.L-1)) KDSd 

{(57~10-4mol.kg-~)+(30 to 60~10-4mol.kg-~)} (30 to 60) 
{ (2 x 10-3 mol . L- ) + (0.1 5 to 0.3 x 10-3 mol . L-' ) } 

- - 

Now the sum in the numerator indicates that both ion exchange and hydrophobic 
partitioning with a co-ion (here Na+) are important. The sum in the denominator 
shows that at this dissolved DS concentration the KDsd is still on the linear portion of 
the isotherm. 

For comparison, Fuerstenau and Wakamatsu (1 975) observed K D s d  (pH 7.2) of about 
15 and K D s d  (pH 5.2) of about 180. Within the limits of our knowledge concerning 
parameters like Vvic (maybe known to 2 factor of 3 )  and KDSex (maybe known to 
- + factor of 2), the correspondence between the model estimates and observations is 
as good as can be expected. 

Note: these data also indicated a preference for DS over the competing chloride 
concentration of between 30 and 60. This implies the dodecylsulfonate was accumu- 
lated in the diffuse double layer surrounding the alumina relative to its bulk solution 
concentration more than an order of magnitude more preferentially than the inorgan- 
ic chloride adsorbate. As a consequence, it is perhaps not surprising that Fuerstenau 
and Wakamatsu (1 975) observed the accumulation of hemimicelles 
on the alumina at only about 400 pM (pH 7.2) and about 7 pM (pH 5.2) bulk 
DS-concentrations (see discussion of hemimicelles). 
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Figure 11.15 Observed sorption of 
dodecylpyridinium on a soil (EPA- 
12) exhibiting an overall cation ex- 
change capacity of 0.135 moLkg-’. 
Two Langmuir isotherms (defined 
with particular values of Cis,,, and 
KiL, recall Eq. 9-5) are placed on 
the data to illustrate how different 
portions of the observed isotherm 
may reflect the influence of differ- 
ent materials in the complex soil 
sorbent or possibly different mech- 
anisms (data from Brownawell et 
al., 1990). 

0 -  

Cis,max = 10-1 rnol-kg-’ 

Cis,max = rnol.kg-’ 

-9 -a -7 -6 -5 -4 -3 -2 
log Ci, / (rno1.L-1) 

(Fuerstenau, 1956; Somasundaran et al., 1964; Chandar et al., 1983, 1987) and inor- 
ganic salt precipitates (Jafvert and Heath, 1991). These phases sometimes become 
very important at higher sorbate concentrations in an isotherm. If these phases re- 
main attached to the solids, the organic compound appears to be sorbed and iso- 
therms appear to be very steep! In these instances, we are no longer discussing 
“sorption” but rather phase equilibria. Nonetheless, we should note that enhanced 
concentration of organic and inorganic ions near the solid surface arising due to 
sorptive mechanisms may promote the formation of such new phases. In this con- 
text, we consider the case of hemimicelles below. 

Hemimicelles. Amphiphilic compounds sometimes “sorb” via a special phenomenon 
called hemimicelle formation (Fuerstenau, 1956; Somasundaran et al., 1964: Chan- 
dar et al., 1983, 1987). Hemimicelle formation plays a critical role in amphiphile 
“sorption” to minerals when the organic ions are present at relatively high dissolved 
concentrations, about 0.001-0.01 of their critical micelle concentrations (CMC, i.e., 
the level at which they self-associate in the bulk solution). When the organic sorbate 
levels are low, the sorption mechanism is like the ion exchange mechanism we dis- 
cussed above (Fig. 11.16, part I). At some point in a titration of sorbents by micelle- 
forming compounds, presumably due to both electrostatic and hydrophobic effects 
enhancing the near-surface concentrations, amphiphile concentrations build up in 
the near-particle region to a point where self-aggregation of the molecules occurs in 
that thin water layer (Fig. 11.16, part IIa). This in turn allows rapid coagulation of 
the resultant micelle with the oppositely charged particle surface. Such aggregation 
smothers that subarea of the particle’s surface charge with what have been called 
hemimicelles (Fig. 11.16, part IIb). Electrophoretic mobility measurements clearly 
demonstrate the neutralization of the particle’s charges in this steep portion of the 
isotherm, even going so far as to reverse the surface charge (e.g., Chandar et al., 
1987). The onset of this particle coating by hemimicelles occurs at different dis- 
solved concentrations for various amphiphiles, but is near millimolar levels (11 00 
mg/L) for decyl-substituted amphiphiles and is near micromolar levels (2100 pgL) 
for octadecyl derivatives. For the case of sorption of dodecyl sulfonate to alumina at 
pH 5.2 discussed in Illustrative Example 11.6, setting [DS:surfl equal to the CMC of 
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Figure 11.16 Relationship bet- 
ween sorbed and dissolved amphi- 
phile concentrations (upper iso- 
therm plot). These different parts 
of the isotherm reflect changes in 
the solid surface as sorption pro- 
ceeds, possibly explainable by the 
following: in portion (I) with low 
dissolved concentrations, sorption 
occurs via ion exchange and relat- 
ed mechanisms. At some point, 
sufficient near-surface concentra- 
tion enhancement occurs that mi- 
celles form there (Ha) and rapid 
coagulation between oppositely 
charged micelles and the surface 
follows (IIb). When the surface be- 
comes fully coated with such mi- 
celles, additional sorption is stopped 
(111). In portion 111, the solid surface 
charge is converted from one sign to 
the other, implying sorbates must 
become physically associated with 
the particle surface, as opposed to 
simply being present in the diffuse 
double layer or the vicinal water 
layer. 

I 
c, 

111 surface fully covered; 
I ion exchange charge reversed 

f 

IIa micelle formation in near IIb hemimicelle attachment to 
surface layer particle surface 

this compound leads one to expect hemimicelle formation at about 1 pM. Fuerstenau 
and Wakamatsu (1975) saw hemimicelles in this case at 6 pM. In any case, the bulk 
solution concentration is much less than the CMC. It appears that the near-surface 
concentrations elevated by factors of 100 or more, derived from accumulation of 
these amphiphiles in the thin film of water near the particle surface, are enriching 
just enough to achieve critical micelle concentrations in this near-surface water lay- 
er. Continued increase in amphiphile concentration results in the particle surface 
becoming increasingly coated by hemimicelles, apparently while the near-surface 
water maintains its concentration near that of the CMC. Finally, 
the entire particle surface is covered with a bilayer of amphiphile molecules; the 
particle’s surface charge is now that of the surfactant; and the addition of more 
amphiphile to the solution does not yield any higher sorbed loads (Fig. 1 1.16, part 111). 
This especially extensive degree of sorption may be the cause of macroscopic 
phenomena such as dispersion of coagulated colloids and particle flotation. 
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Surface Reactions of Organic Compounds 

Until this point, we have focused on cases in which we could neglect chemical bond 
formation between the sorbate and materials in the solid phase. However, at least 
two kinds of surface reactions are known to be important for sorption of some chem- 
icals (referred to as chernisovption). Simply, some organic substances can form co- 
valent bonds with the NOM in a sediment or soil (see Fig. 9.2); other organic sor- 
bates are able to serve as ligands of metals on the surfaces of inorganic solids (Fig. 
11. le). We discuss these processes below. 

Organic Sorbate-Natural Organic Matter Reactions 

First, some organic sorbates can react with organic moieties contained within the 
natural organic matter of a particulate phase. Especially prominent in this regard are 
organic bases like substituted anilines (Hsu and Bartha, 1974,1976; Fabrega-Duque 
et al., 2000; Li et al., 2000; Weber et al., 2001). Due to their low pKi,s (- 5), the 
aromatic amine hctionality is mostly not protonated at natural water pHs, and the 
nonbonded electrons can therefore attack carbonyl moieties in the NOM: 

( 1 1-75) natural 
organic 
matter 

natural 
organic 

+ H,O --- 
R R 

When compounds like 3,3'-dichlorobenzidine or aniline are mixed with sediment, they 
become irretrievable using organic solvents that should remove them from absorbed 

them from ion exchange sites (Appleton et al., 1980; Weber et al., 2001). Conditions 
that promote hydrolysis (see Chapter 13) do release much of these added amino deriv- 
atives. Thus, it appears that reactions between the basic amine and carbonyl hc t ion-  
alities in the natural organic matter explain the strong sorption seen (Stevenson, 1976). 

within natural organic matter or using salt solutions that should displace 

3,3'-dichlorobenzidine 

Such reactions often proceed slowly over hours, days, and even years, so the extent 
of this sorption due to organic chemica1:organic chemical reactions is difficult to 
predict. Furthermore, such bond-forming sorption is sometimes irreversible on the 
timescales of interest, and we might not wish to include these effects in a Kid expres- 
sion reflecting sorption equilibrium. Nonetheless, this condensation-type sorption is 
very important to reducing the mobility and bioavailability of such compounds (Li et 
al., 2000; Weber et al., 2001). 

Organic Sorbate-Inorganic Solid Surface Reactions 

A second type of surface reaction involves bonding of the organic compounds with 
atoms (e.g., metals) exposed on the surface of the solid (Table 11.4). In these cases a 
water or a hydroxyl bound to a metal on the solid is displaced by the organic sorbate: 

or : 



442 Sorption 111: Sorption Processes Involving Inorganic Surfaces 

Table 11.4 Examples of Organic Sorbates Reacting with Mineral Surfaces a 

Rxn number Ref. 

- =Fe-OH + 

r F e - O H  + 

- - -Fe-OH + 

E F e - O H  + 

S A l - O H  + 

E A l - O H  + 

S E T r O H  + 

h 
U 

substituted benzoates 

d o -  OH 

@:: 

4:: 0 

salicylate 

0 
o-phthalate 

11:: 
oxalate 

o-phthalate 

d o -  OH 

Lao x OH 

salicylate 

- 

substituted 
o-catechols 

a Only limited information is available regarding the bonding of species to water-wet surfaces; thus 
the bonding of the sorbates shown here is conjecture. 1. Kung and McBride (1989); 2. Evanko and 
Dzombak (1999); 3. Balistrieri and Murray (1987); 4. Yost et al. (1990); 5. Lovgren (1991); 6. Ali 
and Dzombak (1996a); 7. Mesuere and Fish (1992); 8. Stumm et al. (1980); 9. Vasudevan and 
Stone (1996). 
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and surface 
reaction 

neutral organic organic ion 
+ 

-compound in solution- -in solution - 

In the following we neglect the neutral organic species, though this may not always 
be appropriate (e.g., catechols, see reaction 7 in Table 11.4). We can then separate 
Eq. 11-78 into parts: 

[organic counterion] [organic ion bound to surface] 
(11-79) Kid,ion exchange = + 

and surface [organic ion in solution] [organic ion in solution] 
reaction 

Note that Kid, ion exchange and surface reaction expresses the sorption equilibrium of the 
charged organic species. Hence, for calculating the overall sorption of the compound 
it has to be multiplied by the fraction of the ionized organic compound present in 
aqueous solution. Using a previous result (e.g., Eq. 11-55, assuming monovalent 
ions and an anionic organic sorbate) we get: 

(AEC + V,icKiex[co - ion])Kie, 
[comp.ion] + Kiex[organic ion in solution] 

Kid,ion exchange = 
and surface 
reaction 

. [organic ion bound to surface1 (1 1-80) 

[organic ion in solution] 

Now our task is to develop an expression to predict the last term. To do this, we 
begin by writing the reaction involved: 

i:surface t- L-ME === i-M= -t L:surface (1 1-81) 

where i-M= and L-M= are an organic compound and an inorganic ligand like -OH 
bonded to the solid as indicated by the hyphen. The ions, i:surface and L:surface, are 
present at “ion exchange” concentrations in the immediate vicinity of the reaction 
sites that differ from their bulk solution concentration. Note that the ligand, L, is 
probably not the same as the competing ion in the ion exchange “reaction.” Such a 
reaction reflects a free energy change that we will refer to as &xnGi and a corre- 
sponding equilibrium expression: 

[i - M =][L:surface] 

[ i: surface] [L - M 21 Kim, = (1 1-82) 

If we can assume that there are a finite number of key reactive sites on the solid, 
osurfrxn (mol. m-’), then we have: 
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Asurf 1 Osurfrxn = [i-Mz] + [L-ME] (11-83) 

with Asurf equal to the specific particle surface area (m2 kg-’). Therefore, we can 
rewrite Eq. 11 -82: 

[ i - M =] [L: surface] 
Kim = 

[ i: surface]( Asurf . Dsurf rxn - [ i - M s])  
(11-84) 

We also recall that the concentrations of ions in the layer of water next to the particle 
surface can be related to the corresponding species in the bulk solution: 

[L:surface] = [L-]bulk. e-AclectGi’RT (1 1-85) 
and: 

[i :s~face] = [iIbulk. e-AeIectGi/RT. e -Ahydrophob&ilRT (11-86) 

Using these relations in Eq. 11 -84, we have: 

where KieX is equal to exp (-AhydropbobicGjRT) as shown in Eqs. 11-40 to 11-43. Sim- 
plifying and rearranging, we then find: 

(1 1-88) 

Thus another Langmuir isotherm is expected with the maximum bound concentra- 
tions equal to oSurfmn -Asud and the KiL given by Kirxn Kjex [L-]&, . Returning to our 
overall K i d  expression (Eq. 11-80), we can now write: 

( o s u r f e x  . &rf + Vvic . Kiex [CO - ion])Kiex 
Kid,ion exchange = 

and surface [comp.ion] + Kiex + [i] 
reaction 

osurf rxn . Asurf . K i e x  . Kirxn 

( 1 1-89) 

[comp.ligand] + Kiex . Kirxn . [i] 

As for nonreacting organic ions, we need information on the ion exchange tendency 
of the chemical of interest (Kjex or AhydrophobicGi); we also need a means to assess K,,,. 

Various investigators have utilized surface complexation modeling along with rea- 
sonable hypotheses concerning the surface species formed (and hence the adsorp- 
tion reaction stoichiometry) to extract values of the product, KieX Kim,, for cases of 
interest (e.g., Mesuere and Fish, 1992; Ali and Dzombak, 1996a and b; Vasudevan 
and Stone, 1996; Evanko and Dzombak, 1998, 1999). For example, Evanko and 
Dzombak (1 999) fitted data for four carboxylic acids (benzoic, 1-naphthoic, 3 3 -  
dihydroxybenzoic, and 6-phenylhexanoic acid) sorbing to goethite from 10 mM 
NaCl solutions. They considered a sorption reaction of the form: 
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=Fe-OH + i + H’ rFe-i + H,O (1 1-90) 

and fitted an “intrinsic” equilibrium constant, Klint , after accounting for electrostatic 
contributions (recall Eqs. 11-25 and 11-26): 

K Y =  [=Fe-i] / yi[i] yk+ [H’] [=Fe-OH] (1 1-91) 

Adding the reaction, H,O = H’ + OH- with K, = this reaction is equivalent to: 

where we now imply that hydroxide ion is the surface ligand that is replaced by the 
organic acid. For this reaction 11-92, the equilibrium constant is the product, KjeX 
K,,,. This product is related to the previous “intrinsic” constant: 

(1 1-93) 

For the four mono carboxylic acids investigated by Evanko and Dzombak (1998, 
1999), a value of KFnear 10’ was always found. The value was a little higher for 
the acids with larger R groups (ranging from benzoic at 1 07.” to phenyl hexanoic at 

This range (factor of 6) is consistent with our expectations from the Kje, 
contribution, since use of Eqs. 11-73 and 74 would cause Kie,(benzoate) to be about 
2 to 4 and Kiex(phenyl hexanoate) to be about 10 to 20. 

Investigators have also noted other dependencies of K p  values on the structure of 
the organic sorbates. First, Kyf values increase with the addition of moieties like car- 
boxyl groups or phenolic hydroxyls in positions (e.g., ortho to one another on an 
aromatic ring) that allow them to multiply bind to surface metals (e.g. Evanko and 
Dzombak, 1998). Also the values of K p  increase for ligands with greater pK,s (Va- 
sudevan and Stone, 1996). This may be interpreted as the greater the tendency to 
“hold” a proton (i.e., greater pK,), the greater will be the affinity for bonding to a 
metal on an oxide surface. 

Returning to our effort to anticipate the overall sorption of organic compounds that 
may act both as counterions and as surface ligands, we can recognize all the terms in 
the second half of Eq. 11-89: 

and: 

(11-94) 

(11-95) 

With the empirical measures of Kpreported in the growing literature and under- 
standings of the “stoichiometries” of both the ion exchange and ligand exchange 
processes, we can now estimate the solid-water distribution ratios of such ionic or- 
ganic sorbates (see Illustrative Example 11.7). 

We should point out that many organic sorbates, and especially bidentate ones like 
phthalate and salicylate, can apparently form more than one bound surface species. 



446 Sorption Ill: Sorption Processes Involving Inorganic Surfaces 

Illustrative Example 11.7 Estimating the Adsorption of Benzoic Acid to Goethite 

Problem 

Estimate the goethite-water distribution coefficients from 10 mM NaCl aqueous 
solutions of benzoic acid (pK,, = 4.1) at 50 ,uM at pHs 4,5, and 6 to a synthetic 
iron oxyhydroxide, goethite, with the following properties (from Evanko and 
Dzombak, 1998): 

surface area, Asurf: 79 x lo3 m2 kg-' 

total [=FeOH]: 2.3 x rnol sites m-2 

pKZt = 7.68; pKSt = 8.32 

and assume V,,, = 0.1 L - kg-' 

6" 
benzoic acid 

( H W  

coo- 
l 

benzoate 
(Bz-) 

Answer 

To find the overall goethite-water distribution coeficient for benzoic acid (HBz), as- 
sume that only adsorption of the deprotonated species (benzoate, Bz-) is important: 

KHBzd = ( l - a H B ~ ~ )  KBz-d > ion exchange and surface reaction (1) 

where ( I-aHBza) is the fraction of total benzoic acid present as benzoate (see Sec- 
tion 8.2): 

) (2) (1 - aHBza ) = 1 OPH-PKHBza / (1 + 10PH-PKHBm 

Hence, the fraction of benzoate present at the different pH values is: 

at pH 4: 
at pH 5:  

at pH 6: 

( l-aHBza) = 0.44 
( 1-aHBza) = 0.89 

( l-aHBz,) = 0.99 

Use Eq. 11-89 to estimate KBz-d (omit the remainder of the subscript; also note that 
i = Bz- in the following equations): 

osurfrxn .'surf * ',ex . Knxn + 
[comp.ligand] + K,,, . K,,, [ i] 

(3) 

Using Eq. 1 1-34 (Box 1 1.1) and the goethite surface site density, its pK:$ and pK2 
values, and the ionic strength of the solution, find the intensity of surface charging of 
the goethite at the three pH values of interest (note that osurf e;Asurf = AEC): 

ossurfex (pH 4) = 13 x lop7 mol - mW2 -+ osurfex .Asurf = 0.10 mol kg-' 

osurfex (pH 5 )  = 4.9 x 10-7mol - m-2 + osurfex .Asurf = 0.039 mol . kg-' 

osurfeX(pH 6) = 1.7 x 10p7mol .m-2 -+ qsurfex .Asurf = 0.013 mol - kg-' 
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At pH 4, about 60% of the surface sites are positively charged, while this proportion 
drops to about 20% at pH 5 and less than 10% at pH 6. 

Now estimate the preference for benzoate over chloride as a counterion using infor- 
mation on the aqueous solubility of benzene (Eqs. 11 -73 and 74): 

Kie, - (1 to 2) ( C?' = (1 to 2) ( 10-'.64)4,2 = 2 t 04 

For the ion exchange sorption process, note that [co-ion] = p a + ]  = 
[comp.ion] = [CI-] = 

mol L-* and 
mol L-'. 

Next, consider the factors determining benzoate bonding to the goethite surface. 
From Evanko and Dzombak (1999), you have Klint = lo7.*' for the adsorption reac- 
tion: 

[=FeOH] + [H+] + [Bz-l w [sFeBz] + H20 

which you can convert to the equivalent ligand exchange reaction: 

[=FeOH] + [Bz-I S [=FeBz] + OH- 

Also note that [comp.ligand] = [OH-] = 10-14/10'pH. Finally, estimate qUrfIxn as 
[=FeOH] = 2.3 x lo4 mol . m-2 x 79 x lo3 m2 kg-' = 0.18 mol - kg-'. Note that this 
value probably should be reduced at each pH by the concentration of [rFeOH,'] that 
has been formed; for example, at pH 4, [=FeOH] 0.18 - 0.10 = 0.08 mol . kg-'. 
This should also cause us to suspect the increasing importance of a new ligand ex- 
change process in this case: 

[=FeOH,+] + [Bz-l C [rFeBz] + H20 

which would have a different (?larger) intrinsic equilibrium constant. 

Finally, insert all the values in Eq. 3, to obtain (recognizing that [i] = [Bz-] must be 
less than the total 50 m M  added due to some fraction sorbed, i.e., < [(l-aHB,,) x 5 x 

) at pH 4: 

- (0.10 + 0.1 x (2 to 4)[0.01])(2 to 4) + (0.18)( 10-6.1) 
[0.011+(2 to4 ) [<0 .44~5  XIO-51 [10-14 /10-41+(10-6~9[< 0 . 4 4 ~ 5  XIO-51 

KBz-d - 

- (0.10 )(2 to 4) + (1 x 10-7) - - 
[0.01] [ 10-101 

E { (20 to 40) + (lo3)) 

1000 L . kg-' 

which yields a KH&d value (Eq. 1) of about 400 to 500 L.kg-'. Evanko and Dzombak 
observed KHBzd (pH 4) = 120 L - kg-' . 
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Likewise &Bzd (pH 5 )  = 120 L - kg-] and f&Bzd (pH 6) 2: 14 L . k g ' .  Evanko and 
Dzombak (1998) observed 8&Bzd (pH 5 )  - 50 L kg-I and &Bzd (pH 6) < 6 L kg-'. 

In all these estimates, it appears that the bound benzoate predominates over the ben- 
zoate present as counterions in the diffuse double layer. 

The relative importance of these surface species varies greatly as a function of pH. 
Hence, accurate predictions of the sorption of such organic ligands on mineral ox- 
ides requires applying more than one empirical surface reaction equilibrium con- 
stant to calculate the contributions of each bound species (see Evanko and Dzom- 
bak, 1999 for examples). 

Finally, we can also evaluate Kirxn recognizing that the tendency to form chemical 
linkages to solid surface atoms correlates with the likelihood of forming comparable 
complexes in solution (Stumm et al., 1980; Schindler and Stumm, 1987; Dzombak 
and Morel, 1990). That is, the free energy change associated with the exchange 
shown by Eq. 11-8 1 appears energetically similar to that for a process occurring 
between two dissolved components: 

Thus, it may be feasible to estimate Kim, from the solution-phase exchange reaction, 
characterized by its equilibrium constant: 

[M - RZ+][L-] 
in solution [M - L"][R-] 

Kim, Kiligand exchange = (11-97) 

A substantial database is available to quantify such solution equilibria (e.g., Martell 
and Smith, 1977; Morel, 1983). 

Questions and Problems 

Questions 

Q 11.1 

Give five examples of environmentally relevant situations in which adsorption of 
organic vapors on inorganic surfaces is important. 

Q 11.2 

For what kind of compounds and in which environmentally relevant cases is adsorp- 
tion of organic chemicals to inorganic surfaces in water important? Give five exam- 
ples. 
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Q 11.3 

What intermolecular interactions and corresponding free energy contributions 
(A?Gi) would you suspect to be important for the following sorbate:sorbent:solution 
combinations: 

(a) 1,4-dichlorobenzene partitioning between air and quartz sand? 
(b) phenol partitioning between air and Teflon? 
(c) phenol partitioning between air and quartz sand? 
(d) benzophenone partitioning between air and quartz sand? 
(e) 1,4-dichIorobenzene partitioning between water and quartz sand? 
(g) benzophenone partitioning between water and quartz sand? 
(g) phenol partitioning between water and quartz sand? 
(h) trinitrotoluene partitioning between water and quartz sand? 
(i) trinitrotoluene partitioning between water and K+-kaolinite? 
(j) benzyl ammonium between water and quartz sand? 
(h) ortho-phthalic acid between water and quartz sand? 

Indicate in each case the intermolecular interaction forces, the key structural features 
of the sorbate, the site type(s) of the sorbent involved, and the environmental para- 
meters influencing sorption. 

CI NO, 

1 ,ldichlorobenzene phenol benzophenone trinitrotoluene 

0 

benzyl ammonium ortho-phthalic acid 

pKia = 9.33 pKial = 2.89 
pKiap = 5.51 

Q 11.4 

Why does the sorption of organic vapors to polar inorganic surfaces generally de- 
crease with increasing humidity? Why does the relative humidity have a negligible 
influence on sorption of organic vapors to apolar surfaces? 

Q 11.5 

Storey et al. (1 995) reported Kiasurf values for the adsorption of n-alkanes and PAHs 
from air to quartz at 25 - 30% RH and 70 - 75% RH, respectively. When plotting 
lnKiaSurfversus In pLL (Eq. 11-1 1) for the various data sets, the following slopes m are 
obtained: 
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n-alkanes PAHs 

m(25 -- 30% RH) 1.04 1.22 

m(70 - 75% RH) 0.96 1.18 

Would you have expected to find steeper slopes for the PAHs as compared to the 
n-alkanes? If yes, why? Why are the slopes at low RH somewhat steeper than the 
ones corresponding at high relative humidities? 

Q 11.6 

Consider two apolar compounds exhibiting a factor of 10 difference in liquid vapor 
pressures. What differences do you expect for the two compounds in their (a) air- 
Teflon, and (b) air-graphite adsorption coefficients? 

Q 11.7 

Explain why the following sorbate pairs exhibit the relative Kid’s indicated for sorp- 
tion to a siloxane surface: 

(a) Kid (2,4-dinitrotoluene) >> Kid (2-nitrotoluene) 
(b) Kjd (1,4-dinitrobenzene) >> Kid (1,2-dinitrobenzene) 
(c) Kid (DNOC) >> Kid (Dinoseb) 

NO, 

2,4-dinitrotoluene 

bNoz 
2-nitrotoluene 

NO2 

2,4-dinitro-6- 
methyl-phenol 

(DNOC) 

NO2 

2,4-dinitro-6- 
sec-butyl-phenol 

(Dinoseb) 

Q 11.8 

Why do minerals have charges when they are submerged in water? 

Q 11.9 

Indicate whether the following solids are positively charged, neutral, or negatively 
charged when they occur in water at pH 7 (neglect specific adsorbates like phos- 
phate or ferric iron species): 

(a) quartz (SiO,) 
(b) natural organic matter 
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(c) goethite (FeOOH) 
(d) gibbsite(Al(OH),) 
(e) kaolinite 

Q 11.10 

Which of the two compounds do you think would sorb more to kaolinite in water 
at pH 6? 

(a) pyrene or pyrene sulfonate? 
(b) butyl ammonium or butyrate? 
(c) propyl ammonium or octyl ammonium? 

so, 
I 

pyrene 

-NH,+ 

/ \ / N G  

butyl ammonium 

propyl ammonium 

pyrene sulfonate 

butyrate 

~ N H ;  
octyl ammonium 

Q 11.11 

How can organic ions accumulate in excess of the ion exchange capacity near a pure 
mineral solid submerged in water? 

Q 11.12 

If organic ions are not bonded to a mineral’s surface, why do they still not migrate 
past the minerals in a groundwater flow? 

Problems 

P 11.1 How Much Benzo[a]pyrene Is Adsorbed to a Glass Fiber Filter? 

You want to sample air using a glass fiber filter to determine the concentration of 
particulate benzo[a]pyrene (BaP). Since you are working in a region and during a 
season with low relative humidity (assume 50% RH, temperature 15OC), you are 
worried that the filter may adsorb significant quantities of gaseous BaP. 

(a) If the filter has a surface area of 1 m2 for the SiO, fibers, what total mass of BaP 
(in nanograms) would you expect to be adsorbed to the filter if it reached equilibri- 
um with a gaseous BaP concentration of 0.1 ng BaP . m-3? 

(b) Assuming the air also had a particulate BaP concentration of 0.1 ng BaP - m-3 
(i.e., BaP happens to be half gaseous and half sorbed in the air), how many cubic 
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meters of air should you send through the filter to be sure to have 10 times as much 
particulate BaP on the filter as compared to adsorbed BaP? (Assume the filter is 
100% efficient at capturing particulate BaP.) 

(c) How would your sampling volume change (increase or decrease needed volume 
by what factor) if the weather were characterized by 90% RH and 25"C, assuming 
the same gaseous and particulate BaP concentrations? 

i = benzo[a]pyrene (BaP) 

Mi = 252.3 gmol-' 
pfL (25°C) = 2 x 10.5 Pa 

hap Hi (25°C) = 11 0 kJ-mol-1 

a, = 0 ; P, = 0.44 (Table 4.3) 

P 11.2 Designing a Sorption Treatment to Remove 1,1,2,2-Tetrachloroethane 

A process in your company generates waste gases that need to be vented to the out- 
side at a rate of 1 m3 per hour. In particular, you must be sure that the 1,1,2,2- 
tetrachloroethane present at 100 ppmv (i.e., 100 x m3 of 1,172,2-tetrachloro- 
ethane vapor per m3 of total gas) will be removed from the gas-stream before 
discharge. Someone suggests you construct an adsorbent column filled with alumina 
(Al,03) and run the gas through that column to capture the 1,172,2-tetrachloroet- 
hane. 

from a Waste Gas Stream 

(a) If the waste gas stream is quite dry (i.e., 60% RH) and warm (30°C), how many 
hours of waste gas can you treat with a 10 m3 tank of alumina (packed bed porosity 
0.3, density 4 g . rnL-l, specific surface area of 10 m2 g-', and assumed surface pro- 
perties like those measured for corundum), assuming the 1,1,2,2-tetrachloroethane 
"breaks through" at a volume equal to the tank's void volume (i.e., number of cubic 
meters in tank that are filled with gas) divided by the venting gas flow rate and by the 
equilibrium fraction of 1,1,2,2-tetrachloroethane in the gas phase? 

(b) If you could construct a tank with the same void volume and surface area of 
silica, would it be more effective? What about activated carbon? Explain your 
reasoning. 

C12HC-CHCI, 

1 ,I ,2,24etrachloroethane 
(see Appendix C) 
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P 11.3 Air-Particle Partitioning in the Atmosphere: Evaluation of 

In a series of smog chamber experiments, Liang et al. (1 997) have studied the air/ 
particle partitioning behavior of a series of n-alkanes (C,6-C14) and of a group of 
polycyclic aromatic hydrocarbons (PAHs). The model aerosol materials investi-gat- 
ed included solid ammonium sulfate ((NH&SO,), liquid dioctyl phthalate, and sec- 
ondary organic aerosol generated from the photooxidation of whole gasoline vapor. 
Partition coefficients were also measured for ambient n-alkanes sorbing to urban 
particulate material (UPM) during summer smog episodes in the Los Angeles metro- 
politan area. The authors report Kip values (in m3 &) that are defined as (see also 
Illustrative Example 11.3): 

Experimental Data 

mass of compound i / pg particle 
mass of compound i / m3air 

Kip = 

For the partitioning of the n-alkanes with (NH,),SO, and with UPM they obtained 
the following two one-parameter LFERs: 

(NH,),SO, (32"C, 10% RH): logK,, / m3 p g ' =  -0.96 log plL / torr - 7.66 

UPM (37"C, 42% RH): logKip / m3 pg-'= -1.03 log plL / torr - 6.68 

The estimated specific surface areas, a, (which are always subject of debate!), are 
17.5 m2 g-' for (NH,),SO, and 2 m2 g-' for UPM. 

Estimate the Kiasurf values of n-octadecane (Eq. 11 -12) for (NH,),SO, and UPM at 
the conditions of temperature and RH indicated above. Use an (extrapolated) vdWsurf 
value of 7.2 for (NH,),SO,at 10% RH (Goss and Schwarzenbach, 1999b). For UPM 
use the slope of the LFER (i.e., -1.03) to derive vdWSurf. What assumptions do you 
make? Convert the Kiasurfvalues to Kip values (or vice versa, see Illustrative Example 
1 1.3). Compare the estimated values with the experimental values obtained by in- 
serting the appropriate pi*L value into the above LFERs. Try to find explanations for 
possible discrepancies. 

fioctadecane 
(see Appendix C) 

P 11.4 Where Do Organic Compounds Sit in a Fog Droplet? Inside or ai 
the Surface? 

Several studies have shown that the concentrations of many organic pollutants in fog 
water are much higher than would be expected from the compound's equilibrium air/ 
water partition constant (see Chapter 6), KiaW (= gaseous concentration of compound 
i in the air/dissolved concentration of compound i in pure bulk water). In order to 
describe the observed enrichment of compounds in fog water, an enrichment factor 
EF can be defined (see Goss, 1994 and references cited therein): 

K i a w  EF=- 
D i a w  
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where D,,, = total concentration of i in the gas phase/total concentration of i in the 
fog droplet (D,,, = C,$C,,,,,). One possible cause for an enrichment (i.e., D,, < K,,,) 
is the presence of colloidal organic material in the fog droplet, with which the organ- 
ic compounds may associate (see Chapter 9). Another possibility suggested by sev- 
eral authors (e.g., Perona, 1992; Valsaraj et al., 1993; Goss, 1994) is enrichment by 
adsorption at the air/water interface, that is, at the surface of the fog droplet. Is this 
a reasonable assumption for any organic compound? Estimate the enrichment factor 
due to surface adsorption at equilibrium for a fog droplet (consisting of 
pure water) of 8 mm diameter with a surface area (Ad) to volume ( v d )  ratio, r,,, of 
7500 cm2 for (a) tetrachloroethene, (b) phenanthrene, and (c) benzo[a]pyrene at 
15°C. Neglect the fact that the surface is curved. (Hint: Express the total concentra- 
tion, C,, ,,,, in the fog droplet by (Ad - Cfsurf+ v d  . C,,) / Vd where A d /  V, = r,, and Cfsurf 
= C, /KLasUrp CLsurf, C,,, and C,, are the surface concentration, the bulk water concen- 
tration, and the bulk air concentration of i, respectively. KIasurf can be estimated by 
Eq. 11-8). 

i = phenanthrene 

p*L (288K) = 0.043 Pa 

i = benzo[a]pyrene 

pYL (288K) = 4.2 x 1 0-6 Pa 

ai = 0 ; pi = 0.44 (Table 4.3) 

i = tetrachloroethene 

p,; (288K) = 1400 Pa 
ctl = 0 ;  W =  0.26 a1 = 0 ; pi= 0 

P 11.5 What Fraction of the TNT Is Dissolved in the River? 

2,4,6-Trinitrotoluene (TNT) is discovered being carried down a turbid river at con- 
centrations of 10 ppb (i.e., 10 pg of TNT per liter water). Colleagues tell you that the 
suspended solids consist of 15 mg montmorillonite L-’ and 1 mg oc - L-’. 

Estimate the fraction (?h) of TNT dissolved in the river water with the peak concen- 
tration TNT and assuming: 

(a) the montmorillonite is fully available to sorb TNT, or 
(b) none of the montmorillonite siloxanes are available to sorb TNT. 

i = 2,4,6-trinitrotoluene (TNT) 
M! = 227.1 g.rno1-l 
K,,, = 20 L.kg-’oc 
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P 11.6 Estimating the Arrival of 2,6-Dinitrotoluene at a Water Supply Well 

2,6-Dinitrotoluene (DNT) is found in a groundwater sample at 10 ppm. Estimate the 
time of arrival (t  = distance/(velocity x fraction dissolved)) at a water supply well 
located 500 meters down gradient assuming: "plug flow" (i.e., no dispersion) at 
0.3 m day-', through the mostly sandy quartz aquifer of porosity 0.3; the aquifer 
solids contain natural organic matter at 0.1% by weight and illite at 6% by weight; 
and the groundwater has pH 5, dissolved oxygen at 1 ppm (hence no reduction of 
DNT; see Chapter 14), Na' of 1 mM, K+ of 0.1 mM, and C1- at 1.1 mM. 

I 

2,6-dinitrotoluene (DNT) 
Mi = 168.1 gmol-I 
K, oc = 25 L.kg-' OC 

P 11.7 Developing a Landfill Liner to Retain Organic Wastes 

You have been charged to evaluate competing options for lining a landfill in which 
the fairly soluble organic solvent, nitrobenzene (NB), will be buried. One vendor 
tells you that one can use kaolinite, a common clay found in your geographical re- 
gion, to provide a liner that is 5 cm thick, has 35% porosity, and a density of 
2.65 g - cm-3 solid, and whose hydraulic conductivity only lets water in the landfill 
flow through the liner at a seepage velocity of 1 cm per year. 

(a) If the kaolinite liner does not crack, how long (in years) would you estimate it 
would take before any NB would "break through" the liner assuming the percolating 
water has pH 6.5, dissolved oxygen of 200 pM, nitrobenzene concentrations up to 
1 / 10th its solubility, and that an analysis of the kaolinite reveals the mole ratio of 
bound cations to be: Na+:K+:Ca2+ is 4: 1 :lo? 

(b) Assume you can require augmenting the wastes with K2C0,, which causes the 
kaolinite to always have a ratio of bound ions: Na+:K":Ca2+ at 0.1 :9: 1. How long (in 
years) would you estimate it would take before any NB would "break through" the 
liner in this case? 

nitrobenzene 
(see Appendix C) 

P 11.8 Evaluating the Sorption of an Organic Anion, 2,4-Dichlorophenoxy- 

In Fig. 11.9c, some sorption data are shown indicating that an organic anion, 
2,4-dichlorophenoxy-butyrate (DB-), sorbed to a sediment from water of pH 7.9 
despite the sediment's overall negative charge (as evidenced by its CEC of about 140 
mmol - kg-I; Jafvert, 1990). 

Butyrate, to Negatively Charged Natural Solids 

(a) The sediment also contained 1.5% organic carbon vOc = 0.015). Given a pK,, of 
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4.95 for this acid, can you account for the observed Kid values near 4 to 5 L ' kg-' 
assuming the neutral DB species partitioned into the NOM of the sediment? What 
Kid value (L - kg-') do you expect from such absorption? 

(b) You suspect the hydrophobicity of this organic anion also causes it to accumulate 
near the mineral surface against the electrostatic repulsion it feels via an exchange 
reaction: 

(i) Write a charge balance equation for the near-surface water assuming a solution com- 
position of 20 mM NaC1. (Note: The solution actually contained about 2.5 mM Ca".) 

(ii) Write an equilibrium equation (i.e., relating KDB ex to chemical concentrations) 
for the exchange reaction shown (i.e., here neglect the term, [Cl:surfl, expecting it 
will be small relative to [DB:surfl). 

(iii) Derive an isotherm equation describing [DB:surfl as a function of [DB-] by 
combining the equilibrium quotient relation with your near-surface charge balance 
equation. (Hint: (1 + E ) O . ~  1 + E /2  when E is a small number.) 

(iv) What value of K D B  ex would be necessary to account for the observed KDB d 

values (i.e., [DB:surfl/ [DB-I) if the solution composition was 20 mM NaCl? 

(v) Would such a KDB ex be "reasonable"? Explain your reasoning (in light of elec- 
trostatic and hydrophobic energies required). 

8 

i = 2,4-dichlorophenoxy butyric acid (DB) 

Mi = 249 gmol-I 

~,,,=2.5~103 

pK,= = 4.95 

P 11.9 Designing a Reactor to Remove Aniline from a Wastewater 

You have been charged with removing the aniline present at 100 ppm in the water of 
a 100 m3 tank. 

(a) One colleague suggests you add alum (A12(SO& and NaOH to make a 
100 mg . L-' suspension of negatively charged amorphous aluminum hydroxide 
(Al(OH),) particles at pll 10 and 10 mM Na2S0,. Assume an -A1OH sur- 
face density of 6 x 10" mol -m-2, a specific surface area of 800 m2 - g-', and 
pK;;' = 7 and pK,;;' = 9 ,  

Will the aniline sorb to these negatively charged aluminum hydroxide particles and 
be carried to the bottom of the tank? Calculate the fraction of aniline sorbed to the 
particles before settling. 
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(b) Another colleague suggests you add Na:montmorillonite clay and HC1 to 
make a 100 mg L-' suspension of clay particles at pH 3 and 10 mM NaC1. Assume a 
CEC of 1 x mol - m-2 and AEC of 5 x mol - m-2 at pH 3, a specific surface 
area of 7 x lo5 m2 kg-', and a pH, = 2.5. 

Will the aniline sorb to these mixed charged clay particles and be carried to the 
bottom of the tank? Calculate the fraction of aniline sorbed to the particles before 
settling. 

aniline 
(see Appendix C) 

P 11.10 What Mechanism Accounts for the Benzidine Sorption in 

Zierath et al. (1980) measured sorption isotherm data for benzidine on sediments 
and soils. Using Missouri River sediment withf,, = 0.023 kg oc kg-' solid, CEC = 

190 mmol - kg-', and a specific surface area AsWf = 131 m2 g-', they obtained the 
following sorption data: 

Sediments and Soils? 

20 

30 

120 

200 

340 

1500 

3000 

5300 

7600 

9300 

You are interested in discerning what mechanism or mechanisms were responsible 
for the benzidene sorption observed with Missouri River sediment. To examine this 
question, you assume the experimental 1 g: 10 mL suspensions had a pH of 6 and a 
salt content of 1 mM NaC1. Given these assumptions, what sorption mechanism 
would predominate? Justify your answer using estimates of Kid assuming (i) first 
assuming absorption into organic matter predominates and (ii) then assuming ad- 
sorption to ion exchange sites predominates. 

W++H2 

benzidine 
(see Appendix C) 

P 11.11 Impact of Diquat Sorption on Its Biodegradation 

The presence of montmorillonite in microbial cultures has been seen to reduce the 
rate of diquat (D) biodegradation (Weber and Coble, 1968). It has been hypothesized 
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that this is due to significant diquat adsorption to the clay. Neglecting the coex- 
change of diquat with chloride into the near-surface water since the organic R group 
is not very hydrophobic, what fraction (%) of the diquat in 1 mM diquat solutions 
would be adsorbed to a 10 mg .L-’ montmorillonite (assume CEC = 1 mol -kg-’) 
suspension at pH 6 and low2 M NaCl and assuming KD ex is: 

KD ex = [D:surf2] “a+] / [D2+] [Na:surf12 = 3 kg - L-’ 

(Hint: ( I - E ) ~ ) . ~  E 1 - ~ / 2  for small values of E.)  

diquat 

P 11.12 Adsorption of Organic Ions to Iron Oxides from Seawater 

Balistrieri and Murray (1 987) evaluated the sorption of organic acids on positively 
charged goethite (FeOOH) particles suspended at 6.6 g - L-* in 0.53 M NaCl solu- 
tions to mimic seawater salt. They observed the following trend for ortho-phthalic 
acid added at 200 pM: 

3 4 5 6 7 8 

% adsorbed 60 65 50 25 5 5 

Why is the extent of adsorption largest near pH 4? 

0 

ortho-phthalic acid 

pK,,, = 2.89 
pK,,, = 5.51 
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PART I11 

TRANSFORMATION PROCESSES 

microbial 
oxidation 

3,3’,4,4‘-tetrachloro-azobenzene 

tetrachloroethene 

microbial 
or chemical 
reduction 

HXcl H H  

chloroethene 
(vinyl chloride) 

Two examples illustrating the for- 
mation of toxic products observed 
in (a) aerobic soils and (b) anaero- 
bic landfills and aquifers (see 
Chapter 14). 

So far, we have been concerned exclusively with the partitioning of organic com- 
pounds between different environments, that is, with processes that leave the molec- 
ular structure of a compound unaltered. In Part I11 (Chapters 12-17), we now turn 
our attention to processes by which a compound is converted to one or several prod- 
ucts. Hence, we talk about processes (reactions) in which chemical bonds are broken 
and new bonds are formed. In many cases, such transformation reactions lead to 
products that are less harmful as compared to the parent compounds. In the ideal 
case, a xenobiotic compound is mineralized (Le., it is converted to CO,, H,O, NO;, 
NH; , C1-, Br-, etc.), in a given environmental compartment. However, there are also 
numerous examples demonstrating that transformation products may accumulate 
that are of equal or even greater environmental concern than the parent compounds. 
In such cases, it is, of course, necessary to worry also about the environmental behav- 
ior of the products, which very often exhibit quite different properties, reactivities, 
and toxicities. Two prominent examples of the conversion of two common xenobiotic 
organic chemicals (i.e., 3,4-dichloroaniline, tetrachloroethene; see Chapter 2) to very 
hazardous products are shown in the margin. We will encounter other examples in the 
following chapters. 

For our discussions of the various transformation reactions that organic chemicals 
undergo in the environment, it is convenient and common use to divide these pro- 
cesses into three major categories: chemical, photochemical, and biologically medi- 
ated transformation reactions. The former two types of reactions are commonly re- 
ferred to as abiotic transformation processes. Chemical reactions encompass all 
reactions that occur in the dark and without mediation of organisms. They are the 
topic of Chapters 13 and 14, and of parts of Chapter 16. We will subdivide these 
reactions into those where there is no net electron transfer occurring between the 
organic compound and a reactant in the environment (Chapter 13), and into redox 
reactions (Chapters 14 and 16), where electrons are either transferred from (oxida- 
tion) or to (reduction) the organic chemicals. In Chapter 13, our emphasis will be put 
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on reactions of organic compounds with nucleophiles including water (i.e., hydroly- 
sis), and on reactions involving bases (e.g., elimination reactions). Chapter 14 will be 
devoted to a general introduction to redox processes, and to a discussion of redox 
reactions of organic chemicals taking place primarily in landfills, soils, aquifers, and 
sediments. Here our focus will be on reduction reactions occurring under anoxic (i.e., 
in the absence of molecular oxygen) conditions. In Chapter 16, finally, we will discuss 
oxidation reactions involving very reactive oxidants (e.g., hydroxyl radical, singlet 
oxygen) that act as electrophiles and that are important in water treatment facilities, in 
surface waters, and in the atmosphere. Since some of these oxidants may be formed by 
both chemical and photochemical processes, we will treat this topic after addressing 
some general basic photochemical aspects in Chapter 15. Note that the term indirect 
photolysis is commonly used to denote reactions of organic compounds with reactive 
species that are formed as a result of the incidence of (sun)light on a water body or in 
the atmosphere. In contrast, one speaks of direct photolysis if a compound undergoes 
transformation as a consequence of direct absorption of light. We will discuss this 
process in detail in Chapter 15. 

Our last and most difficult topic in the assessment of transformations of organic 
chemicals in the environment is biologically mediated reactions, which we will ad- 
dress in Chapter 17. Although organic compounds may be transformed by many 
different organisms (including humans), the most important living actors involved 
in biotransformations of anthropogenic organic chemicals in the environment are 
the microorganisms. Hence, our discussions will emphasize microbial transforma- 
tion reactions. Note that biological transformations are usually the only process by 
which a xenobiotic compound may be completely mineralized in the environment. 
Hence, when assessing the environmental impact of a given compound, its biode- 
gradability is one of the key issues. Unfortunately, as we will see later, because of 
the complexity of the factors that govern microbial transformation reactions, it is, in 
many cases, very difficult to make any sound prediction of the rates of such process- 
es in a given natural system. Hence, the determination of biotransformation rates of 
organic chemicals in the environment generally hinges on the availability of appro- 
priate field data that can be analyzed by using quantitative models (Part V). Conse- 
quently, our discussion of biotransformations will necessarily be somewhat more 
qualitative in nature as compared to the discussions of all other processes addressed 
in this book. Nevertheless, some general knowledge of the factors that determine the 
abundance and composition of microbial communities in the environment, and some 
basic insights into the types of reactions that microorganisms may catalyze, are a 
prerequisite for anticipating, or at least understanding after the fact, biologically 
mediated transformations in environmental systems. 

Finally, it should be pointed out that Part I11 will add a new important element that 
we need to describe organic compounds in natural systems, that is, time, So far, we 
have dealt only with equilibrium concepts (e.g., with the partitioning of organic 
compounds between different phases), but we have not addressed the question of 
how fast such equilibria are reached. Thus, in Chapter 12 we will introduce the time 
axis, that is, we will describe the temporal evolution of a compound concentration 
due to the influence from various transformation and transport processes. In Part IV 
we will go one step further and also add space into our considerations, 
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Chapter 12 

THERMODYNAMICS AND KINETICS OF 

TRANSFORMATION REACTIONS 

12.1 Introduction 

12.2 Thermodynamics of Transformation Reactions 
Illustrative Example 12.1 : Energetics ofsyntrophic Cooperation in 
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Introduction 

There are several general questions that have to be addressed when dealing with 
transformation reactions of organic compounds in the environment: 

1. Is there only one or are there several different reactions by which a given com- 
pound may be transformed under given environmental conditions? 

2. What are the reaction products? 

3. What are the kinetics of the different reactions, and what is the resultant overall 
rate by which the compound is “eliminated” from the system by these reactions? 

4. What is the influence of important environmental variables such as temperature, 
pH, light intensity, redox condition, ionic strength, presence of certain solutes, con- 
centration and type of solids, microbial activity, and so forth, on the transformation 
behavior of a given compound? 

We will address all of these questions for each type of reaction considered in the 
following chapters. In this chapter, we will summarize the most important theoreti- 
cal concepts needed for a quantitative treatment of transformation reactions of or- 
ganic chemicals. We start out by extending our earlier discussions on the application 
of thermodynamic theory to assess a compound’s behavior in the environment (see 
Chapters 3 and 8), this time with the goal of answering the question whether a given 
reaction is energetically favorable under the conditions prevailing in a given system. 
Furthermore, as already addressed in Chapter 8, we want to know to what extent a 
(reversible) reaction has proceeded when equilibrium is reached. When considering 
abiotic reactions, we will be interested in these questions to see whether a reaction 
may occur spontaneously. With respect to microbially mediated reactions, these 
questions are important for assessing whether a microorganism may gain energy 
from a given reaction, that is, whether there is a benefit for the microorganism to 
catalyze the reaction. 

In Chapter 8, we addressed proton transfer reactions, which we have assumed to 
occur at much higher rates as compared to all other processes. So in this case we 
always considered equilibrium to be established instantaneously. For the reactions 
discussed in the following chapters, however, this assumption does not generally 
hold, since we are dealing with reactions that occur at much slower rates. Hence, our 
major focus will not be on thermodynamic, but rather on kinetic aspects of transfor- 
mation reactions of organic chemicals. In Section 12.3 we will therefore discuss the 
mathematical framework that we need to describe zero-, first- and second-order re- 
actions. We will also show how to solve somewhat more complicated problems such 
as enzyme kinetics. 

Finally, in the last section of this chapter, we will introduce the simplest approach for 
modeling the dynamic behavior of organic compounds in laboratory and field sys- 
tems: the one-box model or well-mixed reactor. In this model we assume that all 
system properties and species concentrations are the same throughout a given vol- 
ume of interest. This first encounter with dynamic modeling will serve several pur- 
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poses. First, besides batch reactors, well-mixed flow-through reactors are often used 
to evaluate the reaction kinetics for a given transformation process, particularly 
when one deals with heterogeneous systems (e.g., surface-catalyzed hydrolysis, mi- 
crobial transformation). Hence, it is useful to get acquainted with the mathematical 
description of such reactors. Second, using such simple models will help us to see 
how we have to treat the various transformation processes in order to be able to 
combine them later with transfer and transport processes (Chapters 18 to 22) in mod- 
els of different complexities (Chapters 23 to 25). Finally, the use of simple one-box 
models will allow us to make some interesting calculations on the residence times of 
reactive organic chemicals in well-mixed environmental systems such as, for exam- 
ple, the epilimnion of a lake, a small pond, or part of the atmosphere. 

Thermodynamics of Transformation Reactions 

Since most of the reactions discussed in the following chapters take place in aqueous 
media, we confine our thermodynamic considerations to reactions occurring in di- 
lute aqueous solutions. For the gas-phase reactions of organic compounds with high- 
ly reactive oxidants (i.e., reactions in the atmosphere; Chapter 16), we will assume 
that these reactions are always energetically favorable and, thus, proceed spontane- 
ously. 

In Chapter 8, where we treated acid-base equilibria, we have seen that when dealing 
with reactions in dilute aqueous solutions, the appropriate choice of reference state 
for solutes is the infinite dilution state in water. The chemical potential of a 
compound i can then be expressed as: 

wherey; is the activity coefficient, [i] is the actual concentration of the species i, [i]' 
is its concentration in the standard state, and the prime superscript is used to denote 
the infinite dilution reference state (in distinction to the pure organic liquid state). 
Recall that pp' corresponds to the standard free energy of formation of the species i 
in aqueous solution; that is: 

at given po and T (e.g., 1 bar, 25°C). Also note that because we have chosen the 
infinitely dilute aqueous solution as reference, y: will in many cases not be substan- 
tially different from 1. 

Let us now consider a general reversible chemical reaction: 

a A  + bB + .. . + pP + qQ + . . . (12-1) 

where a,b, ...p,q,... are the stoichiometric coefficients of the reaction; that is, the 
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coefficients that describe the relative number of moles of each reactant consumed or 
produced by a given reaction. At a given composition [A], [B], ..., [PI, [Q], ... of the 
system (we are not interested in other system components that are not involved in the 
reaction), it is easy to see from Eqs. 3-19 and 3-20 (Chapter 3) that, if the reaction 
proceeds by the increment dn, so that dn, = adn,, dn, = bdn, . . ., to dnp = pdn, , dnQ 
= qdn, . . ., we cause a change in the total free energy of the system which is given by: 

dG = -ayu,dn, - b,uu,dn, - ... + py&, + qpQdnr 

dG = (-ay,  - bpB - ... + p p p  + @Q + ... )dn, 

(12-2) 

The quantity dGldn,, which is a measure of the free energy change in the system as 
the reaction progresses, is referred to as the free energy ofreaction, which we denote 
as A r c .  We use the subscript "r" to distinguish the free energy of reaction from the 
free energy of transfer that we used in Part 11. Hence, 

Inserting Eq. 8-3 for each species taking part in the reaction into Eq. 12-3, and as- 
sessing a standard concentration [i] ' = 1 M for all species considered [note that, of 
course, 1 M is a hypothetical concentration for most of the organic compounds of 
interest, because their water solubilities are usually much lower (see Chapter 5)] ,  we 
then obtain after some rearrangements: 

A,G = -up: - bpB 0' - ... + ppP 0' + qyQ 0' + ... 
( 12-4) 

( Y; [Pl)'(~b [a])' ... 
+RTln , 

(Y* (Y B ... 

The algebraic sum of the standard chemicalpotentials of the products and reactants 
is called the standardfree energy of reaction, and is denoted as A,Go: 

0' 0' 0' 

(12-5) A,Go = -up: - byu, - ... + p p p  + qpQ + ... 
= -a A, G i  (aq) - b A, G: (aq) - ... + p A,Gi(aq) + q A, Gg (aq) + ... 

Hence, A,G' is a measure of the free energy of the reaction when all species are present 
in their standard state (where concentrations are assumed to be 1 M, and activity coeffi- 
cients are set to 1). We should recall that a negative Arco  would mean that, under stan- 
dard conditions, the reaction Eq. 12-1 would proceed spontaneously from left to right; 
if A,Go is positive, the reaction would proceed spontaneously in the opposite direction. 

By substituting Eq. 12-5 into Eq. 12-4, and by using the notation {i} for expressing 
the activity of a given species (i.e., {i> = Y i [ i ] ) ,  we can rewrite Eq. 12-4 as: 

{p>'{Q>". . 
{AJ"{B)~.  . . 

A,G = A,Go + RTln (12-6) 
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By defining a reaction quotient, Q,, as: 

we can rewrite Eq. 12-6 as 

ArG = A,Go + RTlnQ, 

(12-7) 

(12-8) 

It is important to realize that A,G can be heavily influenced by the Q, term. Hence, 
even if A,Go is positive (ie., the standard reaction is endergonic and does not, there- 
fore, occur spontaneously under standard conditions), a reaction may still proceed in 
a given system (i.e., it is exergonic because of a very small Q, value). A small Q, 
could be due to a very small activity (or concentration, because y:' values are com- 
monly not very different from 1, see below) of one or several product(s), and/or a 
very high activity (concentration) of one or several reactant(s) present in the system 
at a given time. Conversely, a large Q,value (e.g., accumulation of products, deple- 
tion of reactant(s)) may lead to a positive A,G, although A,Go may be negative. Illus- 
trative Example 12.1 helps to make this point clear. 

When we are interested in the equilibrium composition in a given system (i.e., in the 
situation where A,G = 0), the Q, value is not a variable anymore but is given by the 
equilibrium reaction constant, K,. This is related to A,Go by the equation (see also 
Chapter 8): 

{P)'(Q}". . - A,Go 
{A}"{B 1". . RT 

In K, = In - -- (1 2-9) 

Hence, if A,@ is known or can be calculated from A,G:(aq) values, the extent to 
which a given reaction proceeds until reaching equilibrium can be assessed (see 
Illustrative Example 12.2). 

Finally, we should recall from Chapter 8 that when assuming a constant standard 
enthalpy ofreaction, A P ,  over a small temperature range, the relationship between 
K, values at two different temperatures is given by 

(see 8-20) 

Illustrative Example 12.1 Energetics of Syntrophic Cooperation in Methanogenic Degradation 

Introduction 

The small amount of energy available in methanogenic processes (see Chapter 14) 
forces the microorganisms involved into a very efficient cooperation. In many cases, 
neither partner can operate without the other; that is, together they may exhibit a 
metabolic activity that neither one could accomplish on its own. Such cooperations 
are called syntrophic relationships (for details see Schink, 1997). A classical exam- 
ple is the Methanobacillus meliansky culture, which is a co-culture of two partner 
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organisms, strain S and strain M.0.H. The two strains cooperate in the conversion of 
ethanol to acetate and methane by interspecies hydrogen transfer, as follows: 

Strain S: CH3CH20H + H,O + CH3COO- + H+ + 2H2 (1) 
ethanol acetate 

Strain M.0.H.: 4H, + CO, --+ CH, + 2HZO 
methane 

The critical point in this syntrophic cooperation is that the reaction that Strain S is 
catalyzing (Eq. 1) is only exergonic (negative A,.@ if the H, partial pressure (or the 
corresponding H, concentration) in the aqueous phase is low enough. Hence, strain 
M.0.H. has to remove hydrogen efficiently from the solution. 

Problem 
Calculate the maximum p,, at which strain S can just gain some energy from 
catalyzing reaction Eq. 1 at pH 7 and 25"C, by assuming that both ethanol and 
acetate are present at a concentration of 1 0-6 M. 

Answer 

A,G&Hp,(aq) = -181.8kJ.mol-' In the literature (e.g., Thauer et al. 1977; Hanselmann, 1991) you find the Afco(aq) 
A~C&..~. (aq) = -369.4k~.  mol-1 values at 25°C for all the species involved in reaction Eq. 1. Note that by convention, 
A ~ G ; ~ ~ ( ~ )  = -237.2kj .mol-I the free energies of formation of the elements in their naturally occurring most sta- 

= 0kJ.  ble form, as well as of the proton in aqueous solution, are set to zero. From these 
A,G;-(aq) = OkJ . mol-~ values, calculate the standard free energy of reaction Eq. 1: 
A r q >  (g) 

ArGo = -(-18 1 .8) - (-237.2) + (-369.4) + (0) + (0) = +49.6 kJ .mol-' 

Hence, under standard conditions ({CH,CH,OH} = {CH,COO-} = {H+} = {H,O} = 

1, pH2 = 1 bar), this reaction is endergonic. In order to get a negative free energy of 
reaction, ArG, the terrn RTlnQ has to be smaller than -A,Go (Eq. 12-8, note that 
(H,O} = 1): 

RT In Q < - 49.6 kJ mol or Q < 2 x lop9 
Therefore: 

is less than 2 ~ 1 O - ~  ifp,, < 0.14 bar. 

Of course, in order to sustain growth, a significantly more negative ArG is required, 
which is achieved by a hydrogen partial pressure of < lop3 bar (Schink, 1997). 
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Illustrative Example 12.2 

A,G:,.(aq) = -131.3kJ.mol-I 
AIGir.(aq) = -104.0kJ.mol-1 
AfG&,Jg) = -28.2kJ.mol-' 

AfG,&, (g) = -58.0kJ. mol-' 

C&B,, = lod7* mo1.L-I 

C,&c, = loq9* mol . L-l 

Transformation of Methyl Bromide to Methyl Chloride and Vice Versa 

Problem 

Consider the reversible transformation of the soil fumigant methyl bromide 
(CH,Br) to methyl chloride (CH,Cl) in aqueous solution (a nucleophilic substitu- 
tion reaction, see Chapter 13): 

CH,Br + C1-;". CH,Cl + Br- 

In which direction does this reaction occur at 25°C in a contaminated groundwa- 
ter containing 50 mM C1-, 1 mM Br-, and (a) 10 times more CH3C1 than CH,Br.? 
(b) How does your answer change if there is 1000 times more CH3C1 than CH,Br? 
What is the relative abundance of CH,Br and CH,C1 at equilibrium assuming 
constant Cl- and Br- concentrations? Also assume that the activity coefficients of 
all species (including the charged species) are - 1, that is, {i} z [i]. 

Answer 

In the literature you find A,G: (aq)values for chloride and bromide. However, for 
CH3Br and CH,Cl, only values for the free energy of formation in the gas phase, 
A,Gp (g) , are given. This is, of course, not a serious problem, because the difference 
between AfG:(aq) and AfG:(g) is the free energy of transfer between the gas phase 
and water, which is directly related to the Henry's law constant (Section 6.4). Note 
that we have to take into account that we use molar concentrations (and not mole 
fractions) in the aqueous phases. Hence, as discussed in Section 3.4 (Eqs. 3-41 to 3- 
46), the free energy of transfer from the gas phase to the aqueous phase is given by - 
[AawGi + RT In vw / (L mol-I)], and, therefore: 

(1) A , G: (aq) = A , G: (g) - [A aw G, + RT In vw / (L . mol-' )] 
or 

A,G:(aq) = A,G:(g)+ RT In K,H (2) 

where KiH is the Henry's law constant expressed in bar. L . mol-I. 

In Appendix C you find the water solubilities, C,$ of the two gases at 25°C and 1 bar 
partial pressure, which allows you to estimate KiH: 

1 K z -  
CZZt rH - 

The approximated KrH values are 6.0 bar. L . mol-' for CH3Br, and 9.6 bar. L .mol-' 
for CH3C1. Insertion of these values into Eq. (2) together with the A,G;(g) values 
found for the two compounds in the literature (see above) yields: 

AfG&+(aq) = -23.7 kJ.mol-', and AfG~H3a(aq) = -52.4 kJ.mol-' 

Using these values, the standard free energy of reaction in aqueous solution can now 
be calculated: 
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A , Go = -( -23.7) - (- 13 1.3) + (-52.4) + (- 104 .O) = - 1.4 kJ . mol-' 

In order to get the free energy of reaction under the given conditions (a) and (b) 
calculate the respective Q, values (Eq. 12-8; set {i) = [i]): 

= 0.2 
(1 0) [ Br -1 - (1 0) (1 0-3) 

(l)[CI-] (1)(5 x 10-2) 
- (a) Qr = 

Insertion of A,Go and Q, into Eq. 12-8 then yields: 

(a) A,G = -1.4 t 2.481n0.2 = -5.4 kJ.mol-1 

(b) A,G=-1.4 t2.481n20= t6.0 kJ-mol-1 

Hence, at the solution composition prevailing in case (a) the reaction occurs sponta- 
neously from left to right; that is, CH,Br is converted to CH3C1. However, in case 
(b), the reaction proceeds in the opposite direction; that is, CH,C1 is converted to 
CH,Br! This result indicates that at equilibrium, the [CH,Cl] to [CH,Br] ratio has to 
lie between 10 and 1000. 

To answer the question about the [CH,Cl] to [CH,Br] ratio at equilibrium, calculate 
the equilibrium reaction constant, K, (Eq. 12-9): 

ArGO (-1.4 kJ.mol-') 
RT (2.48 kJ . mol-') 

1nK r -  ---=- = 0.56; Kr = 1.76 

Since 

[CH3C1] [Br- ] 
[CH3Br][Cl-] 

Kr = 

the ratio [CH,Cl] to [CH,Br] at equilibrium for fixed [Cl-] and [Br-] is given by: 

= 88 
[CH3ClI = K , . [  C1-] - (1.76)(5 x 1 0 - 2 )  

[ CH3Br] [Br- 1 (10-3) 

Kinetic Aspects of Transformation Reactions 

Phenomenological Description of Reaction Kinetics 

From experimental data or by analogy to the reactivity of compounds of related 
structure, we can often derive an empirical rate law for the transformation of a given 
compound. The rate law is a mathematical function, specifically a differential equa- 
tion, describing the turnover rate of the compound of interest as a function of the 
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concentrations of the various species participating in the reaction. Hence, the rate 
law reflects the overall reaction on a macroscopic level. In a very general way, we 
can write the macroscopic rate law for the transformation rate (i.e., for the disappear- 
ance rate) of an organic compound ( i )  as: 

d'orgl - k[i]'[B]'[C]". ._ 
dt 

( 1 2- 1 0) 

where the exponents i, b, c, . . . indicate the order of the reaction with respect to the 
corresponding species: org, B, C, ... Note that when dealing with more complex 
reactions, particularly in heterogeneous systems, the (phenomenological) reaction 
orders do not necessarily have to be integer numbers and they may also change with 
concentration. The total order n of the reaction is given by the sum of the exponents 
n = i + b + c + . . ., and k is called the nth-order reaction rate constant, and has the 
dimension [(ML-3)'" TI]. 

Before we take a look at some typical rate laws encountered with chemical reactions 
in the environment, some additional comments are necessary. It is important to real- 
ize that the empirical rate law Eq. 12-10 for the transformation of an organic com- 
pound does not reveal the mechanism of the reaction considered. As we will see, 
even a very-simple-looking reaction may proceed by several distinct reaction steps 
(elementary molecular changes) in which chemical bonds are broken and new bonds 
are formed to convert the compound to the observed product. Each of these steps, 
including back reactions, may be important in determining the overall reaction rate. 
Therefore, the reaction rate constant, k, may be a composite of reaction rate con- 
stants of several elementary reaction steps. 

It is particularly important to be aware of this point when one wants to derive quan- 
titative structure-reactivity relationships for a specific reaction of a series of struc- 
turally related compounds (i.e., if one wants to relate the rate constants to certain 
properties of the compounds). In these cases, one may find that such relationships do 
not hold for some of the compounds considered, the reason being that for different 
compounds, different elementary reaction steps may be rate determining. Examples 
will be discussed in the following chapters. 

CH, - CI 

benzyl chloride 

11 HzO First-Order Kinetics 

We start our discussion of specific reaction rate laws by examining the results of a 
simple experiment in which we observe how the concentration of benzyl chloride 
(Fig. 12.1) changes as a function of time in aqueous solutions of pH 3 ,  6, and 9 at 
25°C (Fig. 12.2). When plotting the concentration of benzyl chloride (denoted as 
[A]) as a function of time, we find that we get an exponential decrease in concentra- 
tion independent of pH (Fig. 12 .2~) .  Hence, we find that the turnover rate of benzyl 

Figure 12.1 Reaction of benzyl 
chloride with water (a nucleophilic chloride is always proportional to its current concentration. This can be expressed 
substitution reaction, see Chapter 13). mathematically by afirst-order rate law: 

+ H+ + CI- 

benzyl alcohol 

u C H 2 - O H  

-- d'A1 - - k[A] 
dt 

(12- 11) 
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Figure 12.2 Decrease in benzyl 
chloride concentration (a) plotted 
directly and (b)  plotted logarithmi- 
cally as a function of time in aque- 
ous solution at three different pHs. 
The right graph reflects the fact 
that Eq. 12- 12 can be transformed 
into the form ln([A],/[A],) = -kt. 
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where k is referred to as the jirst-order rate constant and has the dimension 
[T-'I. Since Eq. 12-1 1 is a linear differential equation, the first-order reaction is often 
called a linear reaction and k the linear rate constant. Integration of Eq. 12-1 1 from 
[A] = [A], at t = 0 to [A] = [A], at time t yields the mathematical description of the 
curve in Fig. 12.2a (see Box 12.1, Case a): 

[A], = [A], . e-' (12-12) 

Eq. 12-12 implies that the logarithm of the ratio [A],/[A], yields a straight line 
through the origin with slope -k. Thus, if data from kinetic experiments are plotted 
as in Fig. 12.2, we can both check whether the reaction is first order in [A] and 
determine the rate constant k using a linear regression analysis. We note that in the 
case of first-order kinetics, the half-life, t,,,, of the compound (i.e., the time in which 
its concentration drops by a factor of 2) is independent of concentration and equal to: 

(12- 13) In 2 0.693 t,,, = - = - 
k k 

From Fig. 12.1 we notice that the transformation of benzyl chloride to benzyl alco- 
hol involves a water molecule which was not included in the rate law (Eq. 
12-11). If the water molecule were involved in the slowest step of the reaction, that 
is, in the rate-determining step, the reaction should be described by a second-order 
rate law: 

-- d[A1 - - k' [A] [B] 
dt 

(12-14) 

where we have denoted H,O as B, and k' is now referred to as second-order rate 
constant with dimension [M-'L3T']. Yet, since water is present in a large excess, its 
concentration (- 55.3 M) is not altered significantly during the course of the reac- 
tion: [B], = [B], - 55.3 M. Hence, by setting k = k' [B],, we again obtain a first-order 
rate law (Eq. 12-11). In this and all other cases in which we simplify the rate law by 
assuming the concentrations of certain species to be constant, we use the prefix 
pseudo- to indicate that, on a molecular level, more species take part in the reaction 
than are incorporated in the rate law. Without knowing more about the reaction 
mechanism, we cannot say whether for the case of benzyl chloride the rate law is 
pseudo-Jirst-order or truly first order. In the former case, we refer to k as thepseudo- 
first-order rate constant. 
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Box 12.1 Some Important Background Mathematics: The First-Order Linear Inhomogeneous 
Differential Equation (FOLIDE) 

In our modeling efforts it will often be our goal to express, or at least to approximate, all dynamic processes by 
(pseudo-)first-order rate laws. This will enable us to perform “back-of-the-envelope” calculations for a quick as- 
sessment of the relative importance of the various transport and transformation processes that govern the behavior 
of a given organic compound in a given system, and to get a first idea of the temporal variation in concentration of 
the compound in the system. With this approach, we will always have to deal with the same type of differential 
equation, thefirst-order linear inhomogeneous differential equation (FOLIDE). It has the general form: 

dy,J-r,y 
dt 

Here y denotes the time-dependent or dynamic variable (usually a concentration), J i s  the so-called inhomogeneous 
or input term, and k is the overallfirst-order rate constant, which can be a sum of several first-order rate constants 
each describing a different process. If y has the dimension of a concentration [MLW3], then J has [ML-3T’]. Note 
that J a s  well as k can be time-dependent. We discuss the solution of Eq. 1 by starting with the simplest case and then 
move to the more complex ones. 

Case a. J =  0, k = constant 

The corresponding equation: 

-=-ky dY 
dt 

is called the first-order linear homogeneous differential equation. It has the solution (Fig. a): 

y(t> = y,e-k’ (3) 

with yo the initial value y(t = 0). For k > 0, the so-called steady state y, = y(t + -) is zero. Strictly speaking it takes 
an infinite amount of time until y becomes zero. In practice the exponential expression becomes extremely small 
once (kt) is much larger than 1. For instance, e-3 = 0.05, thus at: 

3 
4% = - k 

(4) 

y(t) has dropped to 5% of its initial value. The half-life, t1,2, (i.e., the time when y(t)  has dropped to one half 
ofy,), is: 

In2 0.693 t,,2 = - = - 
k k 

If k is negative, y(t + -) grows infinitely. 

Case b. J, k = constant 

For k > 0, the solution is (Fig. b): 
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with the steady-state: 

Note that Eq. 4 can still be looked upon as a measure for the time needed to approach steady-state. 

Case c. Variable input J(t), k = constant 

For k > 0, the solution is: 

y ( t )  = yoe-kf + j e - k ( t - t ' )  J(t'  )dt' 

0 

The first term, identical to the first term in Eq. 6, describes the exponential decay of the initial value yo. The 
integration time t' in the second term runs from t' = 0, the initial time, to t' = t, the time for which y is evaluated (the 
"present"). Because of the term e-k(t-t') the integral represents a weighted sum of the input J during the time interval 
between 0 and t. Inputs that occurred far back in time [(t - t ' )  large] have little or no influence on the actual value 
y(t). In fact, for (t  - t ' )  > 3/k the weight of Jhas  dropped to less than 5% (see Eq. 4). An example is shown in Fig. c. 

Case d. Variable input J( t ) ,  variable k( t )  

For completeness the most general solution of Eq. 1 is given below: 

(9) y ( t>  = y o e - ~ ( f )  + e-o(t) jeo(f*)J(t')dt' 

@(t)  = Jk( t ' )d t '  

0 

t 

0 

Note that even if the coefficients are time dependent, the differential equation is still linear. However, if J or k 
explicitly depend on the variable y ,  the equation would be nonlinear. 

I I I I I I I I 

4 
0.0 

0 1  2 3 4 0 1  2 3 

Time (in units of k -') 
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First-Order Reaction Including Back Reaction 

When treating the overall transformation kinetics of an organic compound as we 
have done for the hydrolysis of benzyl chloride (Eq. 12-1 l), we assume that the 
reverse reaction (i.e., the formation of benzyl chloride from benzyl alcohol) can be 
neglected. For many of the reactions discussed in the following chapters we will 
make this assumption either because the reverse reaction has an extremely small rate 
constant (i.e., the reaction is practically irreversible), or because the concentra- 
tion(s) of the reactant(s) are very large as compared to the concentration(s) of the 
product(s). There are, however, situations in which the reverse reaction has to be 
taken into account. We have already encountered such a reaction in Illustrative Ex- 
ample 12.1. To demonstrate how to handle the reaction kinetics in such a case, we 
use the hydration of an aldehyde to yield a diol (Fig. 12.3). This example will also 
illustrate how the equilibrium reaction constant, K,, is related to the kinetic rate con- 

f +H,O 
R/"H 

aldehyde ("A) 

k2 1) kl' 

R T H  

geminat diol ("D") 

OH 

Figure 12.3 Many aldehydes react 

versible fashion to yield a diol (see 
also Bell and McDougall, 1960). 

with water in a re- stants, k, and k2, of the forward and reverse reaction. 

The hydration of an aldehyde RCHO can be expressed with two (pseudo-first-order 
rate laws consisting of an elimination (minus sign) and a production (plus sign) term: 

d 
-[RCHO] = -k;[H,O][RCHO] + k,[RCH(OH),] 
dt (12-1 5 )  

= - k,[RCHO] + k,[RCH(OH),] 

For example, for formaldehyde (R = H) at neutral pH, the pseudo-first-order rate 
constant for the hydration reaction (forward reaction), k,=k; [H20], is about 10 s-' 
and the first-order rate constant for dehydration, k2, is about 5 x 10" s-'. In Chapter 
20 we will use this example to show that the reactivity of compounds can influence 
the kinetics of aidwater exchange if both processes (reaction and exchange) occur 
on similar time scales. 

Substituting A for the aldehyde and D for the diol, we can rewrite Eq. 12-15 for A 
and a corresponding equation for D: 

-=- d[A1 k,[A]+k,[D] 

-= dED1 +k,[A] - k,[D] 

dt 

dt 

(12- 16a) 

(12-16b) 

The concentrations for which d[A]/dt = 0 and d[B]/dt = 0 are called the equilibrium 
or steady-state concentrations, [A], and [B],. From Eq. 12-16: 

(1 2- 1 7) 

Here the equilibrium reaction constant, K,, which in Eq. 12-9 has been derived from 
thermodynamic considerations, is given by the ratio of the rate constants of the for- 
ward and the reverse reaction. Inserting the rate constants for formaldehyde into Eq. 
12-17 yields: 
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=2x103 
ki 10 s-l K,=-= 
k2 5 x S-' 

(12-18) 

Hence, at equilibrium and neutral pH, formaldehyde dissolved in water occurs 
99.8% as the diol. In the case of acetaldehyde (R = CH3), this fraction is about 50%. 

Although the solution of a set of differential equations usually involves some more 
sophisticated mathematical tools (see Chapter 21), for our problem we can simplify 
the procedure. Addition of the two equations, Eqs. 12-16a and b, yields: 

- _ _ _  d[A1 + d'D1 = d ([A] + [D]) = 0 
dt dt dt 

(12- 19) 

This equation states that the total concentration, [A],,, = [A], + [D],, is constant. 
Thus, in Eq. 12-16a we can make the substitution [D] = [A],,, - [A], which yields a 
kinetic expression in the form of a FOLIDE: 

(12-20) 

According to Box 12.1 (Case b, Eq. 6), this has the solution: 

(12-22) 

We can also use this procedure to track the diol: 

[DI, = [Alto, - [A], (12-23) 

As an interesting fact, we can learn from Eq. 12-21 that the time to steady-state (or 
time to equilibrium) depends on the sum of the forward and reverse reaction rate 
constants. Thus, even if one rate constant is very small, time to equilibrium can be 
small, provided that the other rate constant is large. By using Eq. 4 in Box 12.1 
(95% of equilibrium reached) we obtain: 

= 0.3s 
3 

(10 + 5 IO-~)S- '  - 
t5% = 

Reactions of Higher Order 

(1 2-24) 

Although most reactions with which we are concerned are not truly first order, it is 
convenient for modeling purposes to make assumptions that allow us to reduce the 
order of the reaction law, ideally to pseudo-first order. For example, when consider- 
ing reactions of organic chemicals with environmental reactants for which we can 
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assume that their concentrations do not change significantly during the reaction 
(e.g., OH-, C1-, Br-, HS-, O,), we can lower the reaction order by setting the concen- 
trations of these species constant (as we have done with water in the examples dis- 
cussed above). In the case of second-order reactions, we can thus often achieve a 
pseudo-first-order rate law. 

There are however, cases where higher-order rate laws have to be applied to describe 
adequately the reaction kinetics of a xenobiotic compound. The mathematics in- 
volved in solving these more complex situations may be found in textbooks on 
chemical kinetics (e.g., Frost and Pearson, 1961; Laidler, 1965; Brezonik, 1994). 

Catalyzed Reactions 

There are quite a few situations in which rates of transformation reactions of organic 
compounds are accelerated by reactive species that do not appear in the overall reac- 
tion equation. Such species, generally referred to as catalysts, are continuously re- 
generated; that is, they are not consumed during the reaction. Examples of catalysts 
that we will discuss in the following chapters include reactive surface sites (Chapter 
13), electron transfer mediators (Chapter 14), and, particularly enzymes, in the case 
of microbial transformations (Chapter 17). Consequently, in these cases the reaction 
cannot be characterized by a simple reaction order, that is, by a simple power law as 
used for the reactions discussed so far. Often in such situations, reaction kinetics are 
found to exhibit a gradual transition from first-order behavior at low compound con- 
centration (the compound “sees” a constant steady-state concentration of the cata- 
lyst) to zero-order (i.e., constant term) behavior at high compound concentration (all 
reactive species are “saturated”): 

d[AI - - - - k[A], for low [A] 
dt 

(1 2-25) 

m= - J ,  for high [A] 
dt 

where k and Jhave the dimensions [T-’1 and [ML-3 T’], respectively. 

There are a variety of mathematical expressions with which we could fit the required 
dependence of the transformation rate on the compound concentration. 

In Box 12.2, a simple model for a special kind of catalyzed reaction, the Michaelis- 
Menten enzyme kinetics, is presented, which leads to the following kinetic expression: 

As shown in Fig. 12.4, this equation exhibits the behavior described by Eq. 12-25. In 
fact, it became so popular that often it is mistakenly given a deeper theoretical mean- 
ing even in cases where it simply serves as a fitting curve. Therefore, the reader 
should not forget that there are other curves built from two parameters (J ,  k) which 
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Figure 12.4 Comparison of the re- 
action rate functions Eqs. 12-27 
(curve 1) and 12-28 (curve 2) .  The 
straight line through the origin in- 
dicates the initial slope of size k. 
Half-saturation concentrations are 
at ln2 ( J k )  and ( Jk ) ,  respectively. 
Parameter values J =  1, k = 1. 

exhibit the same behavior as Eq. 12-25 for very small or very large [A] values but are 
different in between. For instance, 

(12-27) 

has the same properties as Eq. 12-25, but its half-saturation concentration, the concen- 
tration ofA where the rate of change is J/2, is smaller than for Eq. 12-26 (see Fig. 12.4). 

To summarize, we should make a clear distinction between the application of Eq. 12-26 
as a model for enzyme kinetics (Box 12.2) or as a fitting curve. In the latter case, we have 
to remember that other functions, such as Eq. 12-27, may fulfill this purpose as well. 

Arrhenius Equation and Transition State Theory 

If we want to understand and describe the influence of environmental factors, espe- 
cially temperature, on chemical reaction rates, and if we want to see how transfor- 
mation rates vary as a function of the chemical structure of a compound, we need to 
take a closer look at these reactions on a molecular level. As mentioned already, a 
chemical reaction often proceeds in several sequential elementary steps. Frequently, 
one step in the reaction sequence occurs at a much slower rate than all the others. 

Box 12.2 An Enzyme-Catalyzed Reaction (Michaelis-Menten Enzyme Kinetics) 

We consider a catalyzed reaction in which an organic compound, A, is transformed to a product, P, via a complex 
formed by A with a catalyst E. Although the letter E for catalyst reminds us that frequently the catalyst is an 
enzyme (see Chapter 17), other species such as reactive surface sites can also take over this role. A typical 
catalyzed reaction can be divided into three steps: 

Step 1: Substrate A reacts with E to form a complex AE. This reaction is assumed to be reversible and fast as 
compared to Step 2. It can be expressed by an equilibrium constant, KE: 

Step 2: AE is transformed by afirst-order reaction (rate constant kE) into the product-catalyst complex PE: 
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d[AE1 - -kE[AE] 
kE 

AE+PE : -- 
dt 

Step 3: PE decays into P and E (hence, E is regenerated) in a reaction that is fast as compared to reaction Eq. 2. 

In order to derive the overall rate law for the transformation ofA to P we assume that the total catalyst concentration 
[El,,, is constant and that the concentration of PE is very small (Step 3 is assumed to be fast). Hence, [El,,, = [El + 
[AE]. Using Eq. 1 to substitute for [El: 

Since in Step 1 the rate of disappearance of A is equal to the rate of formation of AE we write 

With Eqs. 2 and 4 we can now write down the total mass balance of [AE]: 

It can be assumed that, once the reaction is in progress, concentrations of intermediates including AE are at steady- 
state, that is, d[AE] / dt = 0. Thus, Eq. 5 can be transformed into: 

d[Al = -kE[AE] 
dt 

Solving Eq. 3 for [AE] and substituting into Eq. 6 yields: 

In the notation of Eq. 12-3 1 we find that the maximum reaction rate ([A] >> Kgl) is J = kE[E,,,] while the first- 
order reaction rate at small concentrations ([A] << K E ~ )  is k = kE[E],, KE. 

To summarize, the described model of enzyme catalysis leads to the kinetic expression: 

(12-26) 

with J =  kE [El,,,, k = kE [El,,, KE. 
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This step acts as a “bottleneck” in the overall process and determines the overall rate 
of the reaction. Consequently, this slowest step is generally the one in which we are 
most interested. 

Let us begin by taking a look at the effect of temperature on the rate of a chemical 
reaction. Experimentally, we commonly find that the reaction rate constant varies as 
an exponential function of temperature. This can be mathematically expressed by 
the so-called Arrhenius equation: 

k = A . e -EaIRT  (1 2-28) 

where A is called the pveexponential factor or frequency factor, and E, is referred to as 
the activation energy. The unit of A corresponds to the unit of the rate constant k. For a 
given reaction A and E, can be derived by linear regression of a plot of In k versus UT: 

Ink = In A - E, I RT (1 2-29) 

Hence, very similar to the equilibrium partition constants (e.g., Eq. 3-51) or equilib- 
rium constants (e.g., Eq. 8-20), rate constants at two different temperatures T, and T, 
are related by: 

( 1 2-3 0) 

Therefore, knowledge of E, allows us to use Eq. 12-30 to assess the effect of tempera- 
ture on reaction rate constants. Note that when deriving and using Eqs. 12-29 and 12-30 
to calculate rate constants at different temperatures, one assumes that A and E, are tem- 
perature independent. This is a reasonable first approximation if the temperature range 
considered is not too large, and ifwe are dealing with only one reaction that causes the 
compound to disappear. Table D1 in Appendix D shows that, depending on the magni- 
tude of E, (EzL values typically range between 40 and 130 kJ.mol-’), an increase (de- 
crease) of 10°C may accelerate (slow down) a reaction by a factor of between 2 and 6 .  

For a qualitative interpretation of the Arrhenius equation we consider a simple ele- 
mentary bimolecular reaction in aqueous solution: 

B + C - + D + E  (12-31) 

Let us now deduce the factors that control the rate of conversion of B and C to D and 
E by imagining the transformation process is portrayed well by what is known as a 
collision rate model. (Strictly speaking, the collision rate model applies to gas phase 
reactions; here we use it to describe interactions in solution where we are not speci- 
fying the roles played by the solvent molecules.) First, in order to be able to react, 
the molecules B and C have to encounter each other and collide. Hence, the rate of 
reaction depends on the frequency of encounters of B and C, which is proportional to 
the product of their concentrations. The rate is also related to how fast B and C move 
in the aqueous solution. Next, the rate is proportional to the probability that B and C 
meet with the “right orientation” to be able to react, which we may refer to as the 
“orientation probability”. Third, only a fraction of collisions have a sufficient 
amount of energy (greater then or equal to E,) to break the relevant bonds in B and C 
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that make the reactants change to products D and E. The fraction of species exhibit- 
, which corresponds exactly to the ing an energy greater than E, is given by e 

exponential term in the Arrhenius equation. Consequently, the collision frequency 
and the orientation probability factors are included in the preexponential factor A as 
well as in the concentration dependence in the rate law: 

-E,IRT 

rate = - A . e-EalRT [Bl [Cl (12-32) 

This simple model allows us to qualitatively rationalize the Arrhenius equation. 

For a more quantitative approach to chemical kinetics, in particular for understand- 
ing and applying linear free-energy relationships to estimate transformation rates of 
organic chemicals from structure (see below), we need to acquaint ourselves with a 
more sophisticated theoretical framework, the so-called activated complex or transi- 
tion state theory. We can view this theory as a thermodynamic approach to chemical 
kinetics. To explain, we consider the highest energy state (i.e., the transition state) 
that the reactants of an elementary reaction go through on their way to form prod- 
ucts. We then propose a “structure” of this high-energy species, commonly referred 
to as an activated complex, denoted as BC’. Specific examples of activated 
complexes will be discussed in the following chapters. Since the transition state rep- 
resents the point of bond changing highest in energy, and therefore the point most 
difficult to reach, the rate of formation of the activated complex determines the over- 
all rate of the elementary reaction, and of the overall reaction if we consider the rate- 
limiting step. The quantitative treatment of this approach hinges on the postulate 
that the reactants establish an equilibrium with the activated complex. This assump- 
tion is somewhat unusual in that the activated complex has only a transitory exist- 
ence since it lies at an energy maximum (rather than a minimum). The second as- 
sumption, which is derived from statistical mechanics, is that all activated 
complexes proceed onto products with a $xed Jirst-order rate constant, which is 
given by kT’h, where k and h are the Boltzmann (1.38 x J.K-’) and Planck 
(6.63 x J.s) constants, respectively (for details see Atkins, 1998). Hence, we 
can express our reaction as consisting of two steps: 

B + C+ BCi2 - D + E  (12-33) 

Based on these two postulates, the rate law of a reaction is then simply given as the 
product of the universal rate constant times the concentration of the activated complex: 

rate = (x) [BC]$ (12-34) 

By assuming activity coefficients of 1 for all species involved, [BC:] can be 
expressed in terms of the reactant concentrations and the equilibrium constant K’: 

( 1 2-3 5 )  

and 

rate = - K’[B][C] kT) (12-36) 
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From Section 12-2 (Eq. 12-9) we also recall that K, = e- Hence, we get: 

(12-37) 

where ATGO is referred to as the standard free energy of activation. Since ATGO = 

At@ - TATP. we can also write: 

( 12-3 8) 

where A:,!?' and AT@ are the standard entropy and enthalpy of activation, respective- 
ly. The rate constant is then given by: 

( y )  A'SoIR . e-A'HoIRT rate constant = - e 
(12-39) 

which resembles the Arrhenius rate law (Eq. 12-28). Note that E, represents apotential 
energy of activation: the difference between At@ and E, is given by the kinetic energy 
of activation, which is usually small as compared to E,. For our bimolecular reaction, 
this difference is given by IRT (e.g., Atkins, 1998), and we can rewrite Eq. 12-39 as: 

kT A'SOIR . e-(E,-lRT)lRT rate constant = -e 
h 

(1 2-40) 

kT A'S'IR . e t l  . e-E,IRT e - - - 
h 

Thus, based on transition state theory, the preexponential factor A in the Arrhenius 
equation is interpreted to encompass the universal rate constant and the entropy of 
activation, the latter factor corresponding to what we have called "orientation prob- 
ability" in our simple collision rate model. From Eq. 12-40 we also recognize that A 
is linearly dependent on temperature, but it is easy to see how that is usually masked 
by the overwhelming exponential temperature dependence of the activation energy 
term. Finally, we note that A values may range over several orders of magnitude, 
depending on the reaction considered. Unimolecular dissociation or elimination re- 
actions usually exhibit large preexponential factors ( A  between 1 O I 2  and 10l6 s-') 
because the entropy of activation is only slightly negative or even positive. Bimolec- 
ular reactions, on the other hand, commonly exhibit A values between about 1 O7 and 
10l2 M - '  s-' (Harris and Wamser, 1976; Mabey and Mill, 1978). 

Linear Free-Energy Relationships 

In earlier chapters we have already applied linear free-energy relationships (LFERs) 
to evaluate and/or to predict equilibrium partition constants (Chapters 4 to 11) as well 
as equilibrium reaction constants (i.e., using the Hammett relationship; Chapter 8). 
The basic idea behind all the approaches that we have discussed so far was to use 
empirical relationships to quantify the free energy of transfer (A12GJ, or the standard 
free energy of reaction (Arco), respectively, for a given compound and process from 
corresponding free-energy terms determined for reference compounds and processes. 
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O y O -  

ethyl benzoate 

The goal was always to find simple linear relationships between the respective free- 
energy terms (or the logarithms of the corresponding equilibrium constants). 

As discussed above, when using the transition state theory to describe reaction kinet- 
ics, we postulate an equilibrium between the reactants and the activated complex for 
the rate-limiting step of a given reaction; that is, we define a standard free-energy 
term that we have referred to as the standard free energy of activation, g G o ,  of the 
reaction. Hence, the transition state theory provides us with a very handy framework 
to evaluate and/or to predict reaction rates by using LFERs in a similar way as we 
have done for equilibrium constants. The only difference and the major difficulty is, 
however, that this time we need a quantitative measure of At Go, instead of A,Go. This 
means that we must define the “structure” of the activated complex, and we must be 
able to assess how structural differences in the reactants influence the (relative) 
stability of this activated complex. As one can easily imagine, this task is rather 
difficult because it involves the understanding of not only the electronic [inductive 
(polar), resonance] and steric effects of structural moieties of the reactants on AIGO, 
but also the effects of changes in solvation, which, in the case of water, may be rather 
complex. Nevertheless, as will be illustrated by several examples in the following 
chapters, LFERs relating rate data are not only very useful for predictions of reaction 
rate constants but also for the evaluation of kinetic data, since an LFER (or the lack 
of an LFER) might give usehl insights to reaction mechanisms. Finally, for success- 
ful applications of LFERs to kinetic data, two important points have to be observed. 
First, when considering a given type of reaction, an LFER relating rate constants of 
a series of structurally closely related compounds to any parameters chosen to de- 
scribe electronic and steric effects of structural moieties on AIGo will have a chance 
to be successful only if, for the compounds considered, the same elementary reaction 
step(s) is (are) rate limiting. Second, one has to be very careful to choose appropriate 
descriptors for quantifying electronic and steric effects on AIGo of a given type of 
reaction. We will come back to these important points in the following chapters. For 
a more comprehensive treatment of this topic we refer to the literature (e.g., Exner, 
1988: Hansch and Leo, 1995) 

Impact of Solution Composition on Reaction Rates 

As a final point we need to make a few comments on the impact of solution composi- 
tion on reaction rates. Unfortunately, because many organic compounds are only 
sparingly soluble in water, a large portion of the kinetic data available in the literature 
on reactions that are of interest to us have been determined in organic solvents or in 
organic solvent-water mixtures instead of pure water. Since the intermolecular inter- 
actions of reactants and of activated complexes (particularly if they are charged) with 
solvent molecules (called solvation) may involve significant energies, making or 
breaking these interactions can have an important effect on AZG’. Thus, significantly 
different rate data are obtained for different solvent systems, in particular for reac- 
tions involving ionic species, when we compare polar solvents like water with non- 
polar ones. As illustrated by the reaction rate constants given in Table 12.1 for the 
base-catalyzed hydrolysis of benzoic acid ethyl ester (ethyl benzoate, see margin) in 
various organic solvent-water systems, differences of more than one order of magni- 
tude may be found. Hence, we have to be cautious when applying kinetic data ob- 
tained in organic solvents and/or organic solvent-water systems to purely aqueous 
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Table 12.1 Reaction Rate Constants for the Base- 
Catalyzed Hydrolysis of Benzoic Acid Ethyl Ester 
(Ethyl Benzoate) in Various Organic 
Solvent-Water Mixtures a 

Mixture 

Water 3.0 x 

60% Ethanol / 40% water 1.2 10-3 
60% Acetone 140% water 2.8 10-3 
40% Dioxane / 60% water 7.0 10-3 
70% Dioxane 130% water 3.3 10-3 

a Data from Mabey and Mill (1978) 

solution, particularly for reactions involving polar reactants. In every case, the feasi- 
bility of extrapolating rate constants from nonaqueous to aqueous solutions has to be 
carehlly checked (for further discussion of solvent effects see Shorter, 1973). 

Furthermore, in aqueous solutions, the influence of dissolved organic and inorganic 
species (e.g., buffer solutions used in laboratory experiments, the major ions and 
dissolved organic matter present in natural waters, trace metals, mineral oxide sur- 
faces) on transformation rates has to be evaluated in each case. As we will see in the 
following chapters, such species may act as reactants or catalysts, or they may influ- 
ence the reaction rate indirectly. 

Well-Mixed Reactor or One-Box Model 

We conclude this chapter by introducing a simple tool with which we will be able to 
put the reactivities of organic compounds into an environmental context: the well- 
mixed reactor or one-box model. 

In Chapter 21 we will show that the construction of any environmental model first 
consists of the appropriate choice of a boundary between the system and the outside 
world (see Fig. 21.1). Here we choose the simplest possible system [i.e., a homoge- 
neous (completely mixed) box that is connected to the outside world by an input I 
and an output 0, Fig. 12.51. We consider one single chemical compound that shall be 
described either by the total amount in the system, "vt, or by its mean concentration, 
C = "vt /V, where Vis the volume of the system. Note that for simplicity we omit the 
subscript i in the following derivation. Several reaction processes, R,, act on the 
compound in the inteior of the system; we characterize them by the total rate Rtot: 

R,,, = Rj [MT-'1 
J 

Then the mass balance for the compound in the well-mixed box is simply: 

( 12-4 1) 

( 12-42) 
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Input I Output 0 All quantities on the right-hand side have the dimension mass per time! 

If the volume Vis constant, we can rewrite this equation using ‘M = VC and dividing 
both sides by V: 

dC - I 0 Rtot [m-3 p, (12-43) 
dt V V  V 

Expressed in words, this equation says that the temporal change of the concentration 
in the reactor is equal to the input per unit volume and time minus the output and 
total reaction per unit volume and time. 

Figure 12.5 Schematic repj-esenta- According to the definitions given in Fig. 12.5, the input I is not influenced by what 
tion of a simple one-box model in- happens in the system; it is a so-called external variable. This is not true for the two 
‘luding constant input (4, elimination processes, 0 and R,,,. Thus, in order to solve Eqs. 12-42 or 
(O),  and transformation reactions 
in the bulk phase. is the total 12-43 we have to determine how these terms depend on the “system state.” The only 
mass of the compound in the con- quantities which characterize the “system state” are ‘M or C. In fact, there is only one 
stant 
centration, and Q is the flow rate. 

v, is the con- independent state variable since ‘M and C are proportional to each other. 

The simplest assumptions we can make are the following: 

(1) The output 0 shall be due to the outflow of water (or another fluid) leaving the 
system with flow rate Q (dimension L3T’): 

(1 2-44) 

where 
kw =- Q i  [ T - ]  (1 2-45) 

V 

is the flushing or dilution rate of the reactor. 

Note that since the reactor is assumed to be completely mixed, the outflowing water 
(or solvent) must carry the concentration C. 

(2) All reaction processes are first-order, that is: 

R,,, = c R, =c kj‘M = kto,!M (1 2-46) 

with k,,, = kj.  
j 

J J 

Inserting these expressions into Eq. 12-42 yields: 

- d N  = I- kw’M - ktot!M = I - (kw +ktot)M (12-47) 
dt 

[ ML-3 T-‘ ] 
dC - I 0 R,,, 
dt V V  V 

(12-48) 

In Eqs. 12-47/48 we recognize the first-order linear inhomogeneous differential equation 
(FOLIDE, Box 12.1). Depending on whether the input I and the different rate constants 
(kw, 4)  are constant with time, their solutions are given in Eqs. 6,8, or 9 of Box 12.1. 

For constant coefficients, a steady-state can be calculated from Eq. 7 in Box 12.1 : 
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and thus: 
I IV  - n4- c, = -- 

k w  + ktot V 

(12-49a) 

(12-49b) 

Note that the denominator of these equations consists of the sum of all relevant 
(transport and reaction) rate constants, k, + kOt = & + I: kj . Thus, we can immediately 
assess the relative influence of these processes on C-Jor n4- by looking at the rela- 
tive size of all k-values. This is also important when we are interested in time-to- 
steady-state (Eq. 7 in Box 12.2): 

(12-50) 

One simple fast reaction or a large kw value can make N, C, , and t,, small. 

In Eqs. 12-47/48 the input term is an exterior quantity and not determined by the 
model itself. If the substance is added to the system through the inflowing water (or 
other fluid), we can express I by the input concentration: I = Q. Ci,. Inserting this 
into Eq. 12-49b yields: 

(12-51) 

This equation can be very helpful for assessing the behavior of a substance in a 
natural system. If input and system concentration at steady-state are equal, ktot must 
be zero. In turn, for any reactive substance C, must be smaller than Gin. A simple 
application of the one-box model is given in Illustrative Example 12.3. 

Illustrative Example 12.3 A Benzyl Chloride Spill Into a Pond 

Problem 

Due to an accident right before Christmas, an unknown amount of benzyl chloride 
(BzC) (see Fig. 12.1) is introduced into a small, well-mixed pond that is used as a 
drinking-water reservoir. Working for the State Water Authority, you are asked to 
estimate how much BzC has entered the pond, and more importantly, how long it 
will take until the concentration will have dropped below 1 yg.L-'. Because of 
the Christmas holiday, it takes you 5 days until you are ready to make the first 
measurement. At this time (i.e., 5 days after the spill) the measured BzC concen- 
tration in the pond water is 50 yg . L-'. A second measurement 5 days later shows 
that the concentration has dropped to 23.6 yg . L-'. Besides answering the above 
questions, you also want to identify the major removal mechanism(s) for BzC in 
the pond. Assume that all relevant systems and compound parameters are constant 
during the relevant time period. 
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Pond Characteristics Answer 
Volume V = 1 O5 m3 
Surface A = 2 x lo4 mz 
Water through-flow Q = lo3 m3 6' 
Average water temperature 5°C 

From the two measured BzC concentrations at day 5 and day 10 you can calculate 
the total (pseudo-)first-order rate constant ktot, using the simplest case of the FOLI- 
DE (Box 12.1, Case a, Eq. 3): 

Benzyl Chloride (BzC) 
Hydrolysis half-life at 25°C = 15 h 
Activation Energy E, = 80 kJ .mol.' = - ktot *At  (At = 5d) 

[BzC](lOd) 
In 

I ] B Z C I ( ~ ~ )  

which corresponds to a half-life (Eq. 12-13) of 4.6 d. The initial concentration right 
after the spill (day 0) can then be derived from: 

Multiplication with the volume of the pond (see pond characteristics) yields the esti- 
mated total input: 

Total input = (106 mg.m-3) (lo5 m3) = 10.6 kg 

For calculating the time required for the BzC concentration to drop to 1 pg . L-', you 
can, for example, start out from the measurement made 10 days after the spill: 

(23.6 ,Ug. L-') 
In 

k,,, ( =  0.15 d-') 
= 2 1 d  t =  

Hence, from the time of the spill it takes (10+21) d or about one month to reach 
1 mg.L-'. 

For evaluating the major removal mechanism(s), calculate the hydrolysis rate of 
BzC at 5°C using the half-life at 25°C (ie.,  15 h) and an activation energy, E, of 
80 kJ.mo1-'. Insertion o f &  into Eq. 12-30 with Tl = 298 K and T2 = 278 K shows 
that the hydrolysis rate constant of BzC at 5°C is about ten times smaller (or the half- 
life is ten times larger) as compared to 25°C (see also Table D1 of Appendix D). 
Thus, the elimination of BzC by hydrolysis occurs with a rate constant, k,,, of 

ln2 
15 h 

kh =0.1.-- = 0.0462 h-' = 0.11 d-' 

Comparison of kh with the calculated k,,, = 0.15 d-' shows that abiotic hydrolysis is the 
most important removal mechanism for BzC in the pond (-75%); thus, you have to worry 
about the transformation product benzyl alcohol (Fig. 12.1). About 7% is removed by 
Jushing (k, = V/Q = 0.01 d-I), and the rest by other processes. Considering the properties 
of benzyl chloride (e.g., Ki,,, K;,,, see Appendix C), the most likely additional elimination 
processes are gas exchange and biotransformation (see later chapters). 
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Questions and Problems 

Questions 

Q 12.1 

Give some examples of important transformation reactions that organic pollutants 
may undergo in the environment. 

Q 12.2 

What are the most important questions that have to be addressed when dealing with 
transformation reactions in the environment? 

Q 12.3 

Does a positive standard free energy of reaction, A,Go, mean that a given reaction 
does not occur spontaneously under any condition? 

Q 12.4 

Consider a reversible reaction with a A,Go value of -20 kJ . mol-'. In which direction 
will this reaction occur at the point at which the reaction quotient, Q,, is lOOO? What 
is the equilibrium reaction constant, K,, of this reaction? 

Q 12.5 

What is meant by the term rate law of a transformation reaction of a given organic 
compound? What does it describe? 

Q 12.6 

What is the total order n of a given reaction? What are the most common reaction orders 
in environmental organic chemistry? Does the total order of a given reaction tell you 
anything about the reaction mechanism? What is a pseudo-nth-order rate constant? 

Q 12.7 

What are the dimensions of a (i) zero-order, (ii) first-order, and (iii) second-order reaction 
rate constant? What is the half-life of a given compound with respect to a given reaction? 
In which case(s) is the half-life independent of the concentration of the compound? 

Q 12.8 

What is a catalyzed reaction? How does the rate of disappearance of a given com- 
pound in an enzyme- or surface-catalyzed reaction typically depend on the concen- 
tration of the compound? 

Q 12.9 

What are the assumptions made when describing a catalyzed reaction by a Michae- 
lis-Menten type rate law? Write down the Michaelis-Menten rate law and discuss the 
various terms by using a graphical representation. 

Q 12.10 

What are the assumptions made when using the Arrhenius equation to describe the 
effect of temperature on the transformation rate of a given compound? What is the 
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range of activation energies typically observed for transformation reactions of or- 
ganic compounds in the environment? 

Q 12.11 

Consider a compound that is transformed by two different reactions exhibiting very 
different activation energies: E, (reaction 1) = 50 kJ.mol-’ and E, (reaction 2) = 100 
kJ. mol-‘. Assume that both reactions can be described by a pseudo-first-order rate 
law, and that at 25”C, they are equally important; that is, equal amounts of the two 
different transformation products are formed. What is the product distribution that 
you would expect at (i) 5°C and (ii) 40”C? 

Q 12.12 

What is a linear differential equation? What special properties does it have? 

Q 12.13 

What does “time to steady-state” mean? Why is there no unique definition of time to 
steady-state for a linear first-order differential equation? 

Q 12.14 

Convince yourself that the solution of the FOLIDE with variable input J(t) (Eq. 8 of 
Box 12.1) includes, as a special case, the solution for constant J(Eq. 6 of Box 12.1). 

Q 12.15 

Consider the linear one-box model. What can we learn from a comparison of Ci, and 
C, regarding the behavior of the chemical in the system? 

Q 12.16 

In a linear well-mixed reactor model the flushing rate is k, = 0.5 h-’, the total reac- 
tion rate constant of a specific chemical k,,, = 1.5 h-’. What is the “retention factor” 
of the reactor for the considered chemical, that is, what percentage of the chemical is 
reacting in the reactor? How does this percentage change when the input of the 
chemical is doubled? 

Problems 

P 12.1 Evaluating the Transformation of Hexachloroethane to 

Consider the transformation of hexachloroethane (HCA) to tetrachloroethene (PCE) 
in an acidic (why acidic?) aqueous solution at 25°C containing 0.5 mM Fe2+(aq), 
5 mM Fe3+(aq), 20 mM C1-, and 1 yM HCA: 

Tetrachloroethene in an Aqueous FerroudFerric Iron Solution 

Cl,C - CCI, + 2 Fe2+(aq) C C1,C = CC1, + 2 Fe3+(aq) + 2 C1- 

HCA PCE 

What type of reaction is this? To what extent is HCA transformed to PCE? Calculate 
the [PCE] / [HCA] ratio at equilibrium. Assume that all activity coefficients are 1. In 
the literature you find the following data: 
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(aq) = --78.9 kJ.mol-' 

A,Gie,. (aq) = -4.6 kJ . mol-' 

A,G:,-(aq) = ~-131.3 kJ.mo1-I 

A ,  G:c,,(g) = ---54.9 kJ.mol-I; KIjCAH (25°C)  = 3.96 L-bar.mol-' 

A f  G'&(g) = -t20.5 kJ.mol-I; KpCEH (25°C) = 27.9 L.bar.mol- '  

P 12.2 Investigating the Eliniination Process of a Chemical in a Well-Mixed 

The behavior of a chemical is investigated in a well-mixed reactor (volume V ,  flow 
rate Q) by measuring the outflow concentration C,,, at steady-state for different input 
concentrations C,. The results are given in the table below. (a) Determine the order of 
the elimination process and formulate the differential equation which describes the 
chemical in the reactor. (b) How long does it take for the outflow concentration to drop 
from 40 mmol . L-I to 2 mmol . L-', if at time t , ,  C,, drops to zero instantaneously? 

Reactor 

10 8 
25 20 
40 32 
65 52 

P 12.3 Nonlinear Biodegradation in a Reactor 

A chemical is continuously introduced into a well-mixed reactor (input concentra- 
tion C,,, discharge rate Q, reactor volume v). The chemical is biodegraded and also 
flushed into the outlet. The degradation rate can be approximated by the function: 

(a) Formulate the system's equation and calculate the steady-state concentration(s) 
of the system. (b) If there are several steady-states, to which steady-state does the 
system move? Hint: Make a qualitative analysis by just looking at the size of dCldt. 

Numbers (the parameters are constant): 

Further question: What happens with the system when the input concentration C,, is 
either increased to 150 mg . L-' or lowered to 50 mg . L-'? 
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Introduction, Overview 

Table 13.1 Examples of Important 
Environmenal Nucleophiles 

c10; I H*O 
NO 3- 

F -  

SO?-, CH,COO- 

c1- 

HCO; ,HP032- 

NO; 

PhO-', Br-, OH- 

I - , C N -  

HS-,R2NH 
S70,2-,S0?-,PhS - 

' Ph = C6H5 (phenyl) 

In Chapter 2 we noted that covalent bonds between two atoms of different electro- 
negativity (e.g., carbon and halogens, carbon and oxygen, phosphorus and oxygen) 
are polar; that is, one of the atoms carries a partial positive charge (e.g., carbon, phos- 
phorus), whereas the other one exhibits a partial negative charge (e.g., halogen, oxy- 
gen). In organic molecules, such a polar bond may become the site of a chemical 
reaction in that either a nucleophilic species (nucleus-liking and, hence, an electron- 
rich species) is attracted by the electron-deficient atom of the bond, or an electro- 
philic species (electron-liking and, hence, an electron-poor species) is attracted by 
the partial negative charge. In the environment, the majority of the chemical species 
that may chemically react with organic compounds are inorganic nucleophiles (see 
examples given in Table 13.1). Because of the large abundance of such nucleophiles 
in the environment (note that water itself is a nucleophile), reactive electrophiles are 
very short-lived. Therefore, reactions of organic compounds with electrophiles occur 
usually only in light-induced or biologically mediated processes (see Chapters 16 and 
17), or in engineered systems (e.g., water treatment), where such species are added. 

As can be derived from Table 13.1, nucleophilic species possess a partial or full 
negative charge andor have nonbonded valence electrons. As a consequence of an 
encounter with an organic molecule exhibiting a polar bond, the electron-rich atom 
of the nucleophile may form a bond with the electron-deficient atom in the organic 
molecule, thus causing a modification of the organic compound. Since a new bond is 
formed by this process, another bond has to be broken at the atom at which the 
reaction occurs. This usually (but not always) means that a group (or atom) is split 
off from the organic compound. Such a group (or atom) is commonly referred to as a 
Eeaving group. As is illustrated by the examples given in Table 13.2 common leaving 
groups in organic chemicals include halides (reactions 1,2,4), alcohol moieties (re- 
actions 5,6,7), and some more complex groups such as phosphates (reaction 3). We 
will address the factors that determine whether a particular part of a molecule is a 
good leaving group in detail later when discussing various types of reactions. At this 
point we just notice that, in general, a good leaving group is an entity that forms a 
stable species in aqueous solution. For example, if the leaving group is an anion 
(e.g., C1-, Br-, ArO-, ArS-, RO-), we can usually relate the ease with which it disso- 
ciates from the molecule with the ease with which its conjugate acid (e.g., HC1, HBr, 
HOR, HSR) dissociates in aqueous solution. This latter capability is expressed by 
the pKia of the acid. We recall from Chapter 8 that the pK,, of an acid is a measure of 
the relative stability of its nondissociated versus dissociated form in water. Hence, 
for example, as we will see when discussing ester or carbamate hydrolysis (reactions 
5 to 7 in Table 13.2), we can expect the conjugate bases of alcohols with low pK,, 
values (e.g.,p-nitrophenol, pKi, = 7.06, reaction 6) to be better leaving groups than 
those whose conjugated acids have high pKi,'s ( e g ,  ethanol, pKia = 16, reaction 5). 

But let us go back to our considerations of environmentally relevant nucleophiles. 
Because of its great abundance, water plays a pivotal role among the nucleophiles 
present in the environment. Areaction in which a water molecule (or hydroxide ion) 
substitutes for another atom or group of atoms present in an organic molecule is 

R = CH3, C2H5 commonly called a hydrolysis reaction. We note that in a hydrolysis reaction, the 



492 Chemical Transformations I 

Table 132 Examples of Environmentally Relevant Chemical Reactions Involving 
Nucleophiles and/or Bases 

Reactants Products Reaction 
Number 

CH,Br + H,O 

Methyl bromide 

CH,CI + HS- 

Methyl chloride 

Nucleophilic Substitutions at Saturated Carbon Atoms 

- CH,OH + H++ Br- ( 1 )  

Methanol 

- CH,SH + CI- (2) 
Methane tho1 
(Methyl mercaptan) 

I: - CH,OH + -O-P(OCH,), + H +  ( 3 )  
I: 

CH,D-P(OCH,), + H,O 

Trimethylphosphate Methanol Dimethylphosphate 

8-Elimination 

CI,HC-CHCI, + HO- 

1,1,2,2-Tetrachloroethane 

17 
H,C- C- OCH,CH, + H,O 

Ethyl acetate 
(Acetic acid ethylester) 

- CI,C=CHCl + CI-+ H,O 

Trichloroethene 

Ester Hydrolysis 

(4) 

17 - H,C-C-0- + HO-CH,CH, + H+ (5)  

Acetate Ethanol 

Parathion 

0 
I1 

H-CNH-C - 0- 

Carbofuran 

0,O-Diethyl- 4-Nitrophenol 
thiophosphoric 
acid 

Carbamate Hydrolysis 

Methylamine 2,3-Dihydro-3,3- 
dimethyl-7-benzo- 
furanol 
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compound is transformed into more polar products that have quite different proper- 
ties. Therefore, the products have different environmental behaviors than the start- 
ing chemical. We also note that the products of hydrolysis are often of somewhat less 
environmental concern as compared to the parent compound. This is, however, not 
necessarily true for the products of reactions involving nucleophiles other than water 
or hydroxide ion. Examples of such nucleophiles include cyanide (CN-, e.g., in haz- 
ardous waste sites) and, particularly, inorganic and organic reduced sulfur species 
(e.g., HS-, St-, (n = 2 - 4), RS-, ArS-), which, as we will see later, are very potent 
nucleophiles that may be present at significant concentrations in anaerobic environ- 
ments (see, e.g., Roberts et al. 1992; Miller et al., 1998). 

In this chapter, we will address primarily mechanistic and kinetic aspects of reac- 
tions involving nucleophiles and/or bases (in the case of elimination reactions). We 
should, however, recall that, under certain conditions, for thermodynamic reasons, a 
reaction may not proceed spontaneously (see, e.g., Illustrative Example 13.1). For 
most hydrolysis reactions we may usually assume that under ambient conditions of 
pH, reactant and product concentrations, the reaction proceeds spontaneously and 
to an extent that, for practical purposes, we may consider it to be irreversible. This is 
shown by the calculations in Illustrative Example 13.1. The result of the first calcu- 
lation (reaction 1) needs, however, some comments. 

Illustrative Example 13.1 Evaluating the Thermodynamics of Hydrolysis Reactions 

nsider the hydrolyses of methyl bromide (Reaction 1 in Table 13.2) and ethyl 
etate (reaction 5 in Table 13.2) at 25°C and pH 7.0 in a contaminated groundwa- 

er containing 100 mM C1F and 1 mM Br-. Assume that neither the pH nor the 
rganic species concentrations change significantly during the reaction. Also 
ume that the activity coefficients of all species are 1. To what extent do the two 

mpounds hydrolyze under these conditions? 

Reaction 1: CH3Br + H20 + CH30H + H+ + Br- 

Reaction 5:  CH,COOC,H, + H20 -+ CH,COO- + HOCH2CH3 + H' 

Answer 

In the literature you find all the necessary AfGo(aq) values for the species involved in 
the two reactions. See Illustrative Example 12.1 for a detailed description of how to 
make the necessary calculations.The resulting standard free energies of reaction are: 

AfGp(aq) Species 
(all aqueous) (kJ  . mol-1) 
CH3Br - 13.8 
CH30H - 175.4 

Reaction 1 : A,Go = -- 28.4 kJ. mol-' CH?COOC?H5 - 332.5 _ _  
CHiCOO- - 369.1 Reaction 5: A,Go = + 19.0 kJ.mo1-I 
CZHSOH - 181.6 
H,O(f) 

H+ 0 

-237.2 Thus, at standard conditions (pH 0, all species at 1 M concentration), reaction 5 
occurs in the opposite direction. In fact, carboxylic acid esters such as ethyl acetate 
may be synthesized under acidic conditions in water/alcohol mixtures. However, 

Br- - 104.0 
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under the conditions prevailing in the groundwater, both reactions exhibit negative 
A,G values (very small Q,, see Eq. 12-8) and thus proceed spontaneously to the right. 
The resulting product-reactant ratios at equilibrium are: 

[CH,COO-][C,H,OH] [ CH,COO-][ C,H,OH] 
= 8.4 or [ CH,C00C2H,] [ CH3COOC,H5] 

Reaction 5: In = 4.7 x 1 O3 

When comparing the hydrolysis of methyl bromide with its reaction with C1- under 
the same conditions (i.e., [Cl-] = 100 mM, see Illustrative Example 13.2), we see that 
from a thermodynamic point of view, the hydrolysis reaction is heavily favored 
(compare A,Go values). This does not mean that the methyl bromide present is pri- 
marily transformed into methanol instead of methyl chloride (which it would be, if 
the reaction were to be thermodynamically controlled). In fact, in this and all other 
cases discussed in this chapter, we will assume that the reactions considered will be 
kinetically controlled; that is, the relative importance of the various transformation 
pathways of a given compound will be determined by the relative reaction rates and 
not by the respective A,Go values. Thus, in our example, because C1- is about a lo3 
times better nucleophile as compared to water (see Section 13.2) and because its 
concentration is about lo3 times smaller than that of water (0.05 M versus 55.3 M), 
the two reactions would be of about equal importance under the conditions prevail- 
ing in this groundwater. Note that the product methyl chloride would subsequently 
also hydrolyze to yield methanol, though at a much slower rate. We will come back 
to this problem in Section 13.2 (Illustrative Example 13.2). 

In the following, we will choose sets of compounds exhibiting various types of 
structures to introduce and discuss some general fundamental reaction mecha- 
nisms with which we need to become familiar in order to be able to assess chemi- 
cal reactivities of organic compounds in the environment. We will also use these 
examples to discuss some approaches taken to derive quantitative structure-reac- 
tivity relationships for a given type of reaction. We start out with nucleophilic 
substitutions and -elimination reactions using simple halogenated hydrocarbons 
as model compounds (Section 13.2). We then turn our attention to the hydrolysis 
of carboxylic acid esters which will help us to get acquainted with the structural 
features that control the reactivities of a variety of other carboxylic and carbonic 
acid derivatives (Section 13.3). In the next step, using the combined knowledge of 
Sections 13.2 and 13.3 we consider reactions of phosphoric and thiophosphoric 
acid derivatives (Section 13.4). In all our discussions in this chapter, our main 
focus will be on reactions in homogeneous aqueous solution (called homogeneous 
reactions because we assume the medium is the same throughout its volume). We 
will, however, also address some heterogeneous reactions (e.g., at solid surfaces), 
although there is still rather little data available to derive general rules for describ- 
ing such processes (Section 13.5). 
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Nucleophilic Substitution and Elimination at Saturated 
Carbon Atoms 

Nucleophilic Displacement of Halogens at Saturated Carbon Atoms 

With our first example of chemical reactions, we want to get acquainted with a very 
important type of reaction in organic chemistry, that is, with nucleophilic substitu- 
tion at a saturated carbon atom. Since halogens are very common constituents of 
man-made organic chemicals, we consider their displacement by environmentally 
relevant nucleophiles. In these cases the halogen plays the role of the leaving group. 

To describe aliphatic nucleophilic substitution reactions, it is useful to consider two 
different reaction mechanisms representing two extreme cases (Figs. 13.1 and 13.2). 
In the first case shown in Fig. 13.1, we picture the reaction to occur because a nu- 
cleophile (e.g., Nu-) “attacks” the carbon atom from the side opposite to the leaving 
group, L- (e.g., halide). In the transition state, which is postulated to exhibit a trigo- 
nal bipyramidal geometry, the nucleophile is then thought to be partly bound to the 
carbon atom, and the leaving group is postulated to be partly dissociated. Hence, in 
such a simple picture, we consider the nucleophile to push the leaving group out of 
the molecule. 

SN2 Mechanism. In this first case, the standard free energy of activation ATGO, and 
thus the rate of the reaction, depends strongly on both the capability of the nucleo- 
phile to initiate a substitution reaction and the willingness of the organic molecule to 
undergo that reaction. The former factor may be expressed by the relative nucleophi- 
licity of the nucleophile, an entity that can be quantified (see discussion below). The 
latter contribution to AXGO, however, is more difficult to quantify since it incorpo- 

Figure 13.1 Two-dimensional 
portrayal of relative free energies 
exhibited by the reactants, activated 
complex, and products of an SN2 
reaction. I 

extent of reaction 
(reaction coordinate) 
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\ +L- 

Figure 13.2 Two-dimensional por- 
trayal of the relative free energies 
exhibited by reactants, activated 
comdex, an intermediate, and 

extent of reaction 
(reaction coordinate) 

rates various electronic and steric factors that are strongly determined by the struc- 
ture of the organic molecule. As we can imagine, AIG' depends upon the facility 
with which the nucleophile can get to the site of reaction (i.e., how much steric 
hindrance there is), upon the charge distribution at the reaction center, and upon how 
easily the leaving group will split from the molecule. 

product of an S,I reaction. 

If a reaction occurs by this first mechanism, it is commonly termed an SN2 reaction 
(i. e., substitution, nucleophilic, bimolecular). It represents an example of a simple 
elementary bimolecular reaction, as we discussed in Section 12.3, and it therefore 
follows a second-order kinetic rate law: 

~ [ R I R z R ~ C  -L] = -k[Nu- ~ [ R ~ R z R ~ C  - Lj (13-1) 
dt 

where k is a second-order rate constant (e.g., M-' s-I). 

SNl Mechanism. A second mechanism, differing substantially from the first, is one in 
which we postulate that the substitution reaction occurs in two steps. As illustrated 
by Fig. 13.2, in the first (rate-determining) step, the leaving group is completely 
dissociated from the organic compound. Because the leaving group takes both elec- 
trons with it, a (planar) carbocation is formed as an intermediate (i.e., a temporary 
product existing in an energy minimum along the reaction path). In the second, fast- 
er step, this reactive carbocation then combines with a nucleophile to form a prod- 
uct. In this case, the reaction rate depends solely on how easily the leaving group 
dissociates from the molecule. Since the "structure" of the activated complex can be 
assumed to resemble the structure of the intermediate (see Fig. 13.2), an important 
factor determining AXGO is the stability of the carbocation formed. Hence this mecha- 
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nism is favored in cases where the carbocation is stabilized, for example, by resonance. 

If a reaction occurs exclusively by this second mechanism, the observed rate law is 
first-order: 

d[R1R2R3C -L] 
= -k[RlR2R3C - L] 

dt 
(13-2) 

where k is now a first-order rate constant (e.g., s"). The reaction is then said to occur 
by an S,l (i.e., substitution, nucleophilic, unimolecular) mechanism. Note that in 
aqueous solution, the SN1 mechanism will, in general, strongly favor the formation 
of the hydrolysis product (ie., substitution of - L by - OH) because the nucleophiles 
are not involved in the rate-limiting step, and water molecules are present in such 
overwhelming abundance that one of them will have the greatest likelihood of col- 
liding with the reactive carbocation. 

The Relative Effectiveness of Nucleophiles to Displace Leaving Groups. Let us first 
look at some reactions that occur predominantly by an sN2 mechanism. This will 
allow us to evaluate the relative nucleophilicities of some important environmental 
nucleophiles. We consider nucleophilic substitution in aqueous solution of methyl 
halides (CH3L, L = F, Cl, Br, I), which are important volatile compounds in the ma- 
rine and freshwater environments (Zafiriou, 1975; Pearson, 1982a). In Fig. 13.3, the 
second-order rate constants at 25°C for the reactions of the methyl halides with vari- 
ous nucleophiles are plotted for each L. From these data, we may derive two impor- 
tant, quite generally applicable, conclusions. First, we recognize that a given methyl 
halide shows the same relative reactivity toward the various nucleophiles as the other 
methyl halides. These findings were first quantified in a linear free energy relation- 
ship by Swain and Scott (1953): 

(13-3) 

where kNu is the second-order rate constant for a nucleophilic displacement by a nu- 
cleophile of interest, kHzO is the second-order rate constant for nucleophilic attack by 
water (the standard nucleophile), n is a measure of the attacking aptitude or nucleo- 
philicity of the nucleophile of interest, and s reflects the sensitivity of the organic 
molecule to nucleophilic attack. The n values of some important environmental nu- 
cleophiles determined for the reaction with methyl bromide (CH3Br) in aqueous solu- 
tion are given in Table 13.3. It should be pointed out that currently, particularly in 
pharmaceutical, toxicological, and basic chemical applications (Hansch and Leo, 
1995), the relative nucleophilicity of inorganic and organic nucleophiles is quantified 
using another reference reaction, substitution of methyl iodide (CH31) in methanol: 

(13-4) 

Some 12Nu,CH31 values are given in Table 13.4. Note that in this case, nNu,CH31 is by 
definition set to zero for methanol (and not for water as in Eq. 13-3). Eq. 13-4 has the 
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Figure 13.3 Rate constants for reac- 
tions of methyl halides with various 
nucleophiles (data from Hughes, 
1971; Mabey and Mill, 1978). 

Table 133 Relative Nucleo- 
philicities of Some Important 
Environmental Nucleophiles: 
n-Values Determined from the 
Reaction with Methyl Bromide 
or n-Hexyl Bromide in Water 
(Eq. 13-3, s = 1) 

c10; 
H20 
NO; 
F- 
so?- 
CH3COO- 
c1- 
HCO; ,HP012- 
Br- 
OH- 
I- 
CN-, HS- 
S2032- 
PhS- 
s 4 2 -  

<O 
0 
1 .o 
2 .o 
2.5 
2.7 
3 .O 
3.8 
3.9 
4.2 
5 .O 
5.1 
6.1 
6.8 
7.2 

Data from Hine (1962). Data 
from Haag and Mill (1988a). 

CH3- F CI Br I 
leaving group L 

advantage that nNu,CH31 values have been determined for a large number of organic 
nucleophiles; it has the disadvantage that the special properties of the solvent water 
are not taken into account and that the n-values are not scaled to water acting as 
nucleophile. Therefore, for quantification of sN2 reaction rates in aqueous media, 
we prefer to use Eq. 13-3. Nevertheless, as is evident from Fig. 13.4, since the 
n-values in the two systems more or less parallel one another, nNu,CH31 values can be 
used to get a rough estimate of nNu,CH3Br values of nucleophiles for which such values 
are not available. As a crude approximation, nNu,CH3Br corresponds to about 2/3 of the 
value of nNu,CH31. Thus, from some of the nNu,CH31 values given in Table 13.4, we can 
conclude that certain organic nucleophiles (pyridine, PhNH,, PhO-, (C,H,),NH) that 
are representatives for constituents of natural organic matter (NOM, see Chapter 9) 
will have nNu,CH3Br values between 3.5 and 5 .  This means, for example, that certain 
amino groups present in NOM are up to lo5 times stronger nucleophiles than water 
when considering the reaction with methyl bromide. In fact, Gan et al. (1994) have 
postulated that sN2 reactions of methyl bromide with such NOM constituents are 
important sinks for this widely used fumigant in soils. In addition, Table 13.4 shows 
that azide ( N;), which is very often used to inhibit microbial activity in environmen- 
tal samples or experimental systems, is about as strong a nucleophile as Br-. Hence, 
when using this poison in large concentrations, one has to be cautious not to induce 
unwanted S,2 reactions in a given sample or system. Similar considerations should 
be made when using concentrated phosphate buffers in experimental systems. Final- 
ly, we note again that reduced inorganic and organic sulfur species are the most 
potent nucleophiles present in the environment. 

The major factors influencing the nucleophilicity of a chemical species (and thus the 
magnitude of its n value) are the ease with which the nucleophile can leave the solu- 
tion to get to the reaction center and the ability of the bonding atoni to donate its 
electrons to form the transition state. Hence, nucleophilicity increases with decreasing 
solvation energy of the nucleophile. Since the valence electrons of larger atoms (e.g., 
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Figure 13.4 Plot of nNu,CH;Br versus 
nNu,CHjl, values for a series of nu- 
cleophiles (see Tables 13.3 and 
13.4). A linear regression calcula- 
tion yields the relationship: 
nNu.CFf3Br = o.68 nN~,CH31 (R2 =0.98). 

Table 13.4 Relative Nucleo- 
philicities of Some Important 
Environmental Nucleophiles: 
n-Values Determined From the 
Reaction with Methyl Iodide in 
Methanol (Eq. 13-4, s’ = 1) 

CH3OH 
NO,- 
F- 

HCO?-, HP0:- 
CH3COO- 
c1- 
Pyridine 
PhNH2 
PhO- 
Br- , N3- 
CN- 
(C,H,)2NH 
I- 
HS- 
s,o,2- 
PhS- 

so,” 

0 
-1.5 
-2.7 

3.5 
3.8 
4.4 
4.4 
5.2 
5.7 
5.8 
5.8 
6.7 

-7 .O 
7.4 

-8 
8.9 
9.9 

a Data from Pearson et al. (1968). 

0 2 4 6 8 10 
nNu,CH,I 

S, I) are more polarizable (they are further away from the nucleus), and since larger 
“soft” species have, in general, lower solvation energies, they are better nucleophiles 
as compared to smaller “hard” species. (For definition of the term “hard” and “soft” 
nucleophiles, see Box 13.1 .) Thus, we can qualitatively understand why, for exam- 
ple, nucleophilicity increases from F- to C1- to Br- to I- (Table 13.3), and why HS- is 
a stronger nucleophile than OH-. 

As a standard for the sensitivity values, s in Eq. 13-3 is set equal to 1.0 for SN2 
reactions of methyl bromide. Hence, a compound for which the reaction rate of nu- 
cleophilic substitution is more dependent than methyl bromide on the nucleophilic- 
ity of the attacking group will have an s value greater than 1, and one that is less 
dependent will have a smaller value. It is important to be aware that, when we use 
Eq. 13-3 to evaluate and/or predict rates of SN2 reactions involving different organic 
substrates, we assume that the relative nucleophilicities of the nucleophiles (ex- 
pressed by nNu,CH3Br) remain the same. Hence, we lump all the differences which are 
due to the types of leaving groups and other structural characteristics influencing the 
reactions into the sensitivity value s (which might not always be correct). Further- 
more, in principle, the nNu,CH3Br values (as well as s) are valid only for a given tem- 
perature (i.e., 25°C). However, when considering that the activation energies of var- 
ious s N 2  reactions do not vary that much for an order of magnitude assessment of 
reaction rates (for which the Swain-Scott model can be used), we may assume 
nNu,CH3Br as well as s to be temperature independent. 

From the few examples available, it is difficult to derive general rules for a clear 
assessment of the structural factors that determine the s values for a given compound. 
As a general trend it can be observed that, at least in “simple” molecules, leaving 
groups exhibiting a “hard” heteroatom (e.g., 0, C1) yield s-values that are somewhat 
smaller than 1 [e.g., trimethylphosphate (s = 0.90); dimethylsulfate (s = 0.83); ethyl- 
ene oxide (s = 0.96); benzylchloride (Fig. 12.1, s = 0.86); all values from Hansch and 
Leo, 19951. On the other hand, in the case of softer leaving groups s values greater 
than 1 have been found [e.g., methyl iodide (s = 1.2)]. A similar trend has been 
observed by Roberts et al. (1 992), who found increasing ratios of the second-order 
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Box 13.1 The Concept of Hard and Soft Lewis Acids and Bases (HSAB) 

Pearson (1 963) proposed dividing Lewis acids (i.e., electron acceptors, “electrophiles”) and Lewis bases (i.e., elec- 
tron donors, “nucleophiles”) into different categories referred to as “hard” and “soft.” Hard acids and bases are 
relatively small, exhibit a high electronegativity, and have a low polarizability. Soft acids and bases encompass 
those species that are relatively large, and of low electronegativity and high polarizability. Consequently, “hard- 
ness” can be associated with a relatively large amount of ionic character and “softness” with a large amount of 
covalent character in a bond or activated complex. Obviously, in such a scheme, “hard” and ‘‘soft” are not absolute, 
but gradually varying qualities when comparing different chemical species. Nevertheless, for a qualitative assess- 
ment of the relative importance of reactions of Lewis acids and Lewis bases, the so-called “HSAB” (hard and soft 
acid-base) rules suggested by Pearson (1 963) may be quite usefbl. 

Rule 1: Equilibrium. Hard acids prefer to associate with hard bases and soft acids associate with soft bases. 

Rule 2: Kinetics. Hard acids react readily with hard bases and soft acids with soft bases. 

Environmentally relevant nucleophiles (Lewis bases) may be classified according to Pearson’s HSAB principle, as 
“hard,” “soft,” or borderline (possessing intermediate hardhoft character) as follows (Larson and Weber, 1994): 

Hard: OH-,H,PO~,HCO~,NO~,SO~-,F-,Cl-,NH,,CH,OO- ... 

Borderline: H,O, SO:-, Br-, C,H,NH, ... 

soft: HS-, S”,, RS-, PhS-, SzO:-, I-, CN- ... 

Similarly, relevant electrophiles (Lewis acids) including A-type metal cations (hard), bivalent transition metal ions 
(borderline), and B-type metal ions (soft) can be categorized (see Stumm and Morgan 1996). Note that in organic 
molecules, the atom where a nucleophile attacks (i.e., the electrophilic site) may possess harder (e.g., C=O, P=O) 
or softer (e.g., CH,-X) character. 

rate constants, kHs-/koH-, for the reaction of CH,Cl,, CH,BrCl, and CH,Br, with HS- 
and OH-, respectively. Note that in this sequence the halogen substituents become 
“softer. ’’ 

The type of leaving group is, of course, not the only factor determining s. For example, 
if other groups are located near the reaction site and may strongly interact (electroni- 
cally and/or sterically) with a nucleophile in the transition state, then s values very 
different from 1 may be obtained. Furthermore, the Swain-Scott model (Eq. 13-3) may 
only be poorly applicable to a broad range of nucleophiles. Such a case has been re- 
ported by Lippa (Lippa, 2002), who have investigated the reactions of some chloro- 
acetamide herbicides (i.e., alachlor and propachlor, see margin for structure) with a 
series of strong nucleophiles including Br-, SCN-, OH-, NS, I-, HS-, S203-, PhS-, 
and Si-.  As has been demonstrated by Stamper et al. (1 997) with HS- as the nucleo- 
phile, the reaction takes place at the carbon carrying the chlorine atom. Within the range 
of nucleophilicities studied by Lippa and ((i.e., - 4 < nNu,CH3Br < - 7, see Table 13.3), s 
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values of about 1.6 were obtained for both compounds. Finally, s values very different 
from 1 andor poor correlation between log kNu and nNu,CH3Br may be found for com- 
pounds that do not react primarily by an sN2 mechanism. 

Let us now estimate at what approximate concentration a given nucleophile must be 
present in a natural water in order to compete with H 2 0  in an sN2 reaction with a 
simple alkyl halide (i.e., CH,L, L = C1, Br, I). For simplicity we set s = 1. For the 
nucleophiles listed in Table 13.3, the calculated concentrations, [Nu],,,, at which 
the two reactions are equally important (kNu [Nu],,, = kHzo [H20]) are: 

alachlor 

(13-5) 

\ 
Nu'- 

propachlor 

Table 135  Calculated 
Concentration of Nucleophile 
Required to Compete with Water 
in an SN2 Reaction with Alkyl 
Halides Assuming an s Value of 1 

~~~~~~ 

Nucleophile   NU]^,," (M) 

Depending on the relative nucleophilicities, [Nu],,, ranges from micromolar to molar 
concentrations (Table 13.5). Although these values represent only order-of-magnitude 
estimates, they allow some important conclusions. First, in uncontaminated freshwa- 
ters (where bicarbonate typically occurs at about 1 0-3 M, chloride and sulfate occur at 
about M, and hydroxide is micromolar or less, Stumm and Morgan, 1996), the 
concentrations of nucleophiles are usually too small to compete successfully with 
water in sN2 reactions involving aliphatic halides. Hence the major reaction will be 
the displacement of the halide by water molecules. In salty or contaminated waters, 
however, nucleophilic substitution reactions other than hydrolysis may occur. Zafiriou 
(1975), for example, has demonstrated that in seawater ([Cl-] = 0.5 M) an important 
sink for methyl iodide is transformation to methyl chloride: 

CH31 + C1- -+ CH,C1 + I- (1 3-6) 

The half-life with respect to chemical transformation of CH31 in seawater at 20°C 
was determined to be 20 days, as compared to about 200 days in freshwater (reaction 
with H 2 0  yielding CH30H). In a case of a groundwater contamination with several 
alkyl bromides, Schwarzenbach et al. (1985) reported the formation of dialkyl sul- 
fides under sulfate-reducing conditions in an aquifer. They postulated that in an ini- 
tial reaction, primary alkyl bromides reacted with HS- by an sN2 mechanism to yield 
the corresponding mercaptans (thiols): 

NO; 
F- 
so42- 
C1- 
HCO; 
HPOS 
Br- 
OH- 
I- 
HS- 
CN- 

-6 
-6 X 10" 
-2 x 10-1 

-9 x 
-9 x 103 
-7 x 10-3 
-4 x 10-~  

-4 x 10-4 
-4 x 10-4 

-6 X 

-6 x 

RCH2Br + HS- -+ RCH2SH + Br- (13-7) 

These mercaptans then reacted hrther to yield rather hazardous products. We return 
to this case later. Some additional applications of the Swain-Scott model are given in 
Illustrative Examples 13.2 and 13.3. 

A further conclusion that we may draw from Table 13.5 is that the sN2 reactions of 
aliphatic halides with OH- should be unimportant at pH values below about 10. Since 
the hydrolysis of a carbon-halogen bond is commonly not catalyzed by acids, one 
can assume that in most cases, the hydrolysis rate of aliphatic halides will be indepen- 

s ~ 0 3 ~ -  
s 4 2 -  

a Eq. 13-5 using the n,,,c,3,values 
given in Table 13.3. 

-4 x 10-5 
-4 x 

dent ofpH at typical ambient conditions. Hence, regardless of whether hydrolysis 
occurs by an sN1 or sN2 mechanism (or a mixture of both, see below), the reaction 
may be described by a first-order rate law. The first-order rate constant is then com- 
monly denoted as kN (= kHzo. [H20]) to express neutral hydrolysis. Note that if the 
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Illustrative Example 13.2 Some More Reactions Involving Methyl Bromide 

Problem 

Estimate the half-life in days (with respect to chemical transformation) of methyl 
bromide (CH,Br) present at low concentration (i.e., < 1 mM) in a homogeneous 
aqueous solution (pH .= 7.0, T = 25OC) containing 100 mM C1-, 2 mM NO;, 1 mM 
HCO;, and 0.1 mM CN-. In pure water at pH 7.0 and 25"C, the half-life of CH,Br 
is about 20 days. 

Answer 

Since all nucleophiles are present in excess concentrations (i.e., >> [CH,Br],), the 
reaction of CH3Br can be expressed by a pseudo-first-order law with a pseudo-first- 
order rate constant, kobs, that is given by: 

Inspection of Table 13.5 shows that the reactions with NO; and OH- can be neglect- 
ed. For estimation of the rate constants for the reactions with the other nucleophiles, 
use the rearranged form of Eq. 13.3 with s = 1: 

k,, = kHIO . 10"NuCH3Br 

kobs = k~~o([HzO] + 103[c1-] + 1O3.'[HC0:] + 105.'[CN-]} 

(2) 

Insert nNU,CH3Br values from Table 13.3 into Eq. 2, and substitute kNu for each nucleo- 
phile j into Eq. 1 : 

( 3 )  

Insertion of the concentrations of the various nucleophiles into Eq. 3 then yields: 

kobs = kH10(55.5 + 100 + 6.3 + 12.6) = l~H~O(174.4) 

This calculation shows that the reaction with chloride is about twice as important as 
the neutral hydrolysis, while the reactions with the other two nucleophiles only make 
up about 10% of the overall transformation rate of CH,Br. Note that, in some cases, a 
minor reaction might still be important because a more persistent toxic product may be 
formed (in this case acetonitrile CH,CN). Since in pure water: 

In 2 In 2 
tl,2 = - = 

kN kH20[H201 

you may use the reported hydrolysis half-life (20d) to find: 

Therefore, the half-life of CH3Br in the aqueous solution is: 

= - 6 d  
In 2 0.693 

kobs (6.3 x 10-4M-1d-')(174.4 M) 
tlQ = - = 
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Illustrative Example 13.3 

BrCH2- CH,Br 

1,2-Dibromoethane 
(1,2-DBE) 

Lake Water Chemistry for 
Anoxic Hypolimnion of the 
Lower Mystic Lake (Miller 
et al., 1998): 
pH = 6.8 
[Cl-] = 0.4 M 
[HS-] = 3 x M 
[ S,$ 3 = 9 x M 

1,2-Dibromoethane in the Hypolimnion of the Lower Mystic Lake, 
Massachusetts 

Problem 

Various studies suggest that in pure water, the major transformation reaction of 
the widely used pesticide, 1,2-dibromoethane (1,2-DBE), is neutral hydrolysis to 
yield the final product ethylene glycol (Roberts et al., 1993). Based on measure- 
ments at high temperatures, Jeffers and Wolfe (1996) have estimated a hydrolysis 
half-life of 6.4 years for 1,2-DBE at 25"C, corresponding to a kN value of 
3.5 x s-' . The reported Arrhenius activation energy for this reaction is: E, = 

108 kJ. mol-I. Estimate how large the concentration of c[S2,-](= [-S-S-] + 
[-S-S-S-] + [-S-S-S-S-I) species expressed as [S2,-1 would have to be in the 
anoxic hypolimnion of Mystic Lake, Massachusetts at 10°C (see water composi- 
tion given in margin) in order to lower the half-life of 1,2-DBE by a factor of 100 
as compared to the half-life determined by hydrolysis alone. Compare this calcu- 
lated concentration with the actual measured concentration of S2,- given below. 
Assume that the initial reaction with the reduced sulfw species (HS-,S2,-) present 
is an SN2 reaction at one of the carbon atoms and not reductive debromination 
(a process that we will discuss in Chapter 14). What products would you expect 
from the reaction of 1,2-DBE with the polysulfide species? 

Answer 

With E, = 108 M - mol-', kN at 10°C will be about 10% of that at 25°C (see Table D 1 
Appendix D). Hence, kN = 3.5 x lo-'' s-', corresponding to a hydrolysis half-life of 
64 years. To calculate the required [S2,-1 concentration to reach a half-life of 0.64 
years or a kobs of 3.5 x 10-' s-', write an equation analogous to Eq. 3 in Illustrative 
Example 13.2, by using the ~ 1 ~ ~ , ~ ~ ~ ~ ~  value of S:- for IS:-] : 

kobs = 3.5 X lo-' S-' = k ~ ~ o  {[H,O] + 103[C1-] + 105.'[HS-] + 107.2[Si-]} (1) 

Division of both sides of Eq. 1 by kHzO (= 3.5 x lo-'' s-'/55.3 M) and insertion of the 
concentrations reported for C1- and HS- in the hypolimnion of Mystic Lake yields: 

5550 M = 55.3 M + 400 M + 378 M + 107.2 [%I M 

which yields a required S2,- concentration of 

[St-]= 3 x M 

This is only a factor 3 to 4 higher than the concentration of such species calculated 
by Miller et al. (1 998) for the hypolimnion of the lower Mystic Lake. In fact, for 
certain environments (e.g., in salt marsch pore water) substantially higher concen- 
trations of polysulfides have been reported (Lippa, 2002). Hence, such a calculation 
shows the importance of such species in sulfur-rich environments. 

As has been found by Schwarzenbach et al. (1985) in a contaminated aquifer under 
sulfate-reducing conditions, reactions of alkyl dihalides where the halides are not 
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bound to the same carbon atom may lead to cyclic polysulfides. The most probable 
mechanism is an initial substitution of one of the halides by S:-, followed by an 
intramolecular substitution of the second halide (a so-called SNi reaction). Thus, for 
1,2-DBE one can formulate the reaction as follows: 

Hence, the most likely products are ethylene, di-, tri-, and tetrasulfide: 

H,C- CH, 
\ 

H,C- CH, H,C- CH, 
I I  , \  

s- s s, / s  s, IS 
S s-s 

ethylene-disulfide ethylene-trisulfide ethylene-tetrasulfide 
1,2-dithietan 1,2,34rithiotan 1,2,3,44etrathian 

rate of transformation of a given halogenated compound is found to be pH-dependent 
in the ambient pH-range (i.e., pH 5-9), this is an indication that the compound also 
reacts by one or several other mechanism(s) (e.g., p-elimination, see below). 

Leaving Groups. We now return to Fig. 13.3 to learn something about the various 
halogens as leaving groups. It is tempting to assume that the weaker a nucleophile 
(i.e., the smaller its nNu,CH3Brvalue, see Table 13.3), the better leaving group it should 
be. Hence we would expect the reactivities of the methyl halides to decrease in the 
order CH,F > CH3C1 > CH3Br > CH31. However, what is experimentally found 
(Fig. 13.3) is almost the opposite, namely, the reaction rate decreases in the order 
CH3Br - CH31 > CH3C1 > CH3F. The major reason for these findings is the increas- 
ing strength of the C-X bond (that has to be broken) when going from C-I to C-F 
(Table 2.2). This bond-strength factor proves to be dominant in determining the 
much slower reaction rates of C-C1 and, in particular, C-F bonds as compared to 
C-Br and C-I. 

Let us now look at some examples to illustrate what we have discussed so far to get 
a feeling of how structural moieties influence the mechanisms, and to see some rates 
of nucleophilic substitution reactions of halogenated hydrocarbons in the environ- 
ment. Table 13.6 summarizes the (neutral) hydrolysis half-lives of various mono- 
halogenated compounds at 25°C. We can see that, as anticipated, for a given type of 
compound, the carbon-bromine and carbon-iodine bonds hydrolyze fastest, about 
1-2 orders of magnitude faster than the carbon-chlorine bond. Furthermore, we note 
that for the compounds of interest to us, SN1 or sN2 hydrolysis of carbon-fluorine 
bonds is likely to be too slow to be of great environmental significance. 

When comparing the hydrolysis half-lives of the alkyl halides in Table 13.6, we 
notice that the reaction rates increase dramatically when going from primary to sec- 
ondary to tertiary carbon-halogen bonds. In this series, increasing the stabilization 
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Table 13.6 Hydrolysis Half-Lives and Postulated Reaction Mechanisms at 25°C of Some Monohalogenated 
Hydrocarbons at Neutral pH 

~~ 

Type of Carbon tln(Hydrolysis) Dominant Mechanism( s) 
to Which L is in Nucleophilic Substi- 

Compound Attached L = F  c1 Br I tution Reactions 
~~ ~ 

primary =30yrb 340db 20-40d' 50-llOdd SN2 R- CH,-L 

H3G 

H3C 
I CH-L secondary 

H3C$L tertiary 
CH3 

50 d 23 s 

a Data taken from Robertson (1969) and Mabey and Mill (1978). R = H. R = H, C, to C,-n-alkyl. R = H, CH,. 

of the carbocation by the electron-donating methyl groups decreases the activation 
energy needed to form this intermediate, thereby shifting the reaction to an increas- 
ingly SN1 -like mechanism. Similarly, faster hydrolysis rates and increasing SN 1 
character can be expected if stabilization is possible by resonance with a double 
bond or an aromatic ring. As indicated by the denotation SN2.. . sN1 in Table 13.6, it 
is in some cases not possible (nor feasible) to assign a strict sN2 or sN1 character to 
a given nucleophilic substitution reaction. We recall that we refer to an sN2 mecha- 
nism if the nucleophile plays the most important role it can play in the nucleophilic 
substitution reaction. In the other extreme, in the SNi case, the nucleophile is not 
relevant at all for determining the reaction rate. 

It is now easy to imagine that depending on the nucleophile and on various steric 
(e.g., steric hindrance) and electronic (e.g., stabilization by conjugation) factors, the 
relative importance of the nucleophile may well lie somewhere in between these two 
extremes. We may, therefore, simply look at such cases as exhibiting properties in- 
termediate between sN1 and sN2 mechanisms. 

With respect to possible product formation, we have seen that other nucleophiles 
may compete with water only if they are present at appreciable concentrations (see 
Table 13.5) and if the reaction occurs by an SN2-like mechanism. An interesting 
example illustrating the above-mentioned intermediate situation is the previously 
mentioned case study of a groundwater contamination by primary and secondary 
alkyl bromides. In this case, among other compounds, a series of short-chain alkyl 
bromides (Fig. 13.5) were introduced continuously into the ground by wastewater 
also containing high concentrations of sulfate ( SO$-). Due to the activity of sulfate- 
reducing bacteria, hydrogen sulfide (H,S/HS-) was formed. This sulfide, in turn, 
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”reactants” 

R- CH, -Br 

Rf \ 
,CH-Br 

RZ 

“products“ 

found not found 

R-CH,-S-CH,-R’ Rl . 

general reaction scheme 

Figure 13.5 Alkyl bromides 
(“reactants”) leaked into ground- 
water and dialkyl sulfides found 
several years later; the reaction 
scheme shown can account for the 
products seen (for details, see 
Schwarzenbach et al., 1985). 

reacted with the alkyl bromides to yield alkyl mercaptans (or thiols; Fig. 13.5). The 
mercaptans (RSHRS-), which are even better nucleophiles than H,S/HS-, then re- 
acted further with other alkyl bromide molecules, resulting in the formation of a 
whole series of dialkyl sulfides and other hazardous products (for more details see 
Schwarzenbach et al., 1985). Of interest to us here is the fact that all possible dialkyl 
sulfides exhibiting at least one primary alkyl group were found, but that no com- 
pounds with two secondary alkyl groups could be detected. These results suggest 
that the secondary alkyl bromides were reacting chiefly via an SNl mechanism, 
thereby yielding secondary alcohols. It was not until the primary alkyl mercaptans, 
which are particularly strong nucleophiles, appeared that the secondary bromides 
also became involved in a more SN2-like reaction. 

Polyhalogenated Alkanes-Elimination Mechanisms 

So far, we have considered only monohalogenated compounds. However, there are a 
variety of polyhalogenated alkanes that are of great environmental concern. Table 
13.7 summarizes some of the kinetic data available on the reactivity of such com- 
pounds in aqueous solution. Additional kinetic data can be found in Roberts et al. 
(1993) and Jeffers and Wolfe (1 996). Some important conclusions can be drawn from 
these data. First, we notice that polyhalogenated methanes hydrolyze extremely 
slowly under environmental conditions. This result is mostly due to steric hindrance 
and to back-bonding by the relatively electron-rich bulky halogens (Hughes, 197 1). 
Hence, nucleophilic substitution reactions at the carbon atoms of such compounds 
are typically of minor environmental significance. However, as we will see later, the 
polyhalogenated methanes as well as other polyhalogenated compounds may, under 
certain environmental conditions, react by another reaction pathway, namely, reduc- 
tive dehalogenation (see Chapter 14). 
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From the reaction products of the polyhalogenated ethanes and propanes shown in 
Table 13.7 we deduce that such halogenated compounds may react in aqueous solu- 
tion by yet another type of reaction, so-called p-elimination. In this reaction, in addi- 
tion to the leaving group (L-), a proton is lost from an adjacent carbon atom (hence 
the prefix p-) and a double bond is formed: 

p-elimination \ 
* ,c=< +H++L- (13-8) 

I I  -c-c- 
I I  

H L  

If L = halogen, this type of reaction is referred to as dehydrohalogenation. Thus, 
when assessing the fate of halogenated compounds in natural waters, this process 
has to be considered in addition to nucleophilic substitution. The question then is 
what structural features and environmental conditions determine whether only one 
or both of these two competing types of reactions will be important. 

Generally, pelimination is important in molecules in which nucleophilic substitu- 
tion is sterically hindered and/or in which relatively acidic protons are present at 
carbon atoms adjacent to the carbon carrying the leaving group. These criteria are 
optimally met in 1,1,2,2-tetrachloroethane and in pentachloroethane. In these com- 
pounds four or five electron-withdrawing chlorine atoms render the hydrogen(s) 
more acidic and, simultaneously, these relatively large halide substituents hinder 
nucleophilic attack. In water 1,1,2,2-tetrachloroethane is converted more or less 
quantitatively to trichloroethene and pentachloroethane to tetrachloroethene, re- 
spectively, by a so-called E2 (elimination, bimolecular) elimination. That is, the 
elimination takes place in a “concerted” fashion in which a base (e.g., OH-) and the 
polyhalogenated compound interact and form only one transition state (see Fig. 
13.6). The reaction, therefore, follows a second-order kinetic rate law: 

(13-9) 

In this, as in many other cases in aqueous solution, OH- plays the role of the base. 
Note that for compounds such as 1 , 1,2,2-tetrachIoroethane and pentachloroethane, 
the base catalyzed reaction is important at quite low pH values (INB = 4.5, i.e., pH at 
which the neutral and base catalyzed reaction are equally important, see Table 13.7 
and Section 13.3). In fact, for polyhalogenated alkanes a small&, value (e.g., <7) is 
indicative of an E2 reaction, or, in special cases, of an El,, reaction; see below. Some 
other examples of compounds reacting by an E2-mechanism include 1,1,2-trichloro- 
ethane, 1,1,2-tribromoethane, and 1,2-dibrom0-3-chloroethane (see Table 13.7). 
A high I N B  value (e.g., >lo) does not, however, necessarily exclude ,&elimination, 
because this reaction may also occur with water as base, or by an alternative to the 
sN1 mechanism (i.e., an El  mechanism, see below). 

For 1,1,2,2-tetrachloroethane, we can picture an E2 reaction in a very similar way as 
we have done with the sN2 reaction (Fig. 13.6). Here, however, one species (usually 
OH-) plays the role of a base that induces the breaking of a C-H bond at a P-carbon 
by leaving both electrons to the carbon atom. The resulting activated complex then 
contains a carbon which is partially (or, in the most extreme case, fully) negatively 
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Figure 13.6 Two-dimensional 
portrayal of relative free energies 
exhibited by the reactants, activated 
complex, and products of the 
fielimination reactions of 1,1,2,2- 
tetrachloroethane by an E2 mecha- 
nism. 

CI *cl CI 

CI H 
H H  

Phexachlorocyclohexane 
(no antiplanar H-C-C-CI) 

CI 

H H  
y-hexachlorocyclohexane 

(three antiplanar H-C-C-CI) 

extent of reaction 
(reaction coordinate) 

charged. Hence, any group that stabilizes the negative charge at this carbon atom by 
induction or resonance will enhance the reaction rate. Note that this is equivalent to 
our earlier statement that the reaction occurs faster the more acidic the proton(s) is 
(are) at the p-carbon(s). The electrons of the breaking (or broken) C-H bond now 
play the role of a nucleophile by attacking the leaving group from the backside (as 
the electrons of the nucleophile in an S,2 reaction), thus causing the breaking of the 
C-L bond and the formation of a double bond. The steric requirements for optimal 
E2 elimination are, therefore, an antiplanar configuration of the atoms involved in 
the reaction as depicted in Fig. 13.6. Consequently, in ring systems, elimination 
might in some cases be hindered owing to such steric factors (the inability of the p- 
protons to be antiplanar to leaving groups as in fLhexachlorocyclohexane, which, in 
contrast to the y-isomer, does not show any measurable reactivity). 

The role of the leaving group in elimination reactions can, in general, be looked at in 
a very similar way as in SN reactions. As illustrated by the relative amounts of elim- 
ination products formed by the base-catalyzed reactions of the pesticide 1,2-dibro- 
mo-3-chloropropane (DBCP, Eq. 13-10), bromide is a better leaving group than 
chloride (Burlinson et al., 1982): 
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H- $- CCI, 

I 
CI 

DDT 

CI F 
I I  

H- C- C-F 
I I  
CI F 

1 ,I-Dichloro-2,2,2- 
trifluoroethane 

We note that in this case the elimination products, that is, 2-bromo-3-chloropropene 
(BCP) and 2,3-dibromopropene (DBP), are allylic halides. Consequently, these both 
hydrolyze in relatively fast steps most likely via S,1 reactions (see the example 
given in Table 13.6) to form 2-bromoallyl alcohol (BAA). 

As mentioned above, in some special cases, a compound may react by a so-called 
E l ,  mechanism. This process shares many features with E2 reactions. Both are 
initiated by attack of a base on a labile hydrogen. They differ, however, in that, in a 
El,, reaction, degradation begins as a normal reversible acid-base reaction, and not 
by a concerted action as depicted in Fig. 13.6 for E2 reactions. Such a mechanism 
has been observed primarily for alkyl substrates that have highly acidic hydrogens 
and that also possess features capable of providing significant carbanion stabiliza- 
tion, such as aryl substituents as is the case of DDT, or for substrates that lack good 
leaving groups in Pposition as in the case of 1,1-dichloro-2,2,2-trifluoroethane (for 
more examples and references see Roberts et al., 1993). 

As indicated in Table 13.7, 1,2-dibromoethane (BrCH,-CH,Br) and l , l ,  l-trichloro- 
ethane (CH,-CC1,) are examples in which both hydrolysis and elimination are im- 
portant. If in such cases the reactions occur by SN2 and E2 mechanisms, respective- 
ly, the ratio of the hydrolysis versus elimination products should vary with varying 
pH and temperature, since the two competing reactions likely exhibit different pH 
and temperature dependencies. On the other hand, if the reaction mechanisms were 
more S,1- and E 1 -like, a much less pronounced effect of temperature or pH on prod- 
uct formation would be expected, since the rate-determining step in aqueous solu- 
tion may be considered to be identical for both reactions: 

I I  

I I  slow 
-c-c- - 

I t  - x -  
H X  

(13-11) 

We note that in Eq. 13-11 we have introduced the El (elimination, unimolecular) 
reaction, which commonly competes with the S,1 reaction provided that an adjacent 
carbon atom carries one or several hydrogen atoms that may dissociate. We also note 
that similar to what we have stated earlier for nucleophilic substitution reactions, 
elimination reactions may occur by mechanisms between the E2 and El extremes. 

From the experimental data available for the reactivities of 1,2-dibromoethane 
(EDB) and 1,1,1-trichloroethane (TrCE), it is not possible to draw sound conclu- 
sions as to the mechanisms and the pH and temperature dependence of product for- 
mation of the reactions of these compounds in water. It is, however, interesting to 
note that the overall reaction rate of TrCE was found to be pH independent below pH 
11, and that temperature had no significant influence on the product formation in the 
temperature range between 25 and 80°C (Haag and Mill, 1988). These findings indi- 
cate that this compound undergoes S, 1 - and E 1 -type reactions in aqueous solution. 
It should also be pointed out that the primary hydrolysis products of both EDB (i.e., 
BrCH,-CH,OH) and TrCE (i.e., CH,-CC1,OH) subsequently hydrolyze again in rel- 
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atively fast reactions to yield the final products, ethylene glycol and acetic acid, 
respectively (see Table 13.7). 

With these examples we conclude our discussion of nucleophilic substitution and 
pelimination reactions involving saturated carbon-halogen bonds in environmental 
chemicals. For more extensive treatment of this topic, including the use of polar 
substituent constants to derive quantitative structure-reactivity relationships for E2 
reactions of polyhalogenated alkanes, we refer to the review by Roberts et al., 
(1 993). Before we go on discussing another group of reactions, we need, however, to 
make some final remarks about S, and E reactions of halogenated compounds. First, 
we note that the activation energies of the reactions in which halogens are removed 
from saturated carbons in organic molecules by an S, or E mechanism are between 
80 and 120 kJ .mol-'. Hence, these reactions are quite sensitive to temperature; that 
is, a difference in 10°C means a difference in reaction rate of a factor of 3-5 (Eq. 12-30, 
Table D1, Appendix D). Second, we have seen that a compound may react by several 
competing reactions. In these cases, the general rate law will be a composite of the rate 
laws of the individual reactions: 

(13-12) 

where C,, is the concentration of the dissolved halogenated compound i in water, kN 
and kEN are the (pseudo)first-order rate constant for the neutral, and kB and kEB are the 
second-order rate constants for the base-catalyzed hydrolysis and elimination reac- 
tions, respectively, and kNuj is the second-order rate constant of the SN2 reaction with 
any other particular nucleophilej. Note that kNuj may be estimated using the Swain- 
Scott relationship (Eq. 13-6). We recall that by assuming constant pH and constant 
nucleophile concentration(s), Eq. 13-12 can be reduced to a pseudo-first-order rate 
law with a pseudo-first-order rate constant kobs that is given by: 

(13-13) 

We should point out, however, that depending on the relative importance of the vari- 
ous reactions, kobs may not be a simple function of pH and temperature, and that 
product formation may strongly depend on these two variables. Furthermore, we note 
that many environmentally important organic compounds exhibit halogen atoms 
bound to a carbon-carbon double bond, be it an olefinic (e.g., chlorinated ethenes) or 
an aromatic (e.g., chlorinated benzenes, PCBs) system. In many cases, under envi- 
ronmental conditions, these carbon-halogen bonds undergo SN or E reactions at ex- 
tremely slow rates, and we therefore may consider these reactions to be unimportant. 
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Hydrolytic Reactions of Carboxylic and 
Carbonic Acid Derivatives 

(S) 
ester (thioester) 

carbonate 

0 
I1 

Ri .N/C,0/R3 
I 
R2 

carbamate 

In this section we consider a second important type of reaction in which a nucleo- 
phile attacks a carbon atom, but this time a carbon that is doubly bound to a heteroa- 
tom and singly bound to at least one other heteroatom. The major difference from the 
cases discussed in the previous section is that we are now considering nucleophilic 
reactions involving an unsaturated carbon atom exhibiting multiple bonds to other 
more electronegative atoms. Also, structural parts connected by singly bound het- 
eroatoms may serve as leaving groups. Since in the environment such functional 
groups react predominantly with the nucleophiles, H20 and OH-, we confine our- 
selves to hydrolytic reactions. As an illustration we may consider the reaction of a 
carboxylic acid derivative with OH-, a reaction that, in many cases, occurs by the 
general reaction mechanism: 

where X may be 0, S, or NR. The most common leaving groups, L-, include RO-, 
RS-, and RlR2N- (Fig. 13.7). We note that if hydrolysis of such a functionality oc- 
curs by a mechanism similar to Eq. 13-14, the reaction products include the acid 
(under basic conditions usually present as the conjugate base) and the leaving group, 
which, in most cases of interest to us, is an alcohol, thiol, or an amine. 

In the following discussions we first look at hydrolytic reactions of ester hnctions. 
As already mentioned in Chapter 2, ester functions are among the most common 
acid derivatives present in natural as well as man-made chemicals (e.g., lipids, plas- 
ticizers, pesticides). In a general way, an ester bond is defined as: 

;i 
-Z-0-I3 

0 
It 

N N  I I  
R2 R4 

urea 

where Z = C, P, S; X = 0, S; and R is a carbon-centered substituent. Hence, hydrol- 
ysis of an ester bond yields the corresponding acid and the alcohol. If 0 is replaced 
by S, the functional group is referred to as thioester. Such thioesters are quite com- 
mon in phosphoric acid and thiophosphoric acid derivatives (see Section 13.4) that 
are used as pesticides. We first consider, however, the hydrolysis of a more familiar 

Figure 13-’ Of carboxy- group of esters, the carboxylic acid esters (see Fig. 13.7). We use this type of func- 
lic and carbonic acid derivatives. 
R,, R ~ ,  R ~ ,  R~ denote carbon-cen- tionality to discuss some general mechanistic and structural aspects of hydrolysis 
tered substituents. 

R I ,  /C, /R3 

that are valid for esters and other carboxylic and carbonic acid derivatives. 

Carboxylic Acid Esters 

Hydrolysis half-lives of carboxylic acid esters, defined as: 

In 2 - 
tl/2(hydrolysis) - - 

kh 

(13-15) 

where k,, is the pseudo-first-order hydrolysis rate constant, typically vary widely as a 
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Figure 13.8 Variation of hydroly- 
sis half-life at 25°C for several 
carboxylic acid esters as a function 
of solution pH due to changing 
contributions of the acid-cata- 
lyzed, neutral, and base-catalyzed 
mechanisms. 

1 06 

104 

102 

h s 
g! 
*- 

I 

1 0-2 

lo“ I I I I I I I 
2 3 4 5 6 7 8 9 10 

PH 

function of pH (Fig. 13-8). This dependency arises because three separate reactions, 
one catalyzed by H’, a second depending on OH-, and a third resulting from attack by 
H20, occur simultaneously. Recognizing that the curve sections that decrease with a 
slope of -1 as a function of pH reflect reactions mediated by OH-, we notice that for 
all compounds, reaction with OH- (“base catalysis”) is important even at pH values 
below pH 7 ,  and that acid catalysis (curve portions with slope of +1) is relevant only 
at relatively low pHs and only for compounds showing rather slow hydrolysis kinet- 
ics. By taking into account the acid-catalyzed (kA, e.g., M-’ s-’), neutral (kH20, e.g., 
M-’ sd), and base-catalyzed (kB, e.g., M-’ s-I) reactions, we can express the observed 
(pseudo-first-order) hydrolysis rate constant, kh (e.g., s-’), at constant pH as: 

kh kJH+] + kH20[H20] + kB[OH-] ( 13- 16) 

and since [H,O] generally remains constant, we can simplify to: 
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Figure 13.9 Schematic representa- 
tion of the relative contribution of 

9 the acid-catalyzed, neutral, and ~ 

base-catalyzed reactions to the over- 9 
all hydrolysis rate as a function of 
solution pH: (a) neutral reaction rate 
is significant over some pH range; 
(b) the contributions of the neutral 
reaction can always be neglected. 

where: kN = kH20 . [H@l (13-18) 

If kA, kN, and kB are known for a given compound, we can calculate the pH values at 
which two reactions are equally important, As is schematically shown in Fig. 13.9~2 
and b, these pH values are given by the intersections, I, of the lines representing the 
contributions of each reaction to the overall reaction rate as a function of pH. Note 
that Fig. 13.9 is drawn on a logarithmic scale. Hence, for example, IAB is the pH at 
which kA[H+] = k,[OH-]. If we set pH = -log[H+] and [OH-] = K,/[H+], then we 
obtain I A B  = 0.5 log(kA/ kBKw). If the neutral reaction (pH independent reaction with 
H,O) is dominant over a wider pH range (extreme case shown in Fig. 13.9a), then 
I A B  is only of theoretical value since both acid- and base-catalyzed reactions are 
unimportant at this pH. Similarly, if the neutral reaction is never important (extreme 
case shown in Fig. 13.9b), then neither IAN nor I N B  have much practical meaning. 
Before we discuss hydrolysis reactions in more detail, we should again stress that 
the neutral, acid-catalyzed, and base-catalyzed reactions are three very different re- 
actions exhibiting different reaction mechanisms and, hence, different kinetic pa- 
rameters. Thus, for example, because of different activation energies, the relative 
importance of each reaction (as is expressed by the I values) depends on tempera- 
ture. Furthermore, as we will see when discussing quantitative structure-reactivity 
relationships (ie., LFERs, see below), substituents usually have quite different ef- 
fects on the neutral, acid-catalyzed, and base-catalyzed hydrolyses. Consequently, 
one has to be very careful to apply LFERs only to the kinetics of each individual 
reaction and not to the overall reaction (unless, of course, the overall reaction re- 
flects only one dominant mechanism). Illustrative Examples 13.4 and 13.5 demon- 
strate how to derive all necessary kinetic parameters for assessing the hydrolysis 
behavior of a carboxylic acid ester from experimental data, and how to apply these 
parameters. Note that the general procedure outlined in these examples is also appli- 
cable to many other hydrolysis reactions. But let us now look at the various hydro- 
lytic mechanisms of carboxylic acid esters more closely. 

Illustrative Example 13.4 Deriving Kinetic Parameters for Hydrolysis Reactions from Experimental Data 

Consider the hydrolysis of 2,4-dinitrophenyl acetate (DNPA), a compound for 
which the acid-catalyzed reaction is unimportant at pH > 2 (see Fig. 13.8). In a 
laboratory class, the time course of the change in concentration of DNPA in homoge- 
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neous aqueous solution has been followed at various conditions of pH and tempera- 
ture using an HPLC method (for details see Klausen et al., 1997). 

Problem 

Determine the (pseudo-)first-order reaction rate constants, kh, for this reaction at 
pH 5.0 and pH 8.5 at 22.5"C using the data sets given below: 

I 
NO2 NO2 

2,4-dinitrophenyl acetate 2,4-dinitrophenol acetate 
(DNPA) 

pH 5.0", T =  22.5"C pH 8.5, T =  22.5"C 

Time (min) [DNPA (PW1 Time (min) [DNPA (W1 

0 
11 .o 
21.5 
33.1 
42.6 
51.4 
60.4 
68.9 
75.5 

100.0 
97.1 
95.2 
90.6 
90.1 
88.5 
85 .O 
83.6 
81.5 

0 
4.9 

10.1 
15.4 
25.2 
30.2 
35.1 
44 .O 
57.6 

100.0 
88.1 
74.3 
63.6 
47.7 
41.2 
33.8 
26.6 
17.3 

* Note that very similar results were also found at pH 4.0 and 22.5"C. 

Answer 

Assuming a (pseudo-)first-order rate law, kh can be determined from a least squares 
fit of In([DNPA], / [DNPA],) versus time (see also Figure below): 

ln([DNPA], / [DNPA],) = -kh ' t (1) 

The resulting kh values are: 

kh(pH 5.0,22.5"C) = 2.6 x 10-~  m i d  = 4.4 x z @ ~  s-l 

kh(pH 8.5,22.5OC) = 3.1 x min-' = 5.1 x IF s-' 

Note that kh increases with increasing pH, indicating that the base-catalyzed reaction 
is important, at least at higher pH values. 
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h 0 
0 z z 
-. -0.693 
a 
Z 

- c -1.386 

e 
;i 

n 

- 
__I v 

0 '  I 
0 30 

time (min) 

60 

Problem 

Using the data given above, derive the rate constants for the neutral (kN) and base- 
catalyzed (kB) hydrolysis of DNPA at 22.5"C. At what pH are the two reactions 
equally important? 

Answer 

When assuming that the acid-catalyzed reaction is not important in the pH-range 
considered, Eq. 3-17 simplifies to: 

The fact that very similar kh values have been found at pH 4.0 and pH 5.0 indicates 
that up to pH 5.0, the base-catalyzed reaction can be neglected, and therefore: 

kN (22.5"C) = k h  (PH 5.0, 22.5"C) = 4.4 X S-' 

Using this kN-value, kB can be determined by rearranging Eq. 2: 

kh(pH 8.5, 22.5'C)-kY(22.5'C) 
k,(22S°C) = 

[OH- 1 

with the hydroxide concentration given by (see Eq. 8-1 8) : 

Note that the ionization constant of water, K,,,, is strongly temperature dependent. At 
22.5"C, K, = 10-'4.0s (Table D2 in Appendix D). Hence, at pH 8.5 (i.e~, [H'] = 

[OH-] = 10-5.58 and: 

kB(22.5"C) = 10-5.58 
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17.7 3.1 x 10-~ 

25 .O 5.2 x lo-' 
30 .O 7.5 x 10-~ 

22.5 4.4 x 

~~ 

1/T I K' Ink, I s-' 

0.00344 - 10.38 

0.00338 - 10.03 

0.00335 - 9.86 

0.00330 - 9.50 

The pH value, I N B ,  at which the neutral and the base-catalyzed reactions are of equal 
importance is deduced by (see Fig. 13.9): 

Thus, at pH 8.5, the hydrolysis of DNPA is dominated by the base-catalyzed reaction. 

Problem 

Derive the Arrhenius activation energy, E,, for the neutral hydrolysis of DNPA 
using the data given in the margin. 

Answer 

According to Eq. 12-29, the temperature dependence of a rate constant can be de- 
scribed by: 

Note that for the temperature range considered, E, is assumed to be constant. Con- 
vert temperatures in "C to K and calculate UTvalues. Also take the natural loga- 
rithms of the kN values (see margin). 

Perform a least squares fit of In kN versus 1/T. The resulting slope is: 

E a  slope = -- = - 6318 K 
R 

and therefore: 

E,=-R.slope=8.31. (6318)=52.5kJ.molY1 

The E, value determined for the base-catalyzed reaction is 60.0 kJ . mol-' (data not 
shown). 

Illustrative Example 13.5 Calculating Hydrolysis Reaction times as a Function of Temperature and pH 

Problem 

Calculate the time required to decrease the concentration of DNPA (see Illustra- 
tive Example 13.4) by hydrolysis to 50% (half-life) and to 5% of its initial con- 
centration (a) in the epilimnion of a lake (T  = 22.5"C, pH = 8.5), and (b) in the 
hypolimnion of the same lake (T= 5"C, pH = 7.5). 

Answer 

The hydrolysis half-life is calculated by: 

In 2 0.693 (12-1 3 )  
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By analogy, the time required to reduce the concentration to 5% (i.e., [DNPA], / 
[DNPA], = 0.05) is given by (see Eq. 1, Illustrative Example 13.4): 

ln(1/0.05) - 3 -- 
kh kh 

t0.05 = 

(a) Calculate kh (Eq. 2, Illustrative Example 13.4) for 22.5"C and pH 8.5 using the 
above derived kN and kB values and [OH-] = M: 

Note that at pH 8.5 and 22.5"C, hydrolysis is dominated by the base-catalyzed reac- 
tion. Insertion of kh into Eqs. 12-13 and 1 then yields: 

= 1360 s = 22.7 min 
0.693 

5.1 x104 s-* 
t1,2(22.50C) = 

= 5880 s = 1.63 h 
3 

5.1 x104 s-' 
to,o5 (22.5"C) = 

(b) Calculate the kN and kB values for 5°C (278.2 K) from the corresponding rate 
constants derived above for 22.5"C (295.7 K) using (see Eq. 12-30): 

(Ea/R)(l/TZ-l/i'i) k(7;) = k(T,)-e 

where T, = 295.7 K and T, = 278.2 K, and E, is the activation energy given in 
Illustrative Example 13.4. The results obtained are: 

Since K,  = 10-'4.73 at 5°C (Table D2, Appendix D), the OH- concentration at pH 7.5 
is 10-7.23 M, resulting in a kh-value of: 

Note that in contrast to the epilimnion, in the hypolimnion the hydrolysis of DNAP 
is dominated by the neutral reaction. The corresponding reaction times are: 

= 53300 s = 14.8 h 
0.693 

1.3 10-~ 
t1/2(50C) = 

= 230000 s = 62.9 h 
3 

1.3 10-~ s-l 
to,o5 (5°C) = 

Hence, under the assumed conditions, DNPA hydrolyzes about 40 times faster in the 
epilimnion of the lake as compared to the hypolimnion. 
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Table 13.8 Rate Constants k A ,  k N ,  and. k g ,  Half-Lives at pH 7, and IValues for Hydrolysis of Some Carboxylic 
Acid Esters at 25°C a 

-11 

Compound 

R, -C-0-R, 

0 
II 

CH3- -CH2CH3 1.1 x 1.5 x lo-'" 1.1 x lo-' 2 yr (5.9) 5.5 (5.1) 
CH3 - - C(CH3)3 1 . 3 ~  l o 4  1.5 x 140 yr 6.5 

H- -C(CH3)3 2.7 I .o 1.7 10" 7 d  2.6 5.6 7.8 

CH3- -CH=CH2 1 . 4 ~  10-4 1.1 10-7 1.0 101 7 d  3.1 (4.6) 6 .O 

7.8 x 10" 6.6 x lo-' 1.4 x 10" 38 d 3.1 (4.8) 6.7 

CH3 - 1.1 x 9.4 x 10' 10 h 7.1 
0,N 

CH2CI-- -CH3 8.5 10-5 2.1 10-7 1.4 102 14 h 2.6 (3.9) 5.2 

CHCIZ- -CH3 2.3 x lo4 1 .S x 2.8 x l o3  40 min 1.2 (3 -5) 5.7 

CHC12- a 1.8 10-3 1.3 104 4 min 7.1 
~ 

b 
a Data from Mabey and Mill (1978) except for teit-butyl formate (R, = H, R2 = C(CH,),; Church et al., 1999). IAN =log (kA/kN). IAB = 
1/2 log (kA/kBKw). d l ~ ~  = log (kN/kBKw). Parentheses indicate that one or both of the processes is too slow to contribute significantly to 
the overall rate. 

In Table 13.8 the hydrolysis rate constants and I values at 25OC are given for some 
carboxylic acid esters including the compounds shown in Fig. 13.8. Note that the 
activation energies of ester hydrolysis reactions (data not shown) span quite a wide 
range between about 40 and 80 kJ mol-' (Kirby, 1972; Mabey and Mill, 1978). 
Hence, depending on structure and reaction mechanisms reaction rates will change 
by a factor of between 2 and 3 for a 10-degree change in temperature (see Section 
12.3 and Table D1 in Appendix D). The data in Table 13.8 illustrate some general 
findings about the influence of structural moieties on the rate of the different hydro- 
lytic reactions. First, we see that between the various compounds, relatively small 
differences are observed in the magnitude of kA, which is in contrast to the large 
differences found for the kN and kB values, respectively. We also see that structural 
differences in the leaving group (i.e., the alcohol) seem not to have a big influence 
on kA, suggesting that dissociation of the leaving group is not rate determining. Let 
us try to rationalize these findings by looking at the reaction mechanisms of acid- 
catalyzed h,ydrolysis. We consider the mechanism believed to reflect the situation for 
most carboxylic acid esters; that is, the one in which the reaction proceeds through a 
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OH ki 

(fast) 

OH (slow) I 
R,-C:-+ +H20 ====== R l - c - 0 - R ~  (2) 

O-Rn +AH* 

Figure 13.10 Reaction scheme for 
the acid-catalyzed hydrolysis of 
carboxylic acid esters. 

tetrahedral intermediate. Fig. 13.10 shows the postulated reaction scheme for this 
reaction. We recall that each of the elementary reaction steps is, in principle, revers- 
ible, and that the overall reaction rate of any chemical reaction is determined by the 
rate(s) of the slowest step(s). 

Acid-Catalyzed Hydrolysis. In acid-catalyzed ester hydrolysis the species that 
undergoes the rate-determining step is the protonated ester (Fig. 13.10). When the 
molecule is in this protonated form, the enhanced depletion of electrons near the 
central carbon promotes the approach of an electron-rich oxygen of a water mole- 
cule. Hence, the hydrolysis rate depends on the fraction of compound molecules that 
are protonated. This fraction, in turn, depends on how strong a base the ester func- 
tion is. If we define an acidity constant (see Chapter 8) for the protonated species 

L J 

then we can express the concentration of the protonated ester molecule as: 

(1 3- 19) 

(1 3-20) 
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As indicated in Fig. 13.10, the slowest, and therefore rate-determining, reaction step 
is then the nucleophilic attack of a water molecule at the carbonyl carbon of the 
protonated species. This carbonyl is much more susceptible to nucleophilic attack 
than in the neutral ester. Since the dissociation of the (protonated) leaving group 
(HO-R,) is fast (forward portion of reaction 4 in Fig. 13. lo), the rate of ester disap- 
pearance through acid-catalyzed hydrolysis is given by: 

or, when substituting Eq. 13-20 into Eq. 13.2 1 : 

(13-21) 

(13-22) 

Hence, the second-order rate constant k, is given by a combination of other constants: 

(1 3-23) 

Now we are in a better position to understand, at least qualitatively, why acid-cata- 
lyzed ester hydrolysis is relatively insensitive to electronic substituent effects. When 
considering the influence of an electron-withdrawing substituent on k,, we can eas- 
ily see that this substituent has two effects that work against each other. On the one 
hand, the substituent will decrease the AT@ of the rate-limiting step (i.e., increase 
k,', see Reaction 2 in Fig. 13.10), while on the other hand, it will render the ester 
group more acidic thereby increasing the K, of the protonated ester. As a result, any 
electron-withdrawing substituents make the neutral and base-catalyzed reactions 
more effective than the associated acid-catalyzed mechanism at near-neutral pH 
conditions (see discussion below). Said another way, acid-catalyzed hydrolysis will 
primarily be important for esters exhibiting neither electron-withdrawing substitu- 
ents nor good leaving groups (i.e., also not electron-withdrawing in nature), as is the 
case, for example, for alkyl esters of aliphatic carboxylic acids. 

Before we turn to discussing neutral and base-catalyzed hydrolysis of ester func- 
tions, we need to reflect on what structural features determine how good a leaving 
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Figure 13.11 Reaction scheme for 
the base-catalyzed hydrolysis of 
carboxylic acid esters. 

0- 
I 
I 
OH 

R, - C- 0-R, 

intermediate I 

kB, (fast ... slow) 
0- 
I 

I kB4 (slow) OH OH 

*_I_-_._ - R1--(fo + -O-R, (2) R, -C-O--R, 

0 4 (fast) 
Ri-C\ + HO-R, (3) 1 Rl-CfZH + -O-R, ====s= 

(fast) 0- 

group a given alcohol moiety is. We have postulated that under acidic conditions, the 
alcohol dissociates as a neutral molecule, and that the dissociation step is not rate 
determining. However, in some cases under neutral, and always under basic, condi- 
tions, the alcohol moiety leaves as an anionic species (i.e., RO-). In these cases, the 
rate of dissociation of the alcohol moiety may influence the overall reaction rate. As 
a rule of thumb, we can relate the ease with which the RO-group dissociates with the 
ease with which the corresponding alcohol dissociates in aqueous solution, ex- 
pressed by its pK, value. Note that we use here again a thermodynamic argument to 
describe a kinetic phenomenon. 

Base-Catalyzed Hydrolysis. Let us now look at the reaction of a carboxylic ester with 
OH-, that is, the base-catalyzed hydrolysis. The reaction scheme for the most common 
reaction mechanism is given in Fig. 13.11. As indicated in reaction step 2, in contrast 
to the acid-catalyzed reaction (Fig. 13, lo), the breakdown of the tetrahedral interme- 
diate, I, may be kinetically important. Thus we write for the overall reaction rate: 

(13-24) 

If the chain of events “backs up” at the tetrahedral intermediate (I), then this species 
quickly reaches an unchanging or steady-state concentration and we may write: 

(1 3-25) 

Recognizing that R,COOH and R,O- are very quickly removed by deprotonation 
and protonation, respectively, we may neglect the fourth term on the right-hand side 
of Eq. 13-25. Thus, we solve for the concentration of the intermediate I at steady state: 
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(1 3-26) 

Figure 13.12 Reaction scheme for 
the neutral hydrolysis of carboxylic 
acid esters. 

and substituting in the overall rate expression: 

kB1 ' kB3 . [ R1-<' -1 = -  
dt kB2 +kB3 0-R, 

we derive a rate law in terms of starting compounds and: 

(1 3-27) 

(13-28) 

For good leaving groups (kB3 )) kB2), kB is equal to kB1, meaning that solely the forma- 
tion of the tetrahedral intermediate is rate determining. This is usually the case for 
esters exhibiting an aromatic alcohol moiety (e.g., for phenyl esters, where pK, of 
the phenol is < 10). In the hydrolysis of alkyl esters (pK, > 15), however, kB3 may be 
even smaller than kB2, reflecting the loss of an alkoxide versus hydroxide ion from 
the tetrahedral intermediate. In these cases, kB is not equal to kB,, but is given by Eq. 
13-28. We will come back to this issue later when discussing quantitative structure- 
reactivity relationships (e.g., LFERs, see below). 

Neutral Hydrolysis. We finish our discussion of the major hydrolysis mechanisms of 
carboxylic acid esters by looking at the neutral (pH independent) reaction at the 
carbonyl carbon. From the reaction scheme given in Fig. 13.12, we see that, very 
similar to what we have postulated for the base-catalyzed reaction, the dissociation 

kN3 (faS t... Slow) OH 

OH 

0 -  OH 

+AH2 OH 

- Rl-Ct? + -O-R2 (2) 
I ( r a s t l '  R1-C-O-Rp - RI-C-O-RZ - 

(fast) I (slow) 

(fast) (fast) ll (fast) (fast) 11 
0 

(fast) 0 
Rl-C, + HO-Rz (3) - - Y+ ,H 

(slow) OH 
Ri - C- 0, 

AH R2 
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Table 13.9 Comparison of kN and kB Values of Some Carboxylic Acid Esters at 
25°C and Influence of Leaving Group and Polar Substituents OII kN and kB a 

Relative Value 

0 
I1 = 16 H3C- C- 0- CH,CH3 

~ ~~ 

1 1 7.3 x lo8 

H,C- C- 0 9.98 440 13 2.1 107 

O2N 

H,C- ' C- 0 &NO, 3.96 73000 850 8.5 x lo6 

I? 
H2CCI-- C- OCH, 

0 
II 

HCCI, -C-OCH, 

HCCI, - C- 0 

-- 15 

= 15 

1 

71 

1 6.6 x lo8 

20 1.9 x lo8 

9.98 8600 93 6.3 x lo6 

' Data derived from Table 13.8. 

of the leaving group (expressed by kN3) may be rate determining. In the neutral case, 
however, the situation is somewhat more complicated since, particularly for poor 
leaving groups (i.e., alkoxy groups), the alcohol moiety may leave as a neutral spe- 
cies and not as an anion (reaction path 3 in Fig. 13.12). This might have to be taken 
into account when deriving or applying LFERs to kN values. 

Let us now compare the relative importance of the neutral versus base-catalyzed 
hydrolysis of carboxylic acid esters. Inspection of Table 13.8 and Fig. 13.8 reveals 
that the relative importance of these two processes (i.e., the magnitude of the I N B  

value) depends on both the goodness of the leaving group and on substitution in the 
acid part of the molecule. From the examples given in Table 13.9 we can see that 
structural changes, particularly with respect to the leaving group, but also to a 
certain extent with respect to substitution in the acid part, have a greater impact on kN 
than on kB. We can intuitively rationalize these findings by imagining that structural 
differences influencing the ArGo of the reaction will be more strongly felt by the 
weak nucleophile H,O as compared to the much stronger (more electron-rich) 
nucleophile OH-. Consequently, carboxylic acid esters exhibiting good leaving 
groups and/or electron-withdrawing substituents in the acid part of the molecule will 
have relatively high I N B  values (INB values of up to 7 - 7.5). In these cases, neutral 
hydrolysis has to be considered at ambient pH values, and, as we recall from our 
earlier discussion, the acid-catalyzed reaction can be neglected (see examples given 
in Fig. 13.8 and Table 13.8). On the other hand, rate-decreasing substituents (Le., 
alkyl groups) will decrease I N B  and increase IAN, leading to a situation as depicted in 
Fig. 13.9b. 
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Additional Reaction Mechanisms. So far we have confined our discussion to the 
most common case of ester hydrolysis, that is, the case in which the reaction takes 
place at the carbonyl carbon. In some cases, however, an ester may also react in 
water by an S,-type or E-type mechanism (see Section 13.2) with the acid moiety 
(i.e., -0OC - R,) being the leaving group. The &-type reactions occur primarily 
with esters exhibiting a tertiary alcohol group. The products of this reaction are the 
same as the products of the common hydrolysis reaction. In the case of elimination, 
however, products are different since the ester is converted to the olefin and the 
corresponding conjugate base of the acid: 

elimination R 2 \  P4 - a,. + ,c=c \ 
R3 R5 

R i  

R" 

(13-29) 

Elimination according to Eq. 13-29 will be important for compounds exhibiting 
acidic protons, in Pposition to the alcoholic carbon forming the ester bond. 

Finally, if the a-carbon of the acid moiety (i.e., the carbon bound to the carbonyl 
carbon) is substituted by an electron-withdrawing group that renders the a-hydrogens 
more acidic, the ester may hydrolyze by an elimination mechanism involving a ketene 
intermediate: 

(1 3-30) 

L - O H  (a ketene) 

where the second step of reaction 13-30 is an addition of H20 to the carbon-carbon 
double bond (for more details see, e.g., March, 1992). We will encounter analogous 
mechanisms when discussing the hydrolysis of carbamates (see below). 

Carboxylic Acid Amides 

Amide functions are very important linkages in natural compounds (e.g., in proteins) 
and some simple amides are used in industry. Furthermore, numerous herbicides 
contain amide groups (Montgomery, 1997). Generally an amide bond is defined as: 

where R2 and R, are hydrogens or carbon-centered substituents. 
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Table 13.10 Rate Constants kA and kB, Half-Lives at pH 7, and ZAB Values for Hydrolysis of Some Amides 
at 25°C a 

Compound 

//O 5- C 
\ 

NR2R3 

-~ ~ 

CH3- -H -H 8.4 x 4.7 10-5 4000 yr 6.6 
i-C3H9- -H -H 4.6 x 2.4 10-5 7700 yr 6.6 

CH3- -CH3 -H 3.2 10-7 5.5 x 40,000 yr 6.4 
CH3- -CH3 4 3 3 3  5.2 10-7 1.1 x 10" 20,000 yr 6.3 

a Data from Mabey and Mill (1978). 

CHZC1- -H -H 1.1 10-5 1.5 x lo-' 1.5 yr 4.9 

The hydrolysis of carboxylic acid amides (i.e., Z = C and X = 0) can be treated much 
like the hydrolysis of carboxylic acid esters; that is, a similar structure-reactivity 
pattern is found (Talbot, 1972). Compared to ester functions, however, amide func- 
tions are in general much less reactive since the -NR,R3 group is less electronega- 
tive than the -OR2 group. Even more important, the -NR2R3 group is a much poorer 
leaving group [the pK,'s of amines (RiR2NH + R1R2N-) are much larger than 
those of alcohols (ROH + RO-)]. Due to these factors, and because amide groups 
are quite basic, neutral hydrolysis is usually unimportant relative to the acid- or 
base-catalyzed reaction (case b in Fig. 13.9). Furthermore, because the amide group 
is more basic than the ester group: 

the I,, values of amides are commonly higher than those of ester functions. In many 
cases, kA and kB are of similar magnitude, unless the amide function is substituted 
with electron-withdrawing groups or atoms (see examples given in Table 13.10; e.g., 
R, = CH2C1). Note that because the hydrolysis half-lives of most of the compounds 
shown in Table 13.10 are very large under ambient conditions, many of the values 
given are only order-of-magnitude estimates that have been extrapolated from mea- 
surements conducted at elevated temperatures and extreme pH values. Finally, we 
note that activation energies are typically between 80 and 90 kJ.mol-' for the acid- 
catalyzed hydrolysis of amide functions, and between 50 and 80 kJ-mol-' for the 
base-catalyzed reaction (Mabey and Mill, 1978). 
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Carbarnates 

The next group of compounds that we want to look at are derivatives of carbamic acid 
(HO-CO-NH,), that is, the carbamates. Carbamates are widely used as herbicides 
and insecticides. The carbamate function exhibits both an ester and an amide-type 
functionality (Montgomery, 1997): 

arnide bond 

where R, and R2 are hydrogens or carbon-centered substituents, and R, is a carbon- 
centered substituent. Hence, a carbamate has two potential leaving groups: an alco- 
hol and an amine. Since, in most cases, the alcohol moiety will be the better leaving 
group, the initial hydrolysis reaction commonly occurs by cleavage of the ester 
bond. Initial breaking of the amide bond may, for example, occur if R, is an alkyl 
group, and R, and R, are aromatic rings that are substituted with electron-withdraw- 
ing substituents (and thus stabilize the R,R,N- anion in aqueous solution). However, 
regardless of the reaction mechanism, the hydrolysis of carbamates eventually 
yields the alcohol (R,OH), the amine (R,R,NH), and CO, (see below). 

Since base catalysis plays an important role in the hydrolytic breakdown of carbam- 
ates, this process has been investigated quite extensively. However, very few data 
are available on the neutral reaction, which, in some cases, may be significant at 
ambient pH values. The acid-catalyzed reaction, on the other hand, can generally be 
neglected. This is presumably because so many electron-withdrawing atoms sur- 
round the central carbon that protonation of the carboxyl oxygen insignificantly en- 
hances its susceptibility to nucleophilic attack. 

NO2 When considering the base-catalyzed hydrolysis of carbamate functions, the critical 
question is whether one of the groups bound to the nitrogen (R,, R2) is a hydrogen 
atom. This becomes obvious when we compare the t,,, values of compounds I and I1 
(see margin). First, we realize that although thep-nitrophenol group is a good leav- 
ing group, the base-catalyzed hydrolysis of 4-nitrophenyl N-methyl-N-phenyl car- 
bamate (I) is very slow. In this case, by analogy to what we have postulated for most 
ester and amide functions, the rate-determining step is the formation of a tetrahedral 
intermediate (see reaction step 1 in Fig. 13.13). We note that the hydrolysis of the 
ester bond is generally followed by a fast decarboxylation reaction yielding the cor- 
responding amine (reaction step 4 in Fig. 13.13). An analogous reaction occurs if the 
amine is the leaving group, yielding an unstable carbonic acid monoester that also 
hydrolyzes rapidly. As is illustrated by the kB values of some other N,N-disubstituted 
carbamates (see Table 13.11), we can conclude that such compounds are generally 
quite resistant to base-catalyzed hydrolysis. From the data in Table 13.11 we can also 
see that the base-catalyzed hydrolysis of N,N-disubstituted carbamates is somewhat 
insensitive to the nature of the alcohol moiety, indicating that dissociation of the 
leaving group is not rate determining. 

H C  L o n  ‘N 

I 

t,,* (pH7) = 275 yr 

I1 

t,,, (pH7) = 25 S 

In contrast, for the series of the N-monosubstituted carbamates (R, = H, Table 13.1 l), 
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Table 13.11 Rate Constants kB (and kN) ,  Half-Lives at pH 7, and IN, Values for 
Hydrolysis of Some Simple Carbamates at 25°C 

Compound 

R 1 \  B 
,N- C-0-R, 

R2 

CH3- 

CH3- 

CH3- 

CH3- 

H- 

H- 

H- 

H- 

H- 

H- 

CH3- -CH2CH3 

CH3- 

CJ- 

c+ 

@ 

CH3 - 

CH3 - 

CH3- 

CH3- 

NA 

NA 

NA 

NA 

NA 

NA 

NA 

NA 

6.0 x 

9.0 10-7 

4.5 x 10" 

4.0 x 

4.0 x lo4 

8.0 x lo4 

5.5 x 

3.2 10-5 

6.0 x lo2 

2.7 105 

5.6 x lo-' 

5.0 x 10' 

50,000 yr 

55,000 yr 

550 yr 

275 yr 

40,000 yr 

7,000 yr 

3 h  

25 s 

70 d d,e 

33 hdf 

Data from Dittert and Higuchi (1963), Williams (1972, 1973), Vontor et al. (1972), and El-Amamy 
and Mill (1984). NA = not available. Half-life for base-catalyzed reaction; actual half-life may be 
shorter. Half-life for neutral and base-catalyzed reaction. IN, = 7.01 .f ZNB = 6.25. 

the reaction occurs much faster in most cases. It is also very sensitive to the type of 
alcohol moiety. This indicates that, in this case, dissociation of the leaving group is 
rate limiting, and that the reaction proceeds by a different mechanism. The generally 
accepted mechanism (e.g., Bender and Homer, 1965; Williams, 1972) involves depro- 
tonation of the amide function (similar to esters with acidic protons at the carbon 
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I 

Figure 13.13 Reaction scheme for 
the base-catalyzed hydrolysis of 
carbamates when the mechanism 
involves a tetrahedral intermediate. 

+ -O-R3 
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adjacent to the ester group, see Eq. 13-30), with subsequent elimination of the alkoxy 
group (Fig. 13-14). The resulting isocyanate (RIN = C = 0) is then rapidly converted 
to the amine and C02 by addition of' water and subsequent decarboxylation. 

Comparison of the kB values of N,N-disubstituted versus N-monosubstituted car- 
bamates (Table 13.11) shows that if the alcohol moiety is a good leaving group (i.e., 
aromatic ring-carrying electron-withdrawing substituents), differences in half-lives 
for the base-catalyzed reaction of up to 10 orders of magnitude may be found. Only 
if the leaving group is very poor (e.g., R3 = alkyl) can the reaction occurring via a 
tetrahedral intermediate (Fig. 13.13) compete with the reaction involving an elimi- 
nation step (Fig. 13.14). 

From Table 13.1 1 we also see that the N-methyl carbamates often have significantly 
smaller kB values as compared to the corresponding N-phenyl carbamates. We can 
rationalize these findings by the anion-stabilizing effect of the phenyl group, an ef- 
fect also reflected by the N-H proton being more acidic than that of the N-methyl 
compound. Thus, the N-phenyl carbamates have a greater fraction in the deprotonat- 
ed species available to undergo elimination. 

As is indicated in Table 13.11, hydrolysis half-lives of the N,N-disubstituted car- 
bamates (and the monosubstituted carbamates exhibiting poor leaving groups) are 
very large at ambient pH values. Although there are virtually no rate data available 
on the neutral reaction of such slowly hydrolyzing compounds, one could speculate 
that, as found for the very slowly hydrolyzing esters (Fig. 13.8), the neutral reaction 
should not be too important. Hence, kN will be too small to be of environmental 
significance. For the more reactive N-monoalkyl carbamates, however, the neutral 
reaction might have to be considered. From the few compounds for which kN values 
have been reported (Table 13.1 l), and by using our chemical intuition, we may con- 
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Figure 13.14 Reaction scheme for 
the base-catalyzed hydrolysis of 
carbamates when the mechanism 
involves an elimination step. 
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dude that the relative importance of the neutral reaction increases (i.e., the I,, value 
increases) with increasing reactivity. Finally, we note that activation energies for the 
base-catalyzed hydrolysis of carbamates span a wide range of between 50 and 100 
kJ-mol-' (Christenson, 1964). 

Quantitative Structure-Reactivity Considerations 

In order to understand available kinetic data better and potentially allow estimation 
of reaction rates of new compounds within a compound class, we often want to 
develop quantitative relationships between the structures of individual compounds 
and their reactivities. Such relationships usually involve situations in which the stan- 
dard free energies of activation, AIGo, vary systematically with chemical structure 
changes. In these cases, we may try to apply linear free-energy relationships 
(LFERs) in a manner similar to our approach for evaluating or estimating equilibri- 
um constants (e.g., acidity constants in Chapter 8). The use of such LFERs to relate 
kinetic data for a given reaction of a series of structurally related compounds hinges 
on the ability to express quantitatively the electronic and steric effects of structural 
moieties of the reactants on AXGO. When dealing with hydrolytic reactions of carbox- 
ylic and carbonic acid derivatives, in general, both types of effects have to be taken 
into account. In this context, it has to be pointed out that quantification of steric ef- 
fects is much more difficult as compared to electronic effects (see, e.g., Exner, 1988). 
In our following discussion we will, therefore, confine ourselves to cases in which 
electronic effects predominate. For approaches in which steric effects are included, 
particularly the approach introduced by Taft and co-workers, we refer to the literature 
(Taft 1956; Pavelich and Taft, 1957; MacPhee et al., 1978, Williams, 1984). 

Hammett Relationship 

In our first example we evaluate the influence of meta andpara ring substituents on 
the base-catalyzed hydrolysis of substituted benzoic acid esters: 
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In this case, structural changes are made at points in the structure that are well away 
fkom the reaction site. As discussed above (Fig. 13.11), we can assume a tetrahedral 
activated complex exhibiting a negative charge that is not significantly delocalized 
into the ring system. Thus, intuitively, we expect that through an inductive effect, 
electron-withdrawing ring substituents (-X) will stabilize the negatively charged acti- 
vated complex relative to the uncharged ground state; that is, they will decrease A W  
as compared to the unsubstituted compound and, therefore, increase k relative to kH 
(unsubstituted compound). Conversely, an electron-donating substituent exerts the 
opposite effect. As we have seen in Chapter 8, the inductive effect of aromatic substit- 
uents in meta or para positions may be quantitatively expressed by the Hammett qmet, 
and qpara substituent constants (see Table 8.5). It comes as no surprise that, in this 
case, where we deal primarily with inductive effects, the rate constants of the base- 
catalyzed hydrolysis of meta and para monosubstituted benzoic acid ethyl esters (R 
=C,H,) can be related successfully by the Hammett equation (Fig. 13.15): 

log - =po.  [;) Jm,p 
(13-31) 

From the linear fit shown in Fig. 13.15, apvalue of2.55 (Exner, 1988) is obtained at 
25"C, indicating a substantial influence of the substituents on the reaction rate. For 

Figure 13.15 Effects of substitu- 
ents on the base-catalyzed hydrol- 
ysis of benzoic acid ethyl esters in 
ethanokwater (85: 15) at 25°C. Rel- 
ative reaction rates are correlated 
with Hammet q constants (data 
from Tinsley, 1979). 

mGH, O l  

- 0.8 - 0.4 0 0.4 0.8 

oj -constant 
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example, a nitro group in the meta or para position increases the rate of hydrolysis by 
a factor of 100. It should be pointed out that the data shown in Fig. 13.15 were not 
obtained in pure water, but in a mixture of ethanol and water (85: 15), for which the 
most complete data set is available. 

A quite similar p value (p  = 2.47) is found for the same reaction in acetone/water 
(3:2, Exner, 1988), but a significantly smaller value (p = 1.77) is derived in pure 
water (Drossman et al., 1988). These findings are consistent with the results ob- 
tained for the base-catalyzed hydrolysis of meta and para substituted benzoic acid 
methyl esters (R = CH,, instead of CH,CH,), for which at 25"C, the corresponding p 
values are 2.38 in acetone/water (3:2, Exner, 1988) and 1.67 in pure water (Smith 
and Menger, 1969; Steinberg and Lena, 1995), respectively. The fact that p is much 
smaller in water as compared to organic sohentiwater mixtures can be rationalized 
by the better ability of the solvent, water, to polarize the carboxyl bond, which leads 
to a reduction of the substituent effect. Hence, as already pointed out in Chapter 12 
(Table 12.1), one has to be very careful when trying to extrapolate hydrolysis rate 
data from nonaqueous to aqueous solutions. Furthermore, we should note that p is 
also a function of temperature since, as implied by Eqs. 12-44 and 12-45, the effect 
of temperature on the rate constant is different for compounds exhibiting different 
At@ (or E,) values, the relative size of which is determined by the type of 
substituent(s) present. For example, in the case of the hydrolysis of the benzoic acid 
ethyl esters in ethanovwater (85:15), p decreases from 2.55 at 25°C to 2.13 at 50°C 
(Exner, 1988). 

Since in the case of the benzoic acid methyl and ethyl esters we have left the alcohol 
moiety (-0-R) invariant, p primarily reflects structural effect on the k,, term in Eq. 
13-28. Although the dissociation of the leaving group may also determine the overall 
kB term it is the same within the series considered. For substituted phenyl benzoates 
(111) and phenyl acetates (JV), the situation is somewhat different, since the substit- 
uents exhibit effects on k,, as well as on k B 3 .  These effects occur parallel to each 
other. For example, an electron-withdrawing substituent increases k,, by an induc- 
tive effect and, at the same time, it renders the alcohol moiety a better leaving group 
(it decreases the pK, of the alcohol). If the dissociation of the leaving group (i.e., the 
phenolate species) is rate determining, we expect a p value similar to or even greater 
than that found for the benzoic acid esters discussed above (although there is an 
oxygen between the phenyl group and the carbonyl carbon which renders the elec- 
tronic effect of substituents on k,, smaller as compared to the benzoic acid ethyl 
esters). However, the observed p value derived from k, values of some substituted 
phenyl acetic acid esters in aqueous solution is very small, being on the order of 1 
(Drossman et al., 1988). This result implies that the effect of electron-withdrawing 
substituents in enhancing the combined kB expression (Eq. 13-28) is even less than 
the impact of the same substituents on k,, rates for benzoic acid methyl and ethyl 
esters. This suggests that for the phenyl esters, the rate of dissociation of the leaving 
group is not significant in determining the overall reaction rate. This example nicely 
demonstrates how such LFERs may be useful for prediction of rate constants and 
may also give valuable hints regarding rate-determining steps. An additional exam- 
ple which also demonstrates how to derive a Hammett equation from kinetic data is 
given in Illustrative Example 13.6. 

X 
a'.-" 

I11 

AoQ H,C 
X 

IV 
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Illustrative Example 13.6 Estimating Hydrolysis Rate Constants Using the Hammett Relationship 

Consider the base catalyzed hydrolysis of 3,4,5-trichlorophenyI-N-phenyl carbamate: 
0 -  
I 

Problem 

Estimate the second-order rate constant, kB, at 25°C for reaction Eq. 1 using kB 
values reported below for other substituted phenyl N-phenyl carbamates. 

Substituent 4" kB (M-' S - ] )  

4-OCH3 -0.24 2.5 x 10' 
4-CH3 -0.16 3.0 x 10' 
4 x 1  0.22 4.2 x lo2 
3-C1 0.37 1.8 103 
3-NO2 0.73 1.3 104 

0.78 (1.25) 2.1 105 

a See Table 8.5. Data from references given in Table 13.1 1 . 
c 0 .- 

]para 

Answer 

Use the Hammett equation to relate the kB values of the six compounds for which 
data are available: 

logk, = p - n T j  + c  
i 

where p is susceptibility factor and c is a constant corresponding to the log kB of the 
unsubstituted compound (i.e., of phenyl N-phenyl carbamate, see margin). 

Determine p and c from a least squares fit of log kB versus 0;. (see Table 8.5) for the 
monosubstituted compounds found in the literature (see also Fig. below): 

(2) log kB (in M-' S-') = 2.82 20, -t- 2.02 (R2 = 0.99) 
i 

As is evident from the plot of log kB versus q for the nitro substituent in 4-position7 
the ojim (i.e., 1.25) and not the ajpara (i.e., 0.78) has to be used, indicating that 
resonance with the phenolic group is important. Together with the rather high p 
value of 2.82, this suggests that the dissociation of the leaving group (i.e., the pheno- 
late) is the rate-determining step (in contrast to the phenyl esters). This is consistent 
with the elimination mechanism proposed in Fig. 13.14. 

Insertion of Zoj = 2 . (0.37) + (0.22) = 0.96 for 3,4,5-trichlorophenyl-N-phenyl car- 
bamate into Eq. 2 then yields: 

log kB (in M-' s-I) = 4.73 or kB = 5.3 x 104 M-' sd (at 25°C) 
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Brensted Relationship 

As we have seen, the Hammett equation can, in principle, be applied to both equilib- 
ria and rate data. This implies that in certain cases, it is feasible to relate rate con- 
stants to equilibrium constants when both reflect the effects of a given structural 
moiety. In a general form a rate-equilibrium relationship can be written in terms of 
the corresponding changes in free energies of activation and of equilibration: 

AAIQ = pAA,Ga ( 13 -3 2) 

where the first A indicates the incremental differences between the A%? and A,@ 
values, respectively, of a series of structurally related compounds. In terms of rate 
and equilibrium constants, Eq. 13-32 can be expressed as: 

k K 
log - = p . log - 

kH KH 
(13-33) 

where the subscript H denotes a reference compound (e.g., the unsubstituted com- 
pound). A very common application of Eq. 13-33 is the use of acidity constants (K,) 
of a (sub)structural (sub)unit (e.g., the K, of a leaving group) to relate rate constants 
for hydrolytic reactions of a series of compounds. In this case, Eq. 13-33 is common- 
ly referred to as a Brmsted relationship, and can be written as: 

where C is the logarithm of the rate constant of the compound for which the 
corresponding pK, value is zero. 

An example in which rate constants are related to equilibrium constants involves the 
base-catalyzed hydrolysis of N-phenyl carbamates (Fig. 13.16). As discussed above, 
these compounds hydrolyze with the dissociation of the alcohol moiety being the 
rate-determining step. Hence, by using the pKa’s of the leaving groups (phenols and 
aliphatic alcohols), we find a nice correlation to the rates of these reactions. 
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Figure 13.16 Correlation (Brernst- 
ed plot) of base-catalyzed hydroly- 
sis rates (log kB) of carbamates as a 
function of the pK, of the alcohol 
moiety for a series of N-phenyl 
carbamates. Data from references 
given in Table 13.1 1. 
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Hydrolytic Reactions of Phosphoric and 
Thiophosphoric Acid Esters 

(thio)phosphoric acid 
ester 

;1 (S) 

P 
R, -0-P-S-R, I 

R2 

(thio)phosphoric acid 
thioester 

Figure 13.17 General structure of 
phosphoric and thiophosphoric 
acid (thio)esters. Note that often 
R, = R2 = CH3 or C2HS. 

The last group of compounds whose hydrolyses we will discuss are the phosphoric 
and thiophosphoric acid (thio)esters (Fig. 13.17). We use these examples to gain 
some insight into the reactivity of compounds exhibiting a pentavalent phosphorus 
atom. Also this treatment will show that the concepts we have discussed so far in this 
chapter can be used to understand hydrolysis reactions of other kinds of compounds. 
Because of their significant biological activity (cholinesterase inhibition), esters and 
thioesters of phosphoric acid and thiophosphoric acid are widely applied as insecti- 
cides (Khan, 1980; Gianessi and Anderson, 1995; Montgomery, 1997). Note that the 
thionate (P = S) esters exhibit a lower mammalian toxicity than corresponding ox- 
onate (P = 0) esters and that, for this reason, they are more widely used. The thionate 
esters are, however, converted to the oxonates by oxidation both inside and outside 
of organisms (Eto, 1979; Hassal, 1990). In addition to the use of the phosphoric acid 
esters as biocides, some trialkyl and triaryl phosphates are used in very large quanti- 
ties in fire-resistant hydraulic fluids and as fire-retardant plasticizers (see Chapter 
2). Consequently, such compounds are of great environmental significance and con- 
cern. Interestingly, despite the widespread use of phosphate and thiophosphate esters 
and thioesters, there are still few data available in the open literature on the reactivity 
of such compounds in aqueous solution. In addition, rate constants reported for a 
given compound often differ by more than an order of magnitude between different 
authors. Nevertheless, it is possible to draw some important general conclusions 
from the available data concerning the hydrolytic decomposition of this group of 
compounds. Furthermore, the following examples shall give us an additional oppor- 
tunity to deepen our knowledge of organic reactions involving nucleophilic species. 
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Table 13.12 Rate Constants kA, k N ,  and kB, Half-Lives, t112, at pH 7, and ZNB Values for Hydrolysis of Some 
Phosphoric and Thiophosphoric Acid Triesters at 25°C a 

Compound 
Name 

Structural kA kN kB t1/2 INB 
Formula (s-l) (M-I s-I) (pH 7) 

0 

(CH30)P- OCH, 
Trimethylphosphate It 

R 
Triethylphosphate (CH,CH,O),P-OCH,CH, 

NI 1.8 x lo-* 1.6 x lo-" 1.2yr 10.0 

=4 x 8.2 x lo4 = 5.5 yr 10.7 NI 

Triphen ylphosphate NI < 3 x 2.5 x lo-' 320 d < 6  

Paraoxon (CH,CH,O),P- NI 7.3 x lo-* 3.9 x lo-' 72 d 7.3 

Parathion (CH3CH20)& +NO2 NI 8.3 x lo-' 5.7 x lo-' 89 d 8.2 

Methylparathion (CH p)j- +No2 NI 1.2 x 1.1 x lo-' 67 d 9 .O 

Thiometon (CH30)P- SCH,CH,SCH,CH, NI 1.1 x 6.4 x 73 d 9.4 
8 

Disulfoton (CH,CH,O)P- SCH2CH,SCH,CH3 NI 1.4 x 2.0 x 57 d 10.0 
8 

Diazoxon ( C H , C H ~ O & - O ~  6.5 x lo-' 2.8 x 7.6 x lo-' 23 d 8.6 

a Data from Faust and Gomaa (1972), Mabey and Mill (1978), and Wanner et al. (1989). NI = not important. At 20°C. IAN = 6.4. 
IAN = 5.7. 

As for other esters, hydrolysis of phosphoric and thiophosphoric acid triester occurs 
via acid-catalyzed, base-catalyzed, and neutral mechanisms (Table 13.12). We note 
that in the following discussion we are concerned primarily with acid triesters, al- 
though the hydrolysis products of these compounds, that is, the di- and monoesters, 
are also of environmental concern inasmuch as they usually seem to react at slower 
rates as compared to the triesters (Mabey and Mill, 1978; Wolfe, 1980). 

When trying to understand the reactivity of phosphate and thiophosphate esters, it is 
important to realize that such compounds may react like alkyl halides by nucleo- 
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philic displacement (S,2) both at the phosphorus atom (with an alcohol moiety be- 
ing the leaving group) and at the carbon bound to the oxygen of an alcohol moiety 
(with the diester being the leaving group): 

Note that the reaction at the phosphorus atom is postulated to occur by an sN2 (no 
intermediate formed) rather than by an addition mechanism such as we encountered 
with carboxylic acid derivatives (Kirby and Warren, 1967). As we learned in Section 
13.2, for attack at a saturated carbon atom, OH- is a better nucleophile than H20 by 
about a factor of lo4 (Table 13.2). Toward phosphorus, which is a “harder” electro- 
philic center (see Box 13. l), however, the relative nucleophilicity increases dramat- 
ically. For triphenyl phosphate, for example, OH- is about 10’ times stronger than 
H20 as a nucleophile (Bamard et al., 1961). Note that in the case of triphenyl phos- 
phate, no substitution may occur at the carbon bound to the oxygen of the alcohol 
moiety, and therefore, neutral hydrolysis is much less important as compared to the 
other cases (see INB values in Table 13.12). Consequently, the base-catalyzed reac- 
tion generally occurs at the phosphorus atom leading to the dissociation of the alco- 
hol moiety that is the best leaving group (P-0 cleavage), as is illustrated by the 
reaction of parathion with OH-: 

NO* 

Depending on the alcohol moieties present (i.e., quality of leaving group(s), pres- 
ence of an aliphatic alcohol moiety), the neutral reaction as well as reactions with 
soft nucleophiles (e.g. HS-, CN-, see Box 13.1) may also proceed by nucleophilic 
substitution at a carbon atom (C-0 cleavage). This is the case for trialkyl phosphates 
such as trimethyl and triethyl phosphate: 

H 

Note that if the reaction occurs by mechanism Eq 13-37 in analogy to what we have 
encountered with S,2 reactions of primary alkyl halides, methyl esters will react faster 
than the corresponding ethyl or other primary alkyl esters. Of course, if a good leaving 
group is present, the neutral reaction may proceed by both reaction mechanisms, that 
is, C-0 as well as P-0 cleavage. For example, Weber (1976) found that at 70°C and 
pH 5.9, parathion reacted 90% by C-0 cleavage. At lower temperatures, a higher 
proportion of the neutral reaction occurred by P-0 cleavage. This observation can 
be explained by the higher activation energy of the reaction involving C-0 cleavage 
as compared to P-0 cleavage. This simple example shows us that when dealing with 
phosphoric acid and thiophosphoric acid derivatives, we have to be aware that under 
different conditions, different hydrolysis mechanisms may predominate. 
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In most cases, hydrolysis of phosphoric and thiophosporic acids is quite insensitive 
to acid catalysis unless there is a base hnction present in one of the alcohol moieties. 
If such a base is protonated, the reactivity is enhanced. Examples are the two insec- 
ticides diazoxon and diazinon (Table 13.12), where protonation of one of the nitro- 
gens of a pyrimidine ring renders the alcohol moiety a much better leaving group. 
Furthermore, comparison of the relative reactivities of phosphoric and thiophospho- 
ric esters indicates that, in many cases, the thionates hydrolyze somewhat more 
slowly than the corresponding oxonate esters. This can be rationalized by the higher 
electronegativity of oxygen as compared to sulfur. The presence of oxygens makes 
the phosphorus atoms somewhat more electrophilic (enhancement of the reaction at 
the P atom) as well as the diester a better leaving group (C-0 cleavage, see Eq. 13- 
35). However, due to the large scatter in experimental data, these differences are not 
always obvious. 

There are quite a few phosphoric and thiophosphoric acid derivatives exhibiting one 
thioester and two (often identical) ester groups (R, = R2 = methyl or ethyl, see Fig. 
13.17). In these cases, the situation is now even more complicated. Depending on 
R,, R,, and R3, the compound may react by P-0, P-S, C-0, and C-S cleavage, 
giving rise to a variety of possible products. If R, and R2 are methyl or ethyl, the 
base-catalyzed reaction generally occurs by P-S cleavage with -S-R, being the leav- 
ing group. The neutral reaction, however, may proceed by cleavage of P-S, C-O, or 
C-S, each alone or in combination. The C-S cleavage may preferably occur if the R3 
moiety contains a nucleophilic group, which, by internal nucleophilic attack (S,i) 
may favor this reaction pathway. Such internal attacks accelerate the overall disap- 
pearance rate of the compound (Eq. 13-38). Examples are the systox-type com- 
pounds that contain a nucleophilic sulfide group: 

(13-38) 

(R = -CH,, -CH,CH,) 

HOCH,CH,SCH,CH, + H + 

Such intramolecular reactions cause the rate of neutral hydrolysis of, for example, 
demeton S, to be faster than that of the corresponding sulfoxide and sulfone (see t,,2 
values at low pH, Fig. 13.18). This occurs even though in the latter two cases the 3- 
R, moiety should be a better leaving group when considering P-S cleavage. Howev- 
er, both the -SO- and -SO2- groups are much weaker nucleophiles than -S-, and will 
not, therefore, favor C-S cleavage by an SNi mechanism. Note, however, that the kB 
values of both the sulfoxide and particularly the sulfone are much larger than that of 
demeton S. This may result from two factors, the above-mentioned differences in 3- 
R, as leaving groups, and, perhaps more important, the effect of the -SO- and -SO,- 
groups on the acidity of the protons at the adjacent carbon atoms. This factor may 
allow yet another reaction mechanism to become important, that is, p-elimination, 
similar to the case we discussed earlier for carboxylic acid esters (Eq. 13-29): 
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Figure 13.18 Variation of hydroly- 
sis half-life of three thiophospho- 
ric acid esters with solution pH in- 
dicating the relative insensitivity 
exhibited by demeton S due to the 
importance of an S,i mechanism 
for that compound (data from Mu- 
hlmann and Schrader, 1957). 

I ,  
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R2 

(13-39) 

(thio)phosphinic acid As is unfortunately true for many investigations, the studies reflected by the data 
shown in Fig. 13.18 did not include analysis for transformation products. Therefore, ester 

- 
we may only speculate regarding reaction mechanisms. Nevertheless, we may con- 

Figure 13.19 Examples of other 
phosphorus~con~ining hy&olyzable clude that when dealing with the hydrolysis of phosphoric and thiophosphoric acid 
functionalities. In these compounds, derivatives, as well as with other phosphorus-containing hydrolyzable hctionalities 

are bonded to PhoS- (see Fig. 13.19), one has to be aware that various reaction mechanisms may apply. 
Consequently, depending on the environmental conditions prevailing, product distri- phorus. Note that if-0-R, is replaced 

by -S-R, one obtains the correspond- 
ing thioesters. bution, at least with respect to intermediates formed, may vary considerably. 

Effects of Dissolved Metal Species and of 
Metal Oxide Surfaces on Hydrolytic Reactions 

We conclude this chapter by briefly looking at the impact of metal species on the 
abiotic hydrolysis of organic chemicals. We begin by looking at the effects of dis- 
solved metal species. We should note in many natural systems, the fraction in dis- 
solved form of these metal species that are capable of exerting a significant effect on 
hydrolysis reactions of organic chemicals (e.g., Al(III), Co(II), Cu(II), Fe(III), 
Ni(II), Pb(II), and Zn(I1)) may be rather small (see, e.g., Smolen and Stone, 1997a). 
Nevertheless, in certain natural or engineered systems, such processes may be im- 
portant [note, for example, that Cu(I1) is added in significant amounts to some agri- 
cultural soils as a fingicide (Hassall, 1990)l. Furthermore, in many enzyme-cata- 
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lyzed hydrolysis reactions, interactions between metal centers and the organic sub- 
strate play a pivotal role (see Chapter 17). Finally, such interactions are also respon- 
sible for certain surface-catalyzed hydrolytic transformations of organic pollutants. 

Effects of Dissolved Metal Species 

Dissolved metal species (i.e., aquo complexes or other inorganic and organic metal 
complexes) may influence hydrolytic reactions of organic compounds in various 
ways (Chin, 1991 ; Suh, 1992). Here, we focus on the direct effects that metal species 
may have on the addition (or the attack) of the nucleophile and/or on the dissociation 
of the leaving group. First, similar to the case of proton catalysis, by coordinating a 
hydrolyzable function in a molecule, metal species may decrease the electron densi- 
ty at a given atom (e.g., carbon, phosphorus) thus facilitating the attack of a nucleo- 
phile (e.g., H,O, OH-). Second, again by analogy to protonation, dissociation of a 
leaving group may be promoted by interaction of the leaving group with a metal 
center. Third, nucleophiles bound to a metal center (e.g., OH-, nucleophilic part of 
an organic ligand, e.g., Huang, 1997) may be involved in a given reaction. As illus- 
trated by the following examples, depending on the metal ion and organic compound 
considered, only one or several of these possible mechanisms may be important. 
Finally, as also illustrated below, we should note that in certain cases, interaction 
with a metal species may actually inhibit the hydrolytic transformation of an organic 
chemical (Huang and Stone, 1999). 

Let us start with the simplest case, in which a given metal species does not complex the 
organic molecule but, via one of its ligands, acts directly as a nucleophile. As demon- 
strated by various authors (e.g. Buckingham and Clark, 1982; Plastourgou and Hoff- 
mann, 1984), metal hydroxo species that are formed by deprotonation of a coordinated 
water may exhibit a significant nucleophilicity. By the reaction of a series of metal 
hydroxo complexes, MOH"', with 2,4-dinitrophenyl acetate (DNPA), Buckingham and 
Clark (1982) found a Brarnsted relationship (Eq. 13-34) between the second-order rate 
constant, kMOHv+, and the pK, of the corresponding metal aquo complex, MOHZ(V+l)+, 
with a rather small p value of 0.33. Note that depending on the type of other ligands 
present, the charge of such aquo complexes may also be negative (i.e., v is a negative 
number). For this type of reaction the authors postulated a mechanism analogous to the 
neutral or base-catalyzed hydrolysis, respectively (Figs. 13.1 1 and 13.12): 

J 

(13-40) 
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For example, for the cobalt complex, trans-Co(NH3),NO2OH+ (pK, of trans- 
Co(NH,),N020H = 7.16), they determined a kMeOHv+ value of about 1 x lo-' M-' s-' 
at 25°C. Hence, from their data set one would predict a similar kMeOHv+ value for 
the reaction of DNPA with CuOH+(pK, of Cu(aq)2' = 7.9, one of the species that 
might be important in the metal catalyzed hydrolysis of organic pollutants in the 
environment (Smolen and Stone, 1997a). Comparison of this kMeOHv+ value with the 
kN (- 5 x 10" s-') and kB (- 2 x 1 O2 M-' s-') values that we have derived for DNPA in 
Illustrative Example 13.4 shows that at pH 7.4 (INB for this reaction) a CuOH' 
concentration of 5 x 10" M would be required to compete with the neutral and base- 
catalyzed reaction. Of course, at pH 7.4 and depending on the water composition, 
other copper species may be present in natural waters that may or may not be impor- 
tant nucleophiles. It should also be pointed out that with increasing pH, the impor- 
tance of dissolved copper species and of dissolved metal species in natural waters in 
general, decreases again because of solubility limitations and because of adsorption 
of the metal species to solid surfaces (Stumm and Morgan, 1996). 

CI But let us now turn to the other mechanisms by which dissolved metal species may 
affect hydrolysis reactions of organic chemicals. One mechanism involves coordina- 
tion of the hydrolyzable moiety in the molecule. Since compared to most other envi- 
ronmentally relevant metals, dissolved Cu(I1)-species possess properties most suit- 
able for this type of mechanism (Smolen and Stone, 1997a), we consider some 
examples of Cu(I1) catalysis. In a study on the divalent metal ion-catalyzed hydrol- 
ysis of various phosphorothionate and phosphorooxonate ester pesticides, Smolen 
and Stone (1997a) found that, in aqueous buffer solutions at pH values between 5 
and 7, the hydrolysis of several thionate esters including methylchlorpyrifos (V) and 
ronnel (VI) was accelerated by more than two orders of magnitude in the presence of 
1 mM total Cu(I1). The effect of other metals was found to be much smaller (Pb(II)), 
or even insignificant (Ni(I1)). Furthermore, more significant Cu(I1) catalysis was 
observed for the thionate esters as compared to the corresponding oxonates [e.g., 
methylchlorpyrifos oxon (VII)]. In this latter case, Cu(I1) and Pb(I1) showed a simi- 
lar effect while catalysis by Ni(II), Co(II), and Zn(I1) was negligible. These findings 
are consistent with the assumption that in the case of the oxonates, the observed 
catalytic effect was probably primarily due to the reaction of the compounds with 
Cu(I1) and Pb(I1) hydroxo species (as discussed above, see Eq. 13-40), since Pb(I1) 
can be assumed to form much weaker complexes with N- and 0-ligands as com- 
pared to Cu(I1). Note that these metal hydroxo species can be considered to be hard- 
er nucleophiles as compared to water, and therefore they will react primarily at the 
P-atoms (like OH-, see Section 13.4). For the thionate esters, however, one has to 
postulate coordination of the S atom to the metal center (i.e., Cu(II)), which leads to 
facilitated attack of H,O at the phosphorus center. Thereby one could even imagine 
that a coordinated water molecule acts as nucleophile in an intramolecular reaction. 
In the case of methylchlorpyrifos (V), the Cu(I1) could even form a bidentate com- 
plex also involving the nitrogen atom in the aromatic ring. From the fact that a very 
similar catalytic effect was observed for ronnel (VI), Smolen and Stone (1997a) 
concluded, however, that this nitrogen atom is not significantly coordinated. This 
seems a reasonable assumption when considering the rather low basicity of this aro- 
matic nitrogen [the pK, of the protonated form is < 5 ;  for more details see Smolen 
and Stone (1997a)l. With the same argument, one can probably also exclude the 

:; 
0 ~ 7 ~  OCH3 

OCH, 
CI 

V 

C"*+ 

c1+o;(ocH3 OCH, 

c+ i? 

CI 

VI 

d 'i- OCH, OCH, 

CI 

VII 



Effects of Dissolved Metal Species 543 

coordination of one of the oxygen atoms of the OCH, groups, although this has been 
postulated by various authors (see, e.g., Larson and Weber, 1994). 

Finally, with respect to the products formed by the metal-catalyzed hydrolysis of 
these phosporothionate and phosphorooxonate ester pesticides, it should be pointed 
out again that both discussed mechanisms favor P-O cleavage over C-0 cleavage. 
Hence, the product distribution is very different from that obtained in the neutral 
hydrolysis (primarily C-0 cleavage, see Section 13.4; Smolen and Stone, 1997a). 

In addition to the phosphorus and thiophosphorus acid derivatives, there are many 
other hydrolyzable groups that may be coordinated by dissolved metal ions, and thus 
may undergo a metal-catalyzed hydrolysis. There are quite a number of cases where 
bidentate complexes involving oxygen and/or nitrogen atoms as ligands may be 
formed. Classical examples are the metal-catalyzed hydrolysis of a-amino esters of 
peptides (e.g., Hay and Morris, 1976; Sutton and Buckingham, 1987): 

H H 

Other compounds that may undergo similar processes include a variety of amide, 
carbonate, hydrazide, and sulfonylurea agrochemicals (Huang, 1997). 

One quite prominent example is the Cu2+-catalyzed decomposition of aldicarb, a 
widely used systematic pesticide (Bank and Tyrell, 1985). In this case the most 
likely reaction mechanism is not a facilitated hydrolysis but a @elimination (see 
also Huang, 1997): 

YH3 f? H - H,C-C-CC-N + -00C\N/CH3 + CU*+ 

I I 
/s H 

H,C \ H3C 
CH3 

aldicarb 

(1 3-45) 

CO, + H,N-CH, 

With our last example, we should reiterate that complexation of a compound by a 
metal ion may not necessarily mean that a transformation reaction (e.g., hydrolysis, 
P-elimination) is always accelerated. In contrast, in certain cases, the reaction may 
even be inhibited. For example, Huang and Stone (1 999) demonstrated that second- 
ary amides such as the herbicide naptalam may, due to deprotonation of the amide 
nitrogen, form a bidentate metal complex that is much less susceptible toward hy- 
drolysis as compared to the noncomplexed compound: 
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0= 
-H+ - 

less reactive 
towards hydrolysis 

metal oxide 

metal oxide 

Figure 13.20 (a) Phenyl picoli- 
nate may coordinate to a surface 
bound metal by forming a five- 
membered bidentate complex. (b)  
The isomeric phenyl isonicotinate 
may form only a (weak) monoden- 
tate complex. 

In contrast, tertiary amides are subject to metal catalyzed hydrolysis. 

In summary, we note that dissolved metal ions may affect both the rates as well as 
the mechanism(s) of hydrolytic transformations of organic chemicals. In many cas- 
es, metal ions enhance transformation rates. However, inhibitory effects may also 
occur. It is important to realize that the effect of a given metal depends significantly 
on its speciation in aqueous solution, and that different metals exhibit very different 
abilities to promote or inhibit hydrolytic reactions. Using the environmentally rele- 
vant metals that may be present in dissolved form in natural systems at appreciable 
concentrations, Cu(I1) seems to play the most important role in the chemical cataly- 
sis of hydrolytic transformations of organic pollutants. For a more detailed discus- 
sion of this topic, including approaches for quantification of the rate of dissolved 
metal-catalyzed hydrolysis reaction (which is a rather difficult task), we refer to the 
literature (e.g., Smolen and Stone, 1997a; Huang, 1997). 

Effects of Metal Oxide Surfaces 

Although there are still only a rather limited number of studies available on the 
effects of metal oxide surfaces on hydrolytic transformations of organic compounds, 
a few important general conclusions can be drawn. First, analogous to the effects of 
dissolved metals, (lattice-)bound metal atoms present at the surface may coordinate 
a hydrolyzable moiety, thus catalyzing (or in some cases inhibiting) a given reaction 
(Torrents and Stone, 1991, 1994; Smolen and Stone, 1997b). A very instructive ex- 
ample is the catalysis of the hydrolysis of phenyl picolinate (Fig. 13.20~) by various 
oxide surfaces (Torrents and Stone, 199 1). As can be seen from Fig. 13.2 1, the hy- 
drolysis of this compound is significantly accelerated in the presence of iron and, 
particularly, titanium oxide surfaces. No effects were observed for Al,O, and SiO,. 
Torrents and Stone proposed that the observed rate enhancement is most probably 
due to formation of a five-membered bidentate complex involving a surface bound 
Al(II1) or Ti(IV), as well as the carboxyl oxygen and the pyridinal nitrogen atom, 
respectively (Fig. 13.20~).  Such a complex would facilitate the attack of a nucleo- 
phile ( e g ,  H,O). This hypothesis is supported by the observation that hydrolysis of 
the isomeric phenyl isonicotinate (Fig. 13.20b), which can form only weak mono- 
dentate complexes, was not catalyzed by any of the mineral oxides investigated. 

In addition, when the nitrogen ligand is replaced by an oxygen ligand, as is the case 
for phenyl salicylate (VIII, see margin), catalysis is also observed for Al,O, but not 
for Si02 (Torrents and Stone, 1994). The observation that TiO, exceeds FeOOH and 
A1,0, in its ability to catalyze the hydrolysis of organic compounds capable of form- 
ing complexes with the corresponding surface-bound metal atoms has been made 
not only for carboxylic acid esters, but also for a series of phosphorooxonate and 



Effects of Metal Oxide Surfaces 545 

Figure 13.21 Effect of various 
mineral oxides on loss of phenyl pi- 
colinate (PHP) from solution via 
hydrolysis. The solutions contained 
10 g L-' oxide, 1 x loe3 M acetate 
buffer (pH 5), and 5 x M NaCI. 
From Torrents and Stone (1991). 
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phosphorothionate pesticides (Smolen and Stone, 1998). These findings can be ra- 
tionalized by the considerably higher Lewis acidity (i.e., electrophilicity) of Ti(IV) 
as compared to Al(II1) or Fe(II1). Furthermore, in contrast to many of the dissolved 
metals addressed above, these metals generally form stronger complexes with 
0-ligands than with N- or S-ligands (Stumm and Morgan, 1996). Consequently, sur- 
face catalysis of the hydrolysis of compounds exhibiting oxygen-donor groups (e.g., 
C = 0, P = 0, -OH) can be expected to be more pronounced. The results of the 
available studies so far support this expectation. Thus, in contrast to Cu(I1) in solu- 
tion, the hydrolysis of some phosphorooxonate esters was found to be much more 
strongly catalyzed by Ti02, A1203 and FeOOH (Smolen and Stone, 1997b) as com- 
pared to phosphorothionate esters, for which very small effects were observed 
(Smolen and Stone, 1997b; Dannenberg and Pekkonen, 1998). Almost negligible 
mineral oxide surface catalysis was also found by Huang (1997) for some carbonate, 
hydrazide, and sulfonylurea agrochemicals. 

In addition to rate-enhancing effects caused by the complexation of a given compound 
at a metal oxide surface, one can also imagine that hydroxo groups bound to the sur- 
face may act as nucleophiles. Thus, such surface sorption may cause the overall hy- 
drolysis rate of a given compound to increase (Hoffmann, 1990). Furthermore, as pos- 
tulated by Stone (1989), electrostatic forces and other forces operative in the 
interfacial region between surface and bulk solution can cause accumulation of reac- 
tants (organic compound and nucleophile), thus facilitating the reaction. In any case, 
whatever the mechanism(s) of a mineral oxide surface-catalyzed reaction may be, it is 
easy to see that quantification of such processes, and thus the assessment of their 
relative importance in a given natural system (e.g., soil, aquifer), is rather difficult for 
several reasons. On one hand, as illustrated by Fig. 13.21, different surfaces (even if 
the same metal is involved, e.g., Fe(II1)) may exhibit very different reactivities that 
will depend in a complex way on the surface structure and surface heterogeneity. It 
will also depend on important environmental variables such as pH and ionic strength. 
On the other hand, in the environment, there will be a variety of inorganic and organic 
(i.e., natural organic matter constituents) species that may compete with a given or- 
ganic chemical for the reactive surface sites (Torrents and Stone, 1993a and b). Hence, 
at the present time, we have to content ourselves with arather qualitative treatment of 
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this topic. This also holds for hydrolytic reactions catalyzed by other solids, particu- 
larly by clay minerals, where we can assume that the same type of mechanism(s) 
may be effective. Here, depending on the cations adsorbed and depending on the 
degree of water saturation, significant differences in catalytic activity may be found 
for the types of compounds considered above (e.g., Larson and Weber, 1994). 

With these remarks on heterogeneous processes we conclude our discussion of 
hydrolytic reactions and other reactions involving nucleophilic species. We should 
point out that we have taken a close look at only a few representative structural 
moieties that may undergo these types of reactions in the environment. 
Nevertheless, the general knowledge that we have acquired in this chapter should 
put us in a much better position to evaluate the importance of such reactions for 
other functional groups that form part of environmental organic chemicals. 

Questions and Problems 

Questions 

Q 13.1 

Explain in words what a nucleophilic substitution reaction is. At what kind of atoms 
do such reactions primarily occur? What is(are) the mechanism(s) and the corre- 
sponding rate law(s) of such reactions? 

Q 13.2 

What are the major factors determining the rates of nucleophilic substitution reactions? 

Q 13.3 

Explain the terms hard and soft Lewis acids and bases. 

Q 13.4 

Rank the following nucleophiles in order of increasing nucleophilicity with respect 
to nucleophilic substitution reactions at a saturated carbon atom. Comment on your 
choice. 

Br-, OH-, NO;, CN-, ClO,, S,O:-, H,O 

Q 13.5 

Explain in words what the Swain-Scott relationship describes and discuss in which 
cases it may be applied. 

Q 13.6 

Give at least four examples of good leaving groups. 

Q 13.7 

Explain in words what a p-elimination reaction is. What is the difference between an 
E l  and an E2 mechanism? 
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Q 13.8 

Which structural and environmental factors favor an elimination mechanism over a 
nucleophilic substitution mechanism? 

Q 13.9 

When comparing the hydrolysis rate constants of a series of carboxylic acid esters 
(Table 13 .Q it can be seen that the values for the acid-catalyzed reactions are all of 
the same magnitude, whereas the rate constants for the base-catalyzed reactions vary 
by several orders of magnitude. Explain these findings. 

Q 13.10 

What do the terms IAN, JAB, and I N B  express? 

Q 13.11 

Inspection of Table 13.12 shows that the INB values for hydrolysis of trimethyl- and 
triethylphosphate are 2 10, whereas I,, of triphenylphosphate is < 6. Try to explain 
these findings. 

Q 13.12 

As can also be seen from Table 13.12, acid-catalyzed hydrolysis is unimportant for 
many phosphoric and thiophosphoric acid triesters. Among the exceptions are diax- 
onon and diazinon (IAN = 6.4 and 5.7, respectively). Try to explain why. 

Q 13.13 

Rank the carbamates I-VI in order of increasing reactivity with respect to base- 
catalyzed hydrolysis. Comment on your choice. 

I I I  I l l  

IV  V VI 



548 Chemical Transformations I 

Problems 

P 13.1 What Happens to Trimethylphosphate in Seawater and in a Leachate? 

The hydrolysis half-life of trimethylphosphate (CH,O),PO, TMP) in pure water is 
1.2 yr at 25°C and pH 7.0 (Table 13.13). A colleague in oceanography claims that in 
sterile seawater, he observed a half-life for TMP of only about 80 days at 25°C and 
pH 7. Is this result reasonable? What are the major products of the abiotic transfor- 
mation of TMP in seawater? 

Because you are more interested in groundwater contamination, you wonder how 
fast TMP would be transformed by chemical reactions at 10°C and pH 8.0 in a 
leachate from a waste disposal site containing 0.25 M C1-, 0.05 M Br-, and lo4 M 
CN-. Calculate the approximate half-life of TMP under these conditions by trusting 
your colleague's measurements and by assuming that all relevant reactions exhibit 
about the same activation energy of 95 kJ . mol-I. Also assume an s-value of 0.9 in 
the Swain-Scott relationship (Eq. 13-3). 

P 13.2 Chemical Transformation of Polychlorinated Ethanes in a Lake 

Assume that the three polychlorinated ethanes, 1 , 1,2,2-tetrachloroethane, 1 , 1,1,2- 
tetrachloroethane, and pentachloroethane are introduced into a lake by an accident. 
Calculate the half-life for chemical transformation of each of the three compounds 
in (a) the epilimnion of the lake ( T =  25"C, pH 8.5) and (b) the hypolimnion of the 
lake ( T =  5"C, pH 7.5). Furthermore, indicate for each compound the pH (for the 
epilimnion and for the hypolimnion) at which the neutral and the base-catalyzed 
reaction would be equally important. What is(are) the transformation product(s) of 
these compounds? Explain the different reactivities of the three Compounds. You can 
find all necessary data in Table 13.7. 

P 13.3 Why Do DDT and Methoxychlor Exhibit Such DifferentpH-Hydrolytic 
Half-Life Profiles? What Is(Are) the Major Transformation Products? 

Wolfe et al. (1 977) have determined the rate constants for the neutral and base-cata- 
lyzed transformation of the two classical insecticides DDT and methoxychlor in 
water at 27°C: 

Inspection of the kN and kB values shows that DDT has an almost 10 times smaller kN 
value than methoxychlor, while the opposite is true for the kB values. Try to explain 
these differences. Which reaction (neutral or base-catalyzed) dominates the transfor- 
mation of the two compounds at pH 7 and at pH 9? What are the corresponding half- 
lives at the two pH values at 27"C, and what major product(s) do you expect to be 
formed? Depict the corresponding reaction pathways. 
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Hint: For the neutral reaction of methoxychlor, Wolfe et al. (1 977) also proposed an 
alternative mechanism, that is, an sN1 mechanism at the CC1,-group followed by a 
1,2-migration of one of the phenyl moieties to yield 1,2-bis (p-methoxyphenyl)-2- 
hydroxy- 1,l -dichloroethane: 

OH CI 

H, C e  c- 1 0  OCH, 

H CI 

Is this product stable in aqueous solution? 

P 13.4 Hydrolysis of Mono- and Dihaloalkanes in Aqueous Solution: Mecha- 
nistic Evaluation of Reaction Rates and Activation Parameters 

In a review of kinetic studies of the solvolysis of alkyl halides in water, Robertson 
(1 967) has reported rate data as well as enthalpies and entropies of activation for a 
series of alkyl halides. Using this data set given below, try to rationalize the factors 
that determine primarily the rate of (neutral) hydrolysis of such compounds in aqueous 
solution. Can you make any suggestions about the mechanism by which the various 
compounds hydrolyze? Try to classify the compounds very roughly according to the 
sN1 versus sN2 character of the reaction. Note, for example, that CH3C1 and 
(CH3),CC1 exhibit very similar A * P  values, and yet their half-lives differ by more 
than 6 orders of magnitude! 

Half-lives (t1,2), Enthalpies (A*@) and Entropies (A'P) of Activation for the 
(Neutral) Hydrolysis of a Series of Alkyl Halides in Water at 25°C and pH 7.0 

Compound 

CH3Cl 
CH3Br 
CH3CH2CH2Br 

( CH3)2CHBr 
(CH3)2CHCl 

CH3CC12CH3 
CH3CBrClCH3 
CH3CBr2CH3 
(CH3)3CC1 

8056 
473 
688 
907 
50.5 
21.2 

1 . I  
4.2 
0.0065 

100.3 
95.7 
92.4 

100.2 
101.8 
108.1 
102.5 
107.6 
99.5 

- 51.4 
- 42.2 
- 56.8 
- 33.9 
- 5.9 

+ 22.2 
+ 28.0 
+ 33.4 
+ 60.2 

a Data from Robertson (1967). 

P 13.5 Assessing the Hydrolysis Half-Life of tert-Butyl Formate 

Various studies on the fate of the gasoline additive methyl-t-butyl ether (MTBE) 
have shown that it can be oxidized to t-butyl-fonnate (TBF); which happens partic- 
ularly in the atmosphere: 

MTBE TBF 
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Church et al. (1999) have investigated the hydrolysis of TBF as a function of pH and 
temperature. The rate constants for the acid-catalyzed, neutral, and base-catalyzed 
reactions are given in Table 13.8 (R, = H, R2 = C(CH,),). The corresponding E, 
values are 60, 80, and 90 kJ. mol-I, respectively. Calculate the hydrolysis half-lives 
of TBF (a) in an acidic rain drop (pH = 2.5) at 5"C, (b) in surface water (pH = 8.0) at 
15"C, and (c) in an alkaline solution at pH 12 and 25°C. 

P 13.6 Synthesizing the "Right" Carbamates 

You work in the chemical industry and you are asked to synthesize two different 
carbamates of either Type I or Type I1 (see below). One carbamate should have a 
hydrolysis half-life of approximately 1 month at 25°C and pH 8.0, while the hydro- 
lysis half-life of the other one should be about 10 months at 25°C and pH 9.0. You 
assume that only the base-catalyzed reaction is important at the pHs of interest, and 
you search the literature for k, values for these types of compounds. For some Type 
I compounds k, values are given in Illustrative Example 13.6, and for some Type I1 
compounds you find the data given below. What are the structures of the molecules 
that you are going to synthesize in order to get the desired half-lives? 

Type I Type 1 1  

Second-Order Rate Constants k,  at 25°C for the Hydrolysis of Some Substituted 
Phenyl N-Methyl-N-Phenyl Carbamates (Type I1 j a 

~~ 

R kB / (M-' s-'j R kB / (M-' s-') 

7.5 10-5 3.9 x lo4 

--Q 2.8 10-5 

2.5 x lo4 

a Data from references given in Table 13.1 1. The om,,, value for the &N(CH,); group is 4.88. 

P 13.7 Multiple Structure-Reactivity Correlations: Evaluating and Predicting 

Kirsch et al. (1968) investigated the base-catalyzed hydrolysis of 24 meta- and para- 
disubstituted benzoic acid phenyl esters in acetonitrile/water (1 : 2) at 25°C: 

Alkaline Hydrolysis Rates of Acyl- and Aryl-Substituted Phenyl Benzoates 
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For these compounds they derived the following Hammett equation: 

log kB (in M-' S-') = 2.01 ox + 0.95 oY - 1.23 (R2 = 0.99) (1) 

where both ox and oy ranged between about -0.8 and +0.8. What does Eq. 1 tell you 
about the rate-determining step of this reaction? Why can you not use Eq. 1 to pre- 
dict kB values of substituted benzoic acid phenyl esters in aqueous solution? In the 
literature (Drossman et al., 1988) you find kB values of a few monosubstituted phe- 
nyl benzoates (X = H) that were determined at 25°C in aqueous solution. From these 
values you derive the Harnmett relationship: 

(2) 

Explain the difference in the py (0.95 versus 0.75) and log kB,H (X = Y = H; -1.23 
versus -0.22) values obtained for the two solvent systems. Make a guess of the mag- 
nitude of px in aqueous solution and estimate the hydrolysis half-life of 4-nitro 
benzoic acid 4-nitrophenyl ester (X = Y = 4-No2) in water at pH 8.0 and 25°C by 
assuming that only the base-catalyzed reaction is important. 

P 13.8 Hydrolysis of an Insecticide in a River 

After a fire in a chemical storehouse at Schweizerhalle, Switzerland, in November 
1986, several tons of various pesticides, solvents, dyes, and other raw and intermedi- 
ate chemicals were flushed into the Rhine River (Cape1 et al., 1988; Wanner et al., 
1989). Among these chemicals was the insecticide disulfoton, of which 3500 kg 
were introduced into the river water (1 1 "C, pH 7.5). During the 8 days "travel time" 
from Schweizerhalle to the Dutch border, 2500 kg of this compound were "eliminat- 
ed" from the river water. Somebody wants to know how much of this elimination 
was due to abiotic hydrolysis. Since in the literature you do not find any good kinetic 
data for the hydrolysis of disulfoton, you make your own measurements in the labo- 
ratory. Under all selected experimental conditions, you observe (pseudo)first-order 
kinetics, and you get the results given below. 

log kB (in M-' S-') = 0.75 oY - 0.22 (R2 = 0.98) 

Determine the k,,,-value for the conditions in the river (1 1 "C, pH 7.5), and calculate 
how much disulfoton was transformed by hydrolysis over the 8 days. What are the 
most likely hydrolysis products? 

Is 
(C,H S- CH, - CH, - S- CH,CH, 

disulfoton 

Temperature hbs/s-' a 

"C pH 6.0 pH 11.98 pH 11.72 

20 1.3 10-5 

30 4.0 10-7 b 3.6 10-5 

40 9.6 10-7 

45 1.5 x 10" 

50 2.9 x 

a kobs= k, . A similar k,,,,-value was obtained at pH 4.0 and 30°C. 
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P 13.9 Base-Catalyzed Hydrolysis of Diethyl Phenylphosphates: Mechanistic 

It is commonly assumed that the base-catalyzed hydrolysis of substituted dialkyl 
(i.e., dimethyl or diethyl) phenyl phosphates occurs by nucleophilic attack of OH- at 
the phosphorus with the phenolate being the leaving group (see also Section 13.4): 

Considerations Using LFERs 

6 5  6 5  

Furthermore, it has been postulated that, when considering a series of such com- 
pounds, the relative reactivity (i.e., the relative magnitude of the kB values) is deter- 
mined primarily by the relative electrophilicity of the phosphorus atom and not by 
the relative “goodness” of the leaving group (i.e., the phenolates). Is this hypothesis 
correct? Try to answer this question by evaluating the Hammett (Eq. 13-31) and 
Brransted (Eq. 13-34) relationship that you can derive from the kB values reported by 
van Hooidonk and Ginjaar (1967) for a series of meta- andpara-substituted diethyl 
phenyl phosphates (see below). Do you include all compounds in the Brarnsted rela- 
tionship? If not, which ones do you exclude and why? How is the p-value derived for 

Second-Order Rates Constants, kB, and pKi, Values of the Phenol Moieties for a 
Series of Monosubstituted Diethyl Phenyl Phosphates at 25°C 

Substituent X log kB a pKi, Substituent X log kB a PKia 
(and position) (kB in M-’ s-*) (0.1 M KC1) (and position) (kB in M-’ s-’) (0.1 M KCl) 

4-OCH3 - 3.55 10.12 3-C1 - 2.81 9.13 
4-CZH5 - 3.49 10.18 3-Br - 2.78 9.06 
3-CH3 - 3.45 10.09 4-COCH3 - 2.49 8.01 
H -- 3.33 9.89 3-NO2 - 2.19 8.39 
3-OCH3 -- 3.21 9.65 4-CN - 2.19 7.85 
4-C1 - 2.94 9.35 - 1.96 6.99 
4-Br - 2.90 9.27 

* Data from van Hooidonk and Ginjaar (1967). 
van Hooidonk and Ginjaar ( I  967). Note that these values differ somewhat from the values given for 
some of the compounds in the Appendix C. 

Experimental values in 0.1 M KCl determined by 

the Hammett correlation related to the p-value obtained from the Brransted equation? 

P 13.10 Estimating the Hydrolysis Half-Life of Methyl-3,4-Dichlorobenzene- 
Sulfonate in Homogeneous Aqueous Solution 

A colleague of yours who investigates the fate of benzene sulfonates and benzene sul- 
fonate esters in natural waters is interested in the stability of methyl-3,4-dichloroben- 
zene sulfonate (MDCBS) in aqueous solution. Because he has not read Chapter 13 of 
Environmental Organic Chemistry he asks you to help him to estimate the hydrolysis 
half-life of this compound in water at 25°C and at 5°C. In the literature you find rate 
constants for the neutral hydrolysis of some substituted methyl benzene sulfonates at 
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25OC, and you learn that the activation energies of these reactions are in the order of 
85 kJ . mol-' (Robertson, 1967). Using the data given below, estimate the neutral 
hydrolysis half-life of MDCBS at 25°C and 5°C. Postulate the most likely reaction 
mechanism for the hydrolysis of MDCBS. Do you expect that the reaction will be 
pH dependent in natural waters? 

MDCBS 

First-Order Rate Constants for the Neutral Hydrolysis of Some Substituted 
Methyl Benzenesulfonates in Aqueous Solution at 25°C a 

~ ~~ 

kN X lo6 kN X lo6 

Substituent( s) 6-9 Substituent( s) 6-9 
4-CH3 8 .O 4-Br 9.4 
4-OCH3 6 .O 3-No2 52.7 
3-CH3-4-CH3 6.6 &NO2 62.5 

a Data from Robertson (1967). 

P 13.11 Assessing the Hydrolysis Half-Life of a Highly Strained Hydrocarbon 

Highly strained hydrocarbons such as quadricyclane (structure see below) may 
serve as high-performance aviation fuels (Hill et al., 1997). It is, therefore, important 
to know the environmental behavior of such compounds, particularly with respect to 
spills. In this context, Hill et al. (1997) have studied the hydrolysis of quadricyclane 
in aqueous solution at pH values between 3 and 4 as well as in soil slurries exhibiting 
pH values between 4.6 and 6.4. They found that in homogeneous aqueous solution at 
a given pH, the disappearance of quadricyclane followed pseudo-first-order kinet- 
ics, and that two major products (i.e., nortricyclyl alcohol and exo-5-norbornen-2- 
01) were formed at a ratio of about 15 : 1 : 

quadricyclane 

nortricyclyl alcohol 

H 

exo-5-norbomen-2-ol 

Furthermore, they observed that the most important factor affecting the reactivity of 
quadricyclane in the soils was pH. 
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Estimate the hydrolysis half life of quadricyclane in aqueous solution at pH 4.6 and 
6.4 using the experimental data given below (note that there is considerable scatter 
in the data!). Propose possible reaction mechanisms for the conversion of 
quadricyclane to the above-mentioned products (Eq. 1). 

Pseudo First Order Rate Constant, k&, for the Disappearance of Quadricyclane at 
Various pH Values in Aqueous Solution (Data from Hill et al., 1997). 

3 .oo 2.7 x lo-' 3.58 7.5 10-3 
3.12 2.0 x lo-' 3.87 2.6 10-3 
3.18 1.45 x lo-' 4 .OO 1.0 10-3 
3 S O  6.0 10-3 
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Introduction, Overview 

In Chapter 13 we have confined ourselves to transformation reactions in which no 
net electron transfer occurred from (i.e., oxidation of) or to (i.e., reduction of) the 
organic compound of interest. Many important pathways by which organic chemi- 
cals are transformed in the environment involve oxidative and reductive steps, 
especially when we consider photochemical and biologically mediated trans- 
formation processes. Oxidation and reduction reactions may, however, also occur 
abiotically in the dark. We should note that some of the reactions we discuss may be 
catalyzed by biological molecules (e.g., iron porphyrins, quinoid compounds) 
released from organisms ( e g ,  after cell lysis). This has led to a certain confusion 
with respect of the use of the term “abiotic” for such reactions. For the following 
discussion, we adopt the definition of Macalady et al. (1986), who suggest that a 
reaction is abiotic if it does not directly involve the participation of metabolically 
active organisms. Of course, this does not imply that “abiotic” redox reactions are 
not heavily influenced by biological (particularly microbial) activity, since the 
availability of suitable reactants for electron transfer reactions is determined largely 
by biological processes. 

At this point, we should first ask ourselves how we can recognize whether an 
organic compound has been oxidized or reduced during a reaction. The easiest way 
to do that is to check whether there has been a net change in the oxidation state(s) of 
atoms like C, N, or S (see Chapter 2) involved in the reaction. For example, if a 
chlorine atom in an organic molecule is replaced by a hydrogen atom, as is observed 
in the transformation of DDT to DDD: 

(+Ill) (+I) 
H CHCI, & +H++2e- - & / +cI- (14-1) 

/ CI ’ CI CI / 
CI 

DDT DDD 

the oxidation state of the carbon atom at which the reaction occurs changes from +I11 
to +I. The oxidation states of all other atoms remain the same. Hence, conversion of 
DDT to DDD requires a total of two electrons to be transferred from an electron 
donor to DDT. This type of reaction is termed a reductive dechlorination. Note that 
the species that donates the electrons is oxidized during this process. Thus, in any 
electron transfer reaction, one of the reactants is oxidized while the other one is 
reduced. Hence, we term such reactions redox reactions. Since our focus is on the 
organic pollutant, we speak of an oxidation reaction if the pollutant is oxidized or of 
a reduction reaction if the pollutant is reduced. Let us now compare the reaction 
discussed above (Eq. 14-1) with another reaction that we discussed in Section 13.2, 
dehydrochlorination. Here, as is illustrated by the transformation of DDT to DDE: 

& +HO- - & / + H,O + CI- (14-2) 

(+Ill) 

H CCI, 

/ CI CI CI 

DDT DDE 

/ 
CI 
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Figure 14.1 Schematic represen- 
tation depicting the importance of 
electron transfer mediators as well 
as the concurrence of microbial 
and abiotic processes for reductive 
transformations of organic pollu- 
tants. Adapted from Schwarzen- 
bach et al. (1997). 

the change in oxidation state of one of the carbon atoms involved in the reaction is 
compensated by the change in oxidation state of the adjacent carbon atom. Hence, 
dehydrochlorination requires no net electron transfer from or to the compound, and 
therefore we shall not consider this reaction to be a redox reaction. Another elimi- 
nation reaction, the dihalo-elimination, is, however, again a redox reaction. If we 
consider, for example, the dihalo-elimination of hexachloroethane (HCA) to tetra- 
chloroethene (perchloroethylene, PCE), a reaction that has been observed to occur in 
groundwater systems (e.g., Criddle et al., 1986): 

we realize that during this reaction, the oxidation states of both carbon atoms are 
altered by -1. Hence, as in our first example (Eq. 14-1), the reduction of HCA to 
PCE requires two electrons to be transformed from an electron donor to HCA. 

Let us now take a brief look at some important redox reactions of organic pollutants 
that may occur abiotically in the environment. We first note that only a few 
functional groups are oxidized or reduced abiotically. This contrasts with 
biologically mediated redox processes by which organic pollutants may be 
completely mineralized to C02, H20 and so on. Table 14.1 gives some examples of 
functional groups that may be involved in chemical redox reactions. We discuss 
some of these reactions in detail later. In Table 14.1 only overall reactions are 
indicated, and the species that act as a sink or source of the electrons (i-e., the 
oxidants or reductants, respectively) are not specified. Hence, Table 14.1 gives no 
information about the actual reaction mechanism that may consist of several 
reaction steps. 



558 Chemical Transformations 11: Redox Reactions 

Table 14.1 Examples of Some Simple Redox Reactions That May Occur 
Chemically in the Environment a 

Reduction 
Equation 

Oxidized Species Oxidation Reduced Species Number 
2 7 

Change in Oxidation State of Carbon Atom@) 

(14-4) R-COOH + 2H+ + 2e-  - R-CHO + H2O 

0 0 0  + 2H+ + 2e-  H O O H  (14-5) 

(1 4-6) 
I I 

I I 
- -C-H +X- - C- X (X=CI,Br,l) + H+ + 2e- 

I I  
-C-C- (X=CI,Br,l) + 2e- 

I I  . .  
x x  

I -c-c- I I  + 2 x -  

I /  
2 x-C- (X=CI,Br,l) + 2e- 

I 

(14-7) 

(14-8) 

Change in Oxidation State of Nitrogen Atom@) b 

(1 4-9) "*>NO2 + 6 H+ + 6 e- -..... 
X/- 

(14-11) 

Change in Oxidation State of Su/furAtorn(s) 

(14-12) - R-S-S-R + 2H+ + 2e-  - 2 R-SH 

(1 4-1 3) - ---- R-S-R + H,O 
i? 

R-S-R + 2 H+ + 2 e- 

a Note that some reactions are reversible (indicated by *), whereas others are irreversible under 
environmental conditions. The dotted arrow indicates that, in principle, a reaction is possible, but no 
clear evidence exists showing that the reaction proceeds abiotically in the dark. ' For oxidation states 
of nitrogen in various functional groups see Table 2.5. For oxidation states of sulfur in various 
functional groups see Table 2.6. 
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Furthermore, we should point out that in the environment, it is not known in many 
cases which species act as electron donors or acceptors in an observed redox reac- 
tion of a given organic pollutant. Such reactions may be catalyzed by electron trans- 
fer mediators that are present only at low concentrations, but that are continuously 
regenerated by chemical andor biological processes involving the actual bulk elec- 
tron donors present in the system (Fig. 14.1). Hence, in contrast to the reactions 
discussed in Chapter 13, we are in a much more difficult position with respect to 
quantification of reaction rates. Consequently, with our present knowledge of redox 
reactions of organic pollutants in the environment, we frequently have to content 
ourselves with a rather qualitative description of such processes. This may include 
an assessment of the environmental (redox) conditions that must prevail to allow a 
reaction to occur spontaneously, and an assessment of the relative reactivities of a 
series of related compounds in a given system. 

Thermodynamic Considerations of Redox Reactions 

For most of the abiotic reactions discussed so far (e.g., hydrolysis) the free energy 
change, ArG, of the reaction considered is negative under typical environmental 
conditions. These reactions occur spontaneously. Therefore, we did not discuss the 
thermodynamics of such reactions extensively. When looking at redox reactions of 
organic pollutants, the situation is quite different. Here, depending on the redox 
conditions prevailing in a given (micro)environment, an electron transfer to or from 
an organic compound may or may not be thermodynamically feasible. Depending on 
the redox conditions (which are predominantly determined by microbially mediated 
processes), electron acceptors (oxidants) or donors (reductants) that may react 
abiotically in a thermodynamically favorable reaction with a given organic chemical 
may or may not be present in sufficient abundance. Furthermore, as we have seen 
when discussing hydrolysis reactions, a reaction may also not occur at a significant 
rate for kinetic reasons. Nevertheless, thermodynamic considerations are very 
helpful as a first step in evaluating the redox conditions under which a given organic 
compound might undergo an oxidation or reduction reaction. Furthermore, since 
most of the redox reactions in the environment are biologically mediated, the 
evaluation of how much energy an organism may derive from a given reaction (e.g., 
see Illustrative Example 12.1) may provide very useful insights to the sequences in 
which important biological redox reactions occur in the environment, and the kinds 
of organisms expected under given conditions (see Thauer et al., 1977; Hanselmann, 
1991; Schink, 1997). Hence, the following remarks on thermodynamic aspects of 
redox reactions also form an important base for our discussions of biological 
transformation processes in Chapter 17. 

Half Reactions and (Standard) Reduction Potentials 

We start with a simple reversible redox reaction for which we can directly measure 
the free energy of reaction, ArG, with a galvanic cell. This example helps us 
introduce the concept of using (standard) reduction potentials for evaluating the 
energetics (ie., the free energies) of redox processes. Let us consider the reversible 
interconversion of 1,4-benzoquinone (BQ) and hydroquinone (HQ) (reaction 14-5 in 
Table 14.1). We perform this reaction at the surface of an inert electrode (e.g., 
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Figure 14.2 Illustration of elec- 
trochemical processes occurring in 
solutions with benzoquinone- 
hydroquinone and proton-hydro- 
gen couples: (a) processes cycling 
electrons through connected sys- 
tem, and (b) voltage measured be- 
tween separated half reactions. 

salt bridge u 
voltmeter 

platinum, graphite) that is immersed in an aqueous solution buffered at pH 7 (i.e. 
{H'} = lo-') and containing BQ and HQ (see Fig. 14.2). The electron transfer occurs 
through a wire that connects the electrode with another inert electrode (e.g., plati- 
num) that is immersed in an aqueous solution maintained at pH 0 (i.e. {H') = 1) and 
bubbled with molecular hydrogen (partial pressurepH2 = 1 bar). The latter electrode 
is referred to as the standard hydrogen electrode (SHE). At this electrode, hydrogen 
is oxidized or H' is reduced depending upon the direction of electron flow: 

2 H'+ 2 e-+ H2(g) ( 14- 14) 

Note that by convention we always write a half reaction such as Eq. 14-14 as a 
reduction; that is, the oxidized species appears on the left side of the equation. Also, 
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we omit the denotion (aq) for the dissolved species. In our experimental setup the 
reaction occurring at the other electrode is: 

(14-5) 

BQ HQ 

The platinum electrodes serve to transport electrons from H2 on one side to BQ on 
the other. Hence, the reaction we are actually considering is given by: 

BQ + H2(g) (1 bar) + 2 H+ (pH 7) C HQ + 2 H+ (pH 0) (14-15) 

As discussed in Chapter 12 (Eq. 12-4), the A,G value of reaction Eq. 14-15 is given 
by (note thatp,, = 1 bar): 

{ HQ I ( A,G = A,Go + RT In 
{ BQ } ( lo-' ) 2  -1 

or for any other proton activity in the second cell: 

( 14- 16) 

(14- 17) 

With a potentiometer we can now measure the potential difference, AE, between the 
two electrodes. During our potentiometric measurement, no current is flowing 
between the two electrodes. If we assume electrochemical equilibrium at the 
electrode surface (which implies that we have a fast reversible half reaction at each 
electrode), then the potential difference, AE, is directly related to the A,G of the 
reaction (e.g., Atkins, 1998) by: 

A,G = -nFAE (14-18) 

where n is the number of electrons transferred (n  = 2 in our example) and F is the 
Faraday constant (= electric charge of 1 mole of electrons = 96485 Coulomb 
(C) . mol-I). Note that we assign a positive sign to AE if the reaction as it is written in 
Eq. 14-15 proceeds spontaneously from left to right, that is, if the oxidized species 
(i.e., BQ) is spontaneously reduced by H2(g). 

Since in experiments such as the one we have just discussed, it is only possible to 
determine potential differences between two electrodes (and not the absolute poten- 
tial of each half cell), it is now usehl to choose a reference system to which all 
measured potential differences may be related. In accord with the IUPAC 1953 
Stockholm convention, the standard hydrogen electrode (SHE) is commonly select- 
ed as the reference electrode to which we arbitrarily assign a zero value of electrical 
potential. This is equivalent to assigning (arbitrarily) a standard free energy change, 
A,Go, of zero at all temperatures to the half reaction: 

H' + e- C I H2(g) K,= 1, A,Go = 0 kJ.mo1-' (14- 19) 
2 
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Note that this is also equivalent to setting the standard free energies of formation, 
A&’, of the proton and the electron in aqueous solution equal to zero. 

By using this convention, we may now assign the measured AE value completely to 
the reaction occurring at the other electrode, in our example, to the half reaction Eq. 
14-5. Instead of AE, we then use the term EH, the subscript H indicating that the 
potential is given relative to the SHE. Hence, we can rewrite Eq. 14-18 as: 

ArG = - nFEH (14-20) 

Substitution of Eq. 14-20 into Eq. 14-17 and conversion to decadic logarithms 
yields for our half reaction 14-5: 

( 14-2 1) 

where Eg = -ArGo/nF. This type of equation is commonly referred to as the Nernst 
equation of an electrode reaction. Hence, the Nernst equation is equivalent to 
expressing the free energy of a reaction (Eq. 12-8) in terms ofpotentials rather than 
in terms offree energies: 

2.303 RT 

nF 
EH = Eg - log Q, (14-22) 

where Qr is the reaction quotient (Eq. 12-7). E i  is called the standard vedox 
potential or standard reduction potential since we always write the half reaction as a 
reduction. Eg is the potential we would measure against the SHE if all species 
involved in the (reversible) reaction were in their standard states of unit activity 
(recall that we use the “infinite dilution state” as the reference state). In our example, 
EH would be equal to Eg if {BQ) = (HQ} and (H’} = 1. The Ei value of reac- 
tion Eq. 14-5 is +0.70 V at 25OC. Hence, at standard conditions, the value for A,@ 
(= -nF Eg)  of this half reaction (actually of the reaction of aqueous BQ with gaseous 
hydrogen under standard conditions) is -1 35 kJ. mol-’ corresponding to an equi- 
librium constant K, = 10+23.7. This value indicates that at pH 0 we would thermo- 
dynamically be able to reduce BQ almost completely to HQ using molecular 
hydrogen at 1 bar pressure. 

Since we are dealing with redox reactions occurring in the environment we should 
be more interested in standard redox potential values (or ArGo values) that are more 
representative of typical natural conditions. We can calculate such values easily by 
assigning a typical concentration (or, more precisely, activity) value to the major 
water constituents that are involved in a given redox reaction. For example, we can 
define a E:(W) value (the W indicating conditions typical for natural waters) by 
setting the pH equal to 7, the concentration of chloride to M (if we consider a 
dechlorination reaction, see Table 14.1), of bromide to lO-’M, and so on, but by 
leaving organic oxidant and reductant at unit activity. As we can see from Eq. 14-2 1, 
in our example, only the hydrogen ion activity is relevant. At 25°C the term 2.303 
RT/F has a value of 0.059 V. Hence, the Ei(W) value for the half reaction (Eq. 
14-5) is Eg(W) = Ei - (0.059/2) x 14 = 0.28 V. This corresponds to a A,G’(W) value 
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Table 14.2 Standard Reduction Potentials and Average Standard Free Energies of Reaction (per Electron 
Transferred) at 25 "C of Some Redox Couples that Are Important in Natural Redox Processes (The reactions 
are ordered in decreasing E i  (W) values.) a 

Halfreaction 

E i  E: (W) ArGo ( W) / n 
Oxidized Species Reduced Species (V) (V) (kT. mol-') 

02(g) + 4 H+ + 4 e-= 2 HzO +1.23 +0.81 -78.3 
02(aq) + 4 H'+ 4 e-= 2 H20 +1.19 
2 NO;+ 12H'+10e-=N2(g)+6H20 +1.24 
Mn02(s) + HCO; 
NO; + 2 H'+ 2 e-= NO, + H20 +0.85 
NO;+lOH++8e-= NH; + 3 H 2 0  +0.88 
FeOOH(s) + HCO; ( 
CH,COCOO- (pyruvate) + 2 H' + 2 e- = CH3CHOHCOO- (lactate) 

COz(g) + 8 H+ + 8 e- = CH4(g) + 2 H20 
SOP + 9 H+ + 8 e- = HS- + 4 H20 
S(s) + 2 H+ + 2 e- = HzS(aq) 
2 H' + 2 e- = Hz(aq) 

+ 3 H+ + 2 e- = MnC03(s) + 2 H20 

M) + 2 H' + e- = FeCO,(s) + 2 H20 

HC05 + 9 H+ + 8 e- = CH,(aq) + 3 H20 +0.21 
+O. 17 
+0.25 
+O. 14 
+0.08 
0.00 

-0.01 
2 H+ + 2 e- = H2(g) 
6 co,(g) + 24 H' + 24 e- = C6H1206(glUCOSe) + 6 H2O 

+0.77 
+0.74 
+0.53 
+0.43 
+0.36 
-0.05 
-0.19 
-0.20 
-0.24 
-0.22 
-0.27 
-0.33 
-0.41 
-0.43 

-74.3 
-72.1 
-50.7 
-41.6 

+ 4.8 
+17.8 
+19.3 
+23.6 
+20.9 
+26.0 
+31.8 
+40.0 
+41.0 

-35.0 

a Note that most of the electron transfer reactions involving these redox couples are biologically mediated. 
Data from Thauer et al. (1977) and Stumm and Morgan (1995). Note that these values correspond to [ HCO;] = M. 

IZ = number of electrons transferred. 

of -54.0 kJ.mol-', and an equilibrium constant K,(W) = 10+9.5. In the following, we 
primarily use Eg(W) values for evaluating the energetics of redox reactions under 
natural conditions. 

The standard reduction potentials of some environmentally important redox couples 
and of some organic redox couples are given in Tables 14.2 and 14.3. We should 
point out that many of the half reactions that we consider do not occur reversibly at 
an electrode surface, so that we would not be able to measure the corresponding EH 
values using a galvanic cell. Nevertheless it is very convenient to express the free 
energy change of a half reaction by assigning the appropriate standard reduction 
potentials, that is, E i  = -A,Go/nF. One possibility is to calculate such reduction 
potentials from thermodynamic data, such as (estimated) standard free energies of 
formation (AfGo(aq), Eq. 12-5) of the various species involved in the half reaction 
(see Illustrative Example 14.1). 
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Table 14.3 Standard Reduction Potentials and Average Standard Free Energies of Reaction (per 
Electron Transferred) at 25°C of Some Organic Redox Couples in Aqueous Solution (The reactions 
are ordered in decreasing EH(W) values.) a 

Halfreaction 

E:: Et(W) A,Go(W)/n 
Oxidized Species Reduced Species (V) (V) (kJ. moP) 

- - - 109.0 (1) CCI,-- CCI, + 2 e- CIzC= CCI, + 2CI- + 0.95 + 1.13 

- - (2) CBr, +H++2e- CHBr, + B r  + 0.89 + 0.83 - 80.1 

(3) CCI, + H+ + 2e- = CHCI,+CI- + 0.79 + 0.67 - 64.7 

(4) CHBr, + H+ + 2e- = CH,Br,+Br + 0.67 + 0.61 - 58.9 

(5) CIZC=CCI~ + H+ + 2e- = CIzC= CHCl + CI- + 0.70 + 0.58 - 56.0 

- (6) CHCI, + H+ + 2e- - CH,CI, + CI- + 0.68 + 0.56 - 54.0 

- - + 0.68 + 0.56 - 54.0 

= 0 +CI- + 0.54 + 0.42 - 40.5 

(9) @OZ +6H++6e- = e N H 2  +2H,O + 0.83 + 0.42 - 40.5 

- - (10) 0 0 0  +2HC+2e- + 0.70 + 0.28 

- - 
H,C- S- CH, + H,O + 0.57 + 0.16 

'27.0 

- 15.4 

(12) +4H++4e- = 2 O N H ,  + 0.31 - 0.10 + 9.7 

0 
I I  

CH,- S- CH, + 2H+ + 2e 
It 
0 

(1 3) + 23.2 

- - 2R-SH (14) R-S-S-R +2Ht+2e. 
(cystine) (cysteine) 

+ 0.02 - 0.39 + 37.6 

a Estimated from thermodynamic data Dean (1985); Vogel et al. (1987); Krop et al. (1994); Roberts et al. (1996); Totten and 
Roberts (2001). [H'] = lo-', { C1-} = {Br-) = n = number of electrons transferred. 



Thermodynamic Considerations of Redox Reactions 565 

Illustrative Example 14.1 

ArG&(aq) = -111.3 kJ.mol-' 

A,G,: (aq) = 0 kJ.mol-' 

A,G:.(aq> = 0 kJ.mol-' 

A,G,q(g) = 0 kJ .mol-' 

A,G,o,(!) = -237.2 kJ.mol-' 

Calculating Standard Reduction Potentials from Free Energies of Formation 

Problem 

Consider the half reaction in aqueous solution: 

2 NO; + 12 Hf+ 10 e- G== N2(g) + 6 H20 (1) 

which is catalyzed by microorganisms and is commonly referred to as denitrifica- 
tion. Calculate the Ei and Ei(W) values of this reaction at 25°C using the A@ 
values given for the various species in the left margin. What are the E i  and 
Ei (W) values of the half reaction: 

1 6 1 3 
-NO: +-H+ +e- * -N,(g)+3H,0 
5 5 10 

Answer 

For reaction 1, ArGo is given by: 

A,Go = -2(- 11 1.3) - 0 - 0 + 0 + 6(- 237.2) = -1200.6 kJ . mot '  

Recall that ArGo of the half reaction 1 is actually the A,Go of the reaction of NO; 
with H, under standard conditions. Since E i  = -A,Go/nF, you obtain (note that 
F = 96485 C . mol-' = 96485 J .  V-' mol-'): 

(1200.6 W.mol-') =+1.24 
E i  = 

(10)(96.5 kJ .mol-' V-I) 

To calculate the potential at pH 7, use the Nernst equation (Eq. 14-22) for reaction 1. 
At 25°C (where 2.303 RT/F = 0.059 V) this is: 

With all species except H+ [ {H+) = at standard conditions, you obtain: 

10g(10-~ )-12 
0.059 V 

10 
Ei(W) = E i -  

= 1.24 - 0.50 = +O. 74 V 

Note that when using this Ei(W) value as standard potential, you have to write 
Eq. 3 as: 

Finally, the E i  and E i  (W) values calculated for half reaction 2 are identical to these 
obtained for half reaction 1. Eq. 2 just expresses the same half reaction for the 
transfer of one electron. Hence, A,Go of reaction 2 is 10 times smaller as compared 
to ArGo of reaction 1, but at the same time we divide only by n = 1 instead of n = 10, 
which yields the same values for the E i  and for the Ei(W). The corresponding 
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Nernst equation Eq. 4 thus becomes: 
315 1/10 

EH = Ei(W) - 0.059 V log IH2O} P N 2  

{NO,}~/~({H+) 1 1 0 - ~ ) ~ ' ~  
(5) 

Problem 

Consider the reduction of hexachloroethane (C2C16) to tetrachloroethene (C2C14): 

C2C16 + 2 e- S C2C14 + 2 C1- (6) 

Calculate the E i  and Ei(W) values of this reaction at 25°C using ArGo values 
that you can find in the literature. 

AfG&(aq) = -131.3 kJ.mo1-' Answer 

AK&,(g) = -54.9 kJ.mo1-l 

A ~ G & ( ~ )  = +20.5 kJ.mol-! 

In the literature you find the A,G,O(aq) value for C1-; but for C2CI6 and C2C14 only 
values for the free energy of formation in the gas phase are available. As shown in 
Illustrative Example 12.2 (Eq. 2), the free energy of the two compounds in the aque- 
ous phase can be calculated from the gas-phase data and the Henry's law constants 
(expressed in bar. L . mol-'): 

(7) AfGP(aq) = A,GP(g)+ RT In K,x 

The KiH values of C,C1, and C2C14 are 3.95 bar.L.mo1-' and 27.5 bar.L.moI-', re- 
spectively. Insertion of these values into Eq. 7 together with the AfG,O(g) values 
found for the two compounds in the literature yields: 

AfG,'?2c16 (aq) = -51.5 kJ.mol-' and ArG,'?204 (aq) = +28.7 kJ.mol-' 

Hence, the standard free energy of reaction Eq. 6 can now be calculated (note that we 
omit AfGeO_ (aq) which is zero): 

A,Go =-(-51.5) + (+28.7) + 2(-131.3) =-182.4 kJ.mol-I 

The corresponding E i  value is given by: 

-(-182.4 kJ.mol-') 
(2)(96.5 kJ.mol-' V-') 

E i  = = 0.95 V 

Hence, the Nernst equation can be written as: 

0.059 V {C,C14} {CI-}, 
log {C,Cl,} 

EH = 0.95 V - 
2 

Insertion of {CI-} = and setting {C2C14} = {C2C16) = 1 yields the E i ( W )  value: 

E i ( W )  = 0.95 V + 3(0.059 V) = 1.13 V 

Note that when using E i ( W )  instead of E i ,  the Nernst equation Eq. 8 becomes: 
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Problem 

Consider the reduction of nitrobenzene (NB) to aniline (An; Ar = C,H,): 

ArNO, + 6 e- + 6 H+ =S ArNH, + 2 H,O (10) 

NB An 

Calculate the E: and E i  (W) values of this reaction at 25°C using the A P 0  values 
that you can find in the literature. 

AIGiB(  e )  = +146.2 kJ . mol-' 

Afcin(e) = +149.1 k J .  mo1-1 

A,G&,(e) = -237.2 kJ . mol-I 

C&(f!) =0.017mol.L-t 

C;:w(!) 

*IHwer 

In this case, AfGp values are available only for the pure liquid compounds (Dean, 
1985). Also known are the aqueous solubilities of the two compounds. Since for the 
solvent H20 the reference state is the pure liquid, you may directly use AfGiIO(l) .  
For NB and An, however, you need to calculate Af G! (aq), that is, the standard free 
energy of formation in aqueous solution at a concentration of 1 M. From Chapters 3 
and 5 you recall that transferring a compound from its pure liquid to water is given 
by the term RT In xiwy,,. In this case, you want xiw at 1 M. Therefore, you obtain: 

= 0.39 mol . L-l 

AfGp (aq) = A,Gp ( l )  + RT In xiw (1 M) + RT In yiw (11) 

-RT In xNBw(lM)+ RT In xAnw(lM) (12) 

- RT In YNBw + RT In yAnw 

Note that xNBw( 1 M) xAnw( 1 M). Furthermore, as a first approximation, we may 
assume that the aqueous activity coefficients of both compounds - are independent of 
concentration, Thus, xw 3 y;:t, and since y;:t 3 ( C;it (1). Vw)-' (Eq. 5.7), we obtain: 

Insertion of the AfG!(l) and C;it values given above into Eq. 13 yields: 

A,Go =-(146.2) + (149.1) + (-474.4) + (2.48) (-3.13) = -479.3 kJ.mo1-' 

which corresponds to an E i  value of +0.83 V. 

Hence, the Nernst equation can be written as: 

0.059 V I A r m }  
log {ArNO, 1 (H'}6 

EH = 0.83 V - 
6 

Insertion of {H'} = and {ArNH,) = {ArNO,} yields the E:(W) value: 
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= +0.42 V 
(0.059)(42) 

(6)  
Efi(W) = 0.83 V- 

Note that when using Ei(W) instead of E;, the Nernst equation Eq. 14 becomes: 

One-Electron Reduction Potentials 

So far, except for the iron(III)/iron(II) couple [reaction (6) in Table 14.21, we have 
considered reduction potentials of half reactions with an overall transfer of an even 
number of electrons (i.e., 2, 4, 6, etc.). However, in many abiotic multielectron re- 
dox processes, particularly if organic compounds are involved, the actual electron 
transfer frequently occurs by a sequence of one-electron transfer steps (Eberson, 
1987). The resulting intermediates formed are often very reactive, and they are not 
stable under environmental conditions. In our benzoquinone example, BQ is first 
reduced to the corresponding semiquinone (SQ), which is then reduced to HQ: 

0Q SQ HQ 

Each of these subsequent one-electron steps has its own E; (W) value (Neta, 198 1). 
We denote the reduction potential for the transfer ofthe first electron by Eb(W), and 
for the transfer of the second electron by E i  (W): 

B Q + H + + e - S S Q ;  EA(W) = + 0.10 V (14-24) 

SQ + H+ + e-+ HQ; (14-25) Ei(W) = + 0.46 V 

[Note that in the literature one often finds the notation EL7 and E i ,  for E& (W) and 
E i  (W), respectively]. 

From these values we see that the free energy change is much less negative [smaller 
Ei(W) value] for the transfer of the first electron to BQ as compared to the transfer 
of the second electron to SQ. Conversely, there is more energy required to oxidize 
HQ to SQ as compared to the oxidation of SQ to BQ. In general, we can assume that 
the formation of an organic radical is much less favorable from an energetic point of 
view, as compared to the formation of an organic species exhibiting an even number 
of electrons. From this we may conclude that the first one-electron transfer between 
an organic chemical and an electron donor or acceptor is frequently the rate-limiting 
step. Thus, when we are interested in relating thermodynamic and kinetic data (e.g., 
through LFERs), we need to consider primarily the EH values of this rate-limiting 
step, that is, the El, value of the first one-electron transfer (see Section 14.3). 
We should be aware that if this first step is endergonic (i.e., positive A,G value for 
1 e--transfer), the overall reaction may still be exergonic (i.e., negative A,G value for 
2 e--transfer), and the whole reaction may proceed spontaneously (Eberson, 1987). 
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Therefore, in evaluating whether or not a given redox reaction is possible under 
given conditions, we need to consider the EH values of the overall reaction. 

Finally, we should note that the E; value of a multielectron transfer half reaction is 
given by the average of the respective standard one-electron reduction potentials. 
This is easy to rationalize when recalling that the overall standard free energy of 
reaction of a sequence of reaction steps is given by the sum of the A,@ values of 
each step. Hence, we may write: 

n 

k=l  

A,Go = ArG1 + A,G2 +. . . + A,G" = x A,Gk (14-26) 

Substitution of A,Go by -nFEi and A,Gk by -FEk into Eq. 14-26 and 
rearrangement yields: 

1 "  E; =-x EL 
It k=l  

and, similarly: 
1 "  
n k=i  

EL(W) = - x Ek(W) 

(14-27) 

(14-28) 

Thus, the Ei(W) value of the overall reaction Eq. 14-23 (BQ + 2 H+ + 2 e- = HQ) is 
(0.10 V + 0.46 V)/2 = 0.28 V. 

Processes Determining the Redox Conditions in the Environment 

Before we proceed to evaluate the thermodynamics of redox reactions at 
environmental conditions, we need to make a few remarks on microbial processes 
that determine the redox conditions in the environment. 

We can get a general idea about the maximum free energies that microorganisms 
may gain from catalyzing various redox reactions from the data in Table 14.2. On 
earth, photosynthetic harvesting of solar energy is the main cause for nonequi- 
librium redox conditions. In the process of photosynthesis, organic compounds 
exhibiting reduced states of carbon, nitrogen, and sulfur are synthesized, and at the 
same time oxidized species including 0, (oxic photosynthesis) or oxidized sulfur 
species (anoxic photosynthesis) are produced. Using glucose as a model organic 
compound, we can express oxic photosynthesis by combining Eqs. (12) and (1) in 
Table 14.2. Note that we have to take the reversed form of Eq. (1). Since we are 
looking at the overall process, it is convenient to write the reaction with a 
stoichiometry corresponding to the transfer of one electron: 

-CO,(g)++H,O 1 C -C 1 H 0 +-O,(g) 1 
4 24 4 

(14-29) 

The standard free energy change per electron transferred, AJ?(W)/n, of reaction Eq. 
14-29 can now be simply derived from Table 14.2 by adding the ArGo(W) value of 
reaction (12) (+41.0 kJ.mo1-') and reversed reaction (1) (+78.3 kJ.mo1-'): A.,@(W)/ 
n = t-119.3 kJ .mol-'. Thus, on a "per-electron basis," under standard conditions 
(pH 7), we have to invest 119.3 kJ .mol-' to (photo)synthesize glucose from CO, and 
H,O. In our standard redox potential picture using E i  (W) values, this is equivalent 
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Figure 14.3 Variation in con- 
centrations of important dissolved 
redox species along the flowpath 
of a contaminant plume in ground- 
water. This sequence results in 
several zones of characteristic 
microbial metabolism and corre- 
sponding redox conditions (adap- 
ted from Bouwer et al., 1984). 

to promoting one mole of electrons from a potential of + O H  to -0.43 V (see Table 
14.2). 

The chemical energy stored in reduced chemical species (including organic pollut- 
ants) can now be utilized by organisms that are capable of catalyzing energy-yield- 
ing redox reactions. For example, from Table 14.2 we can deduce that in the oxida- 
tion of glucose [reversed reaction (12)], oxygen is the most favorable oxidant (i.e., 
electron acceptor) from an energetic point of view, at least if 0, is reduced all the 
way to H,O (which is commonly the case in biologically mediated processes). The 
A,G(W)In value for the reaction of glucose with 0, (reversed reaction Eq. 
14-29) is, of course, -119.3 kJ.mo1-’. The next “best” electron acceptors would be 
NO, (if converted to N,), then MnO,(s), and so on going down the list in Table 14.2. 

Interestingly, the chemical reaction sequence given in Table 14.2 (that is based on 
standard free energy considerations) is, in essence, paralleled by a spatial and/or 
temporal succession of different microorganisms in the environment. In other 
words, in a given (micro)environment, the organisms that tend to be dominant are 
those capable of utilizing the “best” electron acceptor(s) available, where the “best” 
electron acceptor is the one exhibiting the highest reduction potential. These 
microorganisms then in turn determine the redox conditions in that (micro)envi- 
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ronment. This sequential utilization of electron acceptors can be seen if we look at 
the dynamics of some dissolved redox species along the flowpath of a confined 
contaminant plume in the ground (Fig. 14.3). For simplicity, we assume a situation 
where we have a constant input of reduced (e.g., organic compounds, NH,') and 
oxidized species (e.g., O,, NO,, SO:-). As is shown in Figure 14.3, natural or 
synthetic organic compounds (the major electron donors) are degraded over the 
whole length of the plume. As long as there is molecular oxygen present, aerobic 
respiration takes place. This includes the oxidation of organic compounds and NH1; 
(to NO;) and the consumption of 0,. We should point out that in aerobic respiration, 
oxygen not only plays the role of a terminal electron acceptor, but it is also a 
cosubstrate in many important biologically catalyzed reactions. This is the reason 
why we usually make such a sharp distinction between oxic, suboxic, and anoxic 
conditions (see also Chapter 17). 

Once the oxygen is consumed, denitrzjication (see Illustrative Example 14.2) is 
observed until nitrate is virtually absent. In the region where denitrification occurs, 
one often observes the reductive dissolution of oxidized manganese phases [e.g., 
Mn02(s), MnOOH(s)], which may or may not be biologically catalyzed. Under 
those conditions iron is still present in oxidized forms [e.g., FeOOH(s)]. Then, a 
marked decrease in redox potential occurs when only electron acceptors are left in 
significant abundance that exhibit low reduction potentials (see Table 14.2). This 
redox sequence has led to a somewhat different terminology in that one speaks of the 
oxic (aerobic), suboxic (denitrification, manganese reduction), and anoxic condi- 
tions (low redox potential). Processes involving electron acceptors exhibiting a low 
redox potential include, in sequence: iron reduction, sulfate reduction, fermentation, 
and methanogenesis. 

Illustrative Example 14.2 Establishing Mass Balances for Oxygen and Nitrate in a Given System 

Problem 

Consider a situation in which bank filtrate of a polluted river is used for drinking- 
water supply. Among other water constituents, dissolved organic material (mea- 
sured as dissolved organic carbon, DOC), ammonia, oxygen, and nitrate are 
continuously monitored in the river and in a well located at a distance of 10 meters 
from the river bank. The average values obtained for the four parameters are given 
below. Inspection of the field data shows that a significant portion of the organic 
material and virtually all NH; and 0, are eliminated by microbial processes 
during infiltration, but that the infiltrated water still exhibits 75% of the nitrate 
concentration observed in the river. Are these findings reasonable when assuming 
that no additional (water) input occurs during infiltration, and that the organic mate- 
rial is oxidized to CO,, NH: is oxidized to NO;, and NO; is reduced to N,? 
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Species Concentration Concentration 
(measured parameter) in the River in the Well 

Organic material (CH20) 4.2 mg C.L-' 1.2 mg C-L-' 
([DOCl) 

Ammonia ( NH: ) < 0.1 mg N.L-' 
([ N q - N I )  

Dissolved oxygen (0,) 9.6 mg 02.L-' < 0.1 mg 02.L-' 
([O,l> 

2.1 mg N-L-' 

Nitrate (NO;) 
([ NO;-NI) 

2.1 mg N-L-' 1.6 mg N-L-' 

Answer 

Use the half reactions given in Table 14.2 to establish electron balances for the var- 
ious processes: 

(i) Oxidation of organic material: 

CH,O + H,O = CO, + 4 Hf + 4 e- 

(ii) Oxidation of ammonia (nitrification): 

NH:+ 3 H,O= NO; + 10 H++ 8 e- 

(iii) Reduction of oxygen: 

0, + 4 H++ 4 e-= 2 H,O 

(iv) Reduction of nitrate (denitrification): 

1 
2 

NO; + 6 H' + 5 e- = - N, + 3 H,O 

Calculate how many electrons are produced and consumed, respectively, by the var- 
ious processes during infiltration: 

Total electrons without considering denitrification = +1.0 mM e- 

Thus, in order to balance the electrons, 1 mM e- have to be consumed by denitrifica- 
tion. Hence, the calculated consumption of nitrate is 1 mM e- = 0.2 mM NO; = 2.8 
mg N.L-', which is more than is present in the river water. Note, however, that 
reaction (ii) produces 0.15 mM = 2.1 mg N . L-' nitrate. Thus, one would expect a net 
decrease in nitrate of only 0.7 mg N. L-I, which compares well with the observed 0.5 
mg N. L-' decrease. The measured concentration changes of the four water constitu- 
ents are, therefore, reasonable. 
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toluene 
Mi = 92.1 g . mol-' 

Problem 

For remediation of an aquifer that has been contaminated with toluene, ground- 
water is pumped through the contaminated zone, then pumped back to the surface, 
saturated with air or supplied with nitrate, and finally introduced into the ground 
again. The idea of this quite widely applied procedure is to stimulate those 
indigenous microorganisms that are capable of mineralizing a given substrate, in 
this case toluene, by supplying the necessary oxidants (Hunkeler et al., 1995). 
Calculate how much water is at least required to supply sufficient 0, or NO;, 
respectively, for degradation of 1 kg of toluene, when assuming (i) that toluene is 
not mobilized by this procedure, (ii) that it is completely mineralized to C 0 2  and 
H,O, and (iii) that the water contains either 10 mg O2 .L-' or 100 mg NO; .L-', 
respectively. Note that much more NOS could, in principle, be dissolved in the 
water, but that the maximum allowed concentration is commonly limited by the 
water authorities. 

Answer 

To calculate how many electrons have to be transferred to 0, or NO; respectively, 
when oxidizing 1 mole of toluene (C7H8) to CO,, determine first the average 
oxidation state of the carbon atoms present in toluene (see also examples discussed 
in Illustrative Example 2.1). Since this compound is made up only of carbon and 
hydrogen atoms (the oxidation state of H is +I), you can just consider the hydrogen/ 
carbon ratio, which yields an average carbon oxidation state of -8/7. Consider- 
ing that the oxidation state of carbon in CO, is +IV, it is easy to see that a total of 
(4 - ( 4 7 ) )  x 7 = 36 moles of electrons have to be transferred. The overall reactions 
are, therefore: 

C7Hs + 9 0 2 = 7  CO2 + 4 H20 

if 0, is the oxidant (4 electrons per 02, see Table 14.2), and, with NO; as the 
electron acceptor (5  electrons per NO;, Table 14.2): 

36 36 18 38 
5 5 5 5 

C,H8 +-NO; +-H+ = 7 CO, +-N, +-H,O 

Consequently, 9 moles of 0, or 7.2 moles of NO; are required to mineralize 1 mole 
of toluene. Since 1 kg of toluene corresponds to 10.86 moles, this means that at least 
97.72 moles 0, or 78.12 moles NO; have to be provided by the water that is pumped 
through the contaminated zone. Thus, in the case of 0, (10 g 0, .m-3), the total water 
volume required is: 

97.72 mol 

(10g.rn-~)/(32g.mol-l) 
V =  = 312.7 m3 

If NO; (100 g NO; .m-3) is used, the calculated water volume is only: 

78.1 mol 
(100 g . m") / (62 g .  mol-' ) 

V =  = 48.5 m3 
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The temporal and/or spatial succession of redox processes illustrated in Fig. 14.3 for 
a groundwater case is also observed in other environments in which access to 
oxygen and other electron acceptors is limited. Examples include sediment beds and 
poorly mixed lakes and ocean basins. Finally, we should note that, in certain cases, 
the apparent redox sequence may be reversed when following, for example, a plume 
because the availability of stronger oxidants may increase with increasing distance 
from a landfill or hazardous waste site. For a more detailed discussion of the 
biogeochemical processes that determine the redox conditions in natural systems, 
we refer to the literature (Drever, 1988; Morel and Hering, 1993; Appelo and 
Postma, 1993; Stumm and Morgan, 1996; Christensen et al., 2000 and 2001). 

Evaluating the Thermodynamics of Redox Reactions under 
Environmental Conditions 

Let us now come back to the question of how to assess whether a given organic 
compound may, in principle, undergo a redox reaction in a given environmental 
system. For such an assessment we need to know the standard reduction potentials 
of the half reaction involving the compound of interest and its oxidized or reduced 
transformation product, and of the environmental oxidantheductant couple involved. 
Since we often do not know the oxidant or reductant, we need to assign an EH value 
to the environmental system we are considering. Unfortunately, unlike the situation 
with proton transfer reactions where we may use pH as a master variable, it is 
usually not possible to assign an unequivocal EH value to a given natural water 
(Stumm and Morgan, 1996). Many environmentally significant redox processes are 
slow, and therefore we cannot assume equilibrium between all redox couples 
present. That also means that measurements of redox potentials of natural waters 
using an inert electrode and a reference electrode are often difficult to interpret, 
inasmuch as many important redox pairs do not show reversible electrochemical 
behavior at the electrode surface. This is particularly true for more oxidizing 
environments (aerobic conditions, denitrifying conditions) since the electrode does 
not respond to redox couples involving oxygen or inorganic nitrogen species. Under 
more reducing conditions, EH measurements may be of some value, since there are 
often certain redox couples present to which the electrode does respond. Such 
couples include manganese species (Mn"', Mn'"/Mn''), iron species (Fe"'/Fe"), and 
certain organic compounds (e.g., quinones/hydroquinones). When measuring redox 
potentials in the field as well as in the laboratory, the SHE is often not used as a 
reference electrode for practical reasons. The most common reference electrodes are 
the saturated calomel electrode (SCE, E; = +0.24 V at 25°C) and the silver-silver 
chloride electrode ( E i  = +0.22 V at 25°C). The measured potentials are, however, 
easily converted to the hydrogen scale by adding the appropriate E; value of the 
reference electrode (e.g., +0.24 V in the case of SCE) to the measured value. 

Owing to the difficulties in assigning a meaningful EH value to a given natural 
system, it is helpful to use the Ei(W) values of the most important biogeochemical 
redox processes (Table 14.2 and Fig. 14.4) as a framework for evaluating under 
which general redox conditions a given organic compound might undergo a certain 
redox reaction. 

Let us illustrate this point with a few examples. By inspecting Fig. 14.4 we can see 
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Figure 14.4 Selection of environ- 
mentally relevant redox couples 
including organic pollutants such 
as nitroaromatic and halogenated 
compounds, as well as examples of 
electron transfer mediators and im- 
portant bulk reductants. The values 
given represent reduction poten- 
tials at pH 7 at equal (except other- 
wise indicated) concentrations of 
the redox partners but at environ- 
mental con-centrations of the major 
anions involved: 
[HCO;] = [Cl-] = M; 
[Br-] = M; Porph = porphyrin. 

that hexachloroethane may be reduced to tetrachloroethene [reaction 1 in Table 14.31 
under any environmental redox conditions. The reduction of nitrobenzene to aniline 
[reaction 9 in Table 14.31 is possible only at redox conditions typical for 
environments in which iron reduction, sulfate reduction, or fermentation occurs. 
Aniline may be oxidized to azobenzene [reverse reaction 12 in Table 14.31 under 
aerobic, denitrifying, and manganese reducing conditions. Hence, in the subsurface 
where pollutants may be transported through various redox zones, nitrobenzenes 
may first get reduced to the corresponding anilines, which then may be converted to 
azobenzenes upon reaching more oxidizing environments. 

At this point, we might wonder how reasonable it is to use E i  (W) values as given in 
Tables 14.2 and 14.3 for assessing whether a reaction will occur spontaneously in a 
given natural system. The species involved will not, of course, be present at standard 
concentrations. To evaluate this problem, let us compare the EH value of a lo4 M 
aqueous hydrogen sulfide (H2S) solution at pH 8 with the Ei(W) value of reaction 
10 in Table 14.2 (-0.27 V). The calculated value (see Illustrative Example 14.3) is 
-0.18 V, which is still in the same ballpark. Of course, if we want to evaluate the free 
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energy of reaction of a redox reaction involving redox couples that exhibit very 
similar Ei(W) values, we need to take into account the actual concentrations 
(activities) of the species involved. Some examples demonstrating how to calculate 
the free energy of reaction, A,G, of a redox reaction from the corresponding half 
reaction reduction potentials are given in Illustrative Example 14.4. 

Illustrative Example 14.3 Calculating the Reduction Potential of an Aqueous Hydrogen Sulfide (H,S) 
Solution as a Function of pH and Total H,S Concentration 

Problem 

Derive the general Nernst equation for expressing the EH value of a hydrogen 
sulfide solution as a function of pH and {H2S},,, by assuming that H,S is oxidized 
to elemental sulfur [reaction 10 in Table 14.21. Calculate the EH for a lo4 M H2Stot 
solution at pH 8 and 25°C. 

Answer 

The Nernst equation for reaction 10 in Table 14.2 is: 

0.059V {H2S} 
EH = E i  - 2 1%- 

where E; = 0.14 V. Since H2S dissociates in aqueous solution: 

H2S + HS-+ H' ; pKa = 7.0 at 25°C (2) 

the actual H,S concentration at a given pH is (see Eq. 8-21): 

Substitution of E i  = 0.14 V and Eq. 3 into Eq. 1 yields the desired Nernst equation: 

(4) 
{ H2S 1 tot 0.059 V 

2 IH+}[W+I +K,]  
EH ({ H2S }tot, pH, 25°C) = +O. 14 V - 1% 

By setting {H2S},,, = lo4, {H'} = lo-*, and Ka = lo-', one obtains an EH value of 
-0. I 8  V. 

Note that for describing the EH value of a hydrogen sulfide solution, instead of 
reaction 10 in Table 14.2, we could also use the redox couple involving S(s) and HS- 
(instead of H,S): 

S(s) + H' + 2 e- = HS- ; E i  = -0.06 V (5) 

The corresponding Nernst equation is then: 

(6) 
0.059 V 

2 
Ka {H2S 1 tot 

{H+}[IH+} +Ka] 
EH ({ H,S } pH, 25 "C) = -0.06 V - 1% 
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The results from Eq. 4 and Eq. 6 must be identical if H2S, HS-, and S(s) are 
all at equilibrium with one another. We can see that this is true by noting that 
[(-0.059 V)/2] log Ka = +0.20 V. Using this in Eq. 6, we find: 

{H2S 1 tot 0.059 V 
2 {H+ I[ IH+ 1 + ~ a ]  

1% 

{HZS 1 tot 

EH({HZSItot, pH, 25OC) = (-0.06 +0.20) V- 

0.059 V 
2 = + 0.14 V- 1% 

{H+ I[ {H+ 1 + K.] 

Illustrative Example 14.4 Calculating Free Energies of Reaction from Half Reaction Reduction 
Potentials 

Problem 

Determine which of the following reactions may occur spontaneously in aqueous 
media. Calculate the corresponding A,G value. 

(a) The reduction of azobenzene (AzB) to aniline (An) [reaction 12 in Table 14.31 
by H2S assuming that S(s) is formed under: 

(i) standard environmental conditions (“W’ conditions), or 
(ii) at pH 9, {H2S}t,,t = lo-“, and with {AzB} = lo-* and {An} = 10“ 

What would be the {An}/{AzB} ratio at equilibrium at pH 9 and lo4 M H2S 
assuming an initial azobenzene concentration of 5.1 0-7 M? 

(b) The oxidation of dimethyl sulfide (DMS) to dimethyl sulfoxide (DMSO) 
[reverse reaction (11) in Table 14.31 by FeOOH(s) assuming that FeCO,(s) is 
formed under 

(i) standard environmental conditions (“W’ conditions), or 
(ii) at pH 9, { HCO;} = and {DMS}/{DMSO} = lo4. 

Answer 

The ArG of a reaction is related to the difference, AE,, of the reduction potentials of 
the corresponding half reactions by Eq. 14-1 8: 

ArG = -nF A E H  (1) 

where AEH = &(oxidant) - &(reductant). Thus, if AE, is positive, then ArG is 
negative, and the reaction may occur spontaneously. 

Answer (a) 

Using the Ei(W) values, the Nemst equations for the two halfreactions are (see also 
Illustrative Example 14.2): 

0.059 V {An I2 EH ( AzB / An) = -0.10 - 1% 4 {AzB}({ H’} / lo-’ )4 
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Note that setting the activity of H+ in the standard state to 
divided by 10-7in Eq. 3. [Note that K,/10-7 = ({H+}/10-7){HS-}/{H2S}.] 

K, also has to be 

(i) At standard environmental conditions, AEH is given by the difference of the EA 
(W) values; that is: 

AE,(W) = Ei(W) (AzB/An) - EA(W) (S(s)/H2S) = (-0.10) - (-0.27) = +0.17 V 

Hence, the reaction: 

AzB + 2 H2S + 2 An + 2 S(s) (4) 

occurs spontaneously from left to right at standard environmental conditions. The 
ArGo(W) value at these conditions is (note that 4 electrons are transferred): 

A,Go(W) = -(0.17 V) (4) (96.5 kJ.mol-' V-') = - 65.6 kJmol-' 

(ii) Insertion of the corresponding activities of the various species into Eqs. 2 and 3 
yields the EH values for the conditions specified above: 

=-0.16V 
0.059 V (10-6)2 

EH ( AzB / An) = -0.10 - 
4 10g(10-8)(10-9 10-714 

EH(S(s)/H2S) = -0.27 - 0.059 V 
(lo4 

2 log /10-7)(10-9 /low7 

= -0.21 v 

In this case, AE, = E,(AzB/An) - EH(S(s)/H2S), and we find: 

A E H =  (-0.16) - (-0.21) = +0.05 V 

Therefore: 

A,G= (0.05 V) (4) (96.5 kJ.mol-' V-') =-19.3 kJ.mol-' 

Hence, reaction Eq. 4 still occurs from left to right, although it is much closer to 
equilibrium as compared to standard environmental conditions. 

Since the H2S concentration is much higher than the AzB concentration, it remains 
more or less constant during the reaction. The EH value of the system is therefore 
determined by EH(S(s)/H2S) = -0.21 V (see above). At equilibrium, EH(AzB/An) has 
to be equal to -0.21 V (i.e.? AEH = 0). Insertion of this value and {H+} = into Eq. 
2 above yields after some rearrangement: 

By denoting the equilibrium concentration of An as x, and with an initial AzB 
concentration of 5 x M, we may write (note that one AzB produces two An): 
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X 2  1 
1 2 
2 

= 1  or x2 + - ~ - 5 . 1 0 - ~  = O  
( 5  x lo-' ) - -x 

Solving this equation yields about 
virtually all AzB is reduced to An. 

for {An} and about for {AzB}. Hence 

Answer (b) 

Using the E!(W) values, the two Nemst equations are: 

( 5 )  
0.059 V IDMS 1 

EH(DMSO/DMS) = +0.16 V- 1% 
2 {DMSO}({H+}/ 10-7)2 

E,(FeOOH(s)/FeCO,(s)) = 

0.059 V 1 ( 6 )  

log ((HCO;} /10-3)({H+} /10-7)2 
-0.05 V - 

1 

The AE, value for the reaction: 

DMS + 2 FeOOH(s) + 2 HCO; + 2 H" += DMSO + 2 FeCO,(s) + 3 H,O (7) 

is given by: 

A E H  = -EH (DMSO/DMS) + EH (FeOOH(s)/FeCO,(s)) 

(i) At standard environmental conditions: 

AEH = - E; (W) (DMSODMS) + E i  (W) (FeOOH(s)/FeCO,(s)) 

=- 0.16 V-  0.05 V = -  0.21 V, 

and, therefore, A,.Go(W) =-(-0.21 V) (2) (96.5 kJ.mo1.V-I) = +40.5 kJ.mo1-'. 

Hence, reaction Eq. 7 does not occur spontaneously from left to right. In fact, the 
result shows that DMSO could be reduced by FeCO,(s) [also seen from Fig. 14.4, 
since FeCO,(s) lies below DMSO]. 

(ii) Insertion of the corresponding activities of the species involved into Eqs. ( 5 )  
and 6 yields: 

= -0.08 V 
0.059 V lo4 

log (10-9 /10-7)2 
E,(DMSO/DMS) = 0.16 V - 

2 

= -0.22 v 1 
-0.05 V - 0.059 V log 

/10-~)(10-~ / 1 0 - ~ ) ~  

which yields a AEH of -(-O.O8 V) - 0.22 V = -0.14 V. 

In this case, A,G = -(- 0.14 V) (2) (96.5 kJ.mo1.V-') = +27 kJ.mo1-', which is a 
similar situation as found for standard environmental conditions. 
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Reaction Pathways and Kinetics of Redox Reactions 

Factors Determining the Rate of Redox Reactions 

Having considered the reduction potentials of “overall” half reactions, we can de- 
cide whether from a thermodynamic point of view a given compound may undergo 
oxidation or reduction to yield a specific product in a given environment. We now 
have to tackle the more difficult part, the kinetics of such reactions. As pointed out 
earlier, a compound may react with several different electron acceptors (oxidants) or 
electron donors (reductants), and the relative importance of such species present in a 
given system may be strongly influenced by complex biogeochemical processes. 
Furthermore, depending on the type of compound(s) and the oxidant(s) or reduc- 
tant(s) involved, various reaction steps - sorption/desorption to/ from unreactive 
sorbents (e.g., NOM), adsorption to a reactive surface, actual electron transfer, or 
regeneration of oxidant(s) or reductant(s) - may determine the overall transforma- 
tion rate. Thus, in different systems, not only the absolute rates but also the relative 
rates of oxidation or reduction of a series of compounds may be quite different, even 
if the compounds are structurally closely related. This can be seen in the reduction of 
four substituted nitrobenzenes (Eq. 14-9, Table 14.1) in three different systems (Fig. 
14.5). In the DOM/H,S system, the range of reactivity of the four compounds spans 
four orders of magnitude. In contrast, only two orders of magnitude variability is 
found for the reaction with an iron(II)porphyrin, and in the ferrogenic (i.e., iron 
reducing) aquifer columns, all compounds are reduced at the same rate. Obviously, 
different rate-limiting processes are responsible for the observed overall transforma- 
tion rates in the three systems (see below). This example shows that, in contrast to 
the reactions discussed in Chapter 13, prediction of rates of redox reactions in natu- 
ral or technical systems will be rather difficult. Nevertheless, as we will see in the 
following, knowledge from studies in well-defined model systems may help us to 
develop a framework for assessing pathways and rates of redox reactions of organic 
chemicals in more complex systems. Before we illustrate this approach by some 
examples, we first need to make some general remarks on the factors that determine 
the kinetics of redox reactions. 

As discussed in Section 14.2, the oxidative or reductive transformation of an organic 
compound commonly requires two electrons (or, more generally, an even number of 
electrons) to be transferred to yield a stable product. In many cases, however, the 
two electrons are transferred in sequential steps (Eberson, 1987). With the transfer 
of the first electron, a radical species is formed which, in general, is much more 
reactive than the parent compound. Hence, the overall transformation rate will often 
be determined by the rate of transfer of the first electron from or to the organic 
compound. Therefore, we should be particularly interested in those compound- 
specific properties that are relevant for this first one-electron reaction. 

In a very simple way, we may picture a one-electron transfer reaction (e.g., the trans- 
fer of the first electron from a reductant R to an organic compound (e.g., an organic 
pollutant P) schematically as: 

P+R+(PR)+[PR+-+ P;R:]’+(P;R:)+ P;+R: (14-30) 
educts precursor transition successor products 

complex state complex 
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Figure 14.5 Relative initial rates 
of reduction [relative to nit- 
ro-benzene (NB)] of 2-methyl- 
(2-CH3-NB), 4-chloro-(4-CI-NB), 
and 4-acetyl- (4-Ac-NB) nitro- 
benzene: (a)  by dissolved natural 
organic matter constituents (DOM) 
in aqueous solution in the presence 
of hydrogen sulfide as bulk 
electron donor (Dunnivant et al., 
1992), (b)  by an iron porphyrin 
(Fe(I1)porph) in aqueous solution 
in the presence of cysteine as bulk 
electron donor (Schwarzenbach et 
al., 1990), and (c) in an iron- 
reducing (ferrogenic) water-satu- 
rated aquifer column (Heijman et 
al., 1995). 

0.1 ll 

NB 
2-CH3-NB 
4-CI-NB 
4-Ac-NB 

(a) DOM / H,S (b) Fe(l1)porph (c) ferrogenic aquifer 
column system 

Note that in this context, one often speaks of an inner-sphere mechanism if there is a 
strong electronic coupling between R and P in the transition state, and conversely, of 
an outer-sphere mechanism, if the interaction is weak (Eberson, 1987). 

From Eq. 14-30 we see that we may divide a one-electron transfer into various steps 
(maybe somewhat artificially). First, a precursor complex (PR) has to be formed; 
that is, the reactants have to meet and interact. Hence, electronic as well as steric 
factors determine the rate and extent at which this precursor complex formation 
occurs. Furthermore, in many cases, redox reactions take place at surfaces, and 
therefore, the sorption behavior of the compound may also be important for 
determining the rate of transformation. In the next step, the actual electron transfer 
between P and R occurs. The activation energy required to allow this electron 
transfer to happen depends strongly on the “willingness” of the two reactants to lose 
and gain, respectively, an electron. Finally, in the last steps of reaction sequence Eq. 
14-30, a successor complex may be postulated which decays into the products. 

In the following we will try to illustrate these general points by discussing two 
specific types of redox reactions: the reduction of aromatic nitro groups (Eq. 14-9) 
and the reductive dehalogenation of polyhalogenated C1- and C,-compounds (Eqs. 
14-6 to 14-8). These two cases represent two very different types of reactions. In the 
first case, the transfer of the first electron is reversible, whereas in the second case, it 
is typically irreversible and involves the breaking of a bond. In the latter case, 
therefore, one speaks of a dissociative electron transfer. Furthermore, compounds 
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Figure 14.6 Reduction pathway of 
2,4,6-trinitrotoluene to aminodi- 
nitrotoluenes (ADNTs), diamino- 
nitrotoluenes (DANTs), and tri- 
aminotoluene (TAT). 

OZN* 4 /3 O2 
I 

/ \ 

TNT 

undergoing reductive dehalogenation may also react by a two-electron transfer 
mechanism, which may yield different products as compared to the one-electron 
transfer reaction. Note that we have chosen two examples representing reductive 
transformations of organic pollutants. The reason is that chemical Oxidations 
involving oxidants other than reactive species formed by photochemical processes 
(Chapter 16) are somewhat less important in natural systems (in contrast to 
“engineered” systems, e.g., water treatment). We will add a few comments on 
chemical oxidations of organic pollutants at the end of this section. 

Reduction of Nitroaromatic Compounds (NACs) 

Aromatic nitro groups (ArNO,) are present in many environmentally relevant 
chemicals including pesticides, dyes, and explosives (Chapter 2). As is illustrated by 
nitrobenzene in Fig. 14.4, reduction to the corresponding amino compounds is 
thermodynamically feasible under redox conditions below about +0.4 V. Hence, it is 
not surprising that reduction of NACs has been observed in many anaerobic soils 
and sediments (Spain et al., 2000). In most cases, the corresponding amino 
compounds (IV in Eq. 14-3 1) were found as the major reduction products, although 
stable intermediates (i.e., the nitroso(I1) and the hydroxylamine(II1) compound) are 
formed during reduction of an aromatic nitro group: 

+2e-+ 2 ~ +  +2e-+ 2H+ +2e‘+ 2H+ 
ArNH2 (14-31) 

ArNOz -+ ABO -> ArNHOH 
-H,O -Hzo ’ 

I I1 I11 IV 
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Figure 14.7 Reduction of nitro- 
benzene (NB) in 5 mM aqueous 
hydrogen sulfide solution in the 
absence (A) and presence (0) of 
DOM (Hyde County, 66 mg DOC/ 
L) at pH 7.2 and 25°C: Plot of In 
([NB]/[NB],) versus time. [NB], 
and [NB] are the concentrations at 
time zero and t ,  respectively. Adap- 
ted from Dunnivant et al. (1992). 
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In laboratory model systems using reduced DOM constituents (Dunnivant et al., 
1992), Fe(I1) adsorbed to iron (hydr)oxides (Klausen et al., 1995), or zero-valent 
iron metal (Agrawal and Tratnyek, 1996) as reductants, the nitroso- and particularly 
the hydroxylamino compounds have been observed as reaction intermediates, but 
were ultimately also converted to the corresponding amino-compounds. 

From a practical point of view, reduction of NACs is of great interest for two 
reasons. First, the amino compounds formed may exhibit a considerable (eco)toxi- 
city, and therefore may be of even greater concern as compared to the parent 
compounds. Additionally, the reduced products may react further with natural 
matrices, in particular with natural organic matter, thus leading to “bound residues” 
(see sections on oxidations below). One prominent example involves the reduction 
products of the explosive, 2,4,6-trinitrotoluene (TNT; see Fig. 14.6), particularly the 
two isomeric diaminonitrotoluenes (2,4-DA-6-NT and 2,6-DA-4-NT) and the 
completely reduced triaminotoluene (TAT). These have been found to bind 
irreversibly to organic matter constituents present in soils (Achtnich et al., 2000) and 
sediments (Elovitz and Weber, 1999). This process offers interesting perspectives 
for the treatment of NAC contaminated sites. In fact, a dual step anaerobidaerobic 
soil slurry treatment process has been developed for remediation of TNT 
contaminated soils (Lenke et al., 2000). 

Let us now turn to some kinetic considerations of NAC reduction. As an example, 
consider the time courses of nitrobenzene (NB) concentration in 5 mM aqueous 
hydrogen sulfide (H2S) solution in the absence and presence of natural organic 
matter (Fig. 14.7). As is evident, although reduction of NB by H2S to nitrosobenzene 
and further to aniline (Eq. 14-3 1) is very favorable from a thermodynamic point of 
view (see Fig. 14.4), it seems to be an extremely slow process. However, when 
DOM is added to the solution, reduction occurs at an appreciable rate (Fig. 14.7). In 
order to understand these findings, some general kinetic aspects of redox reactions 
involving NACs should be recognized. 

First, the transfer of the first electron is in many cases the rate-limiting process in the 
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Figure 14.8 Simplified scheme for overall reduction or oxidation of an organic pollutant. In the case of NACs at ambi- 
the transfer Of the first ent pH (i.e., pH 6 - 9), the transfer of the first electron yields a nitroaromatic radical 
from a reductant R to a NAC 
(adapted from Eberson, 1987). anion ArNOi- (the pK, Values of ArNO, radicals are well below 5;  Neta and 
Panels ( a )  and (b)  show free energy Meisel, 1976): 
Drofiles of reactions where the 
actual electron transfer (a) or other 
steps such as precursor formation ArNO, -be- 'i- ArNO,; Eh(ArN0,) (14-32) 
(b)  are rate determining. Note that 
the subscript 1 is used to denote where (ArNO,) denotes the one-electron standard reduction potential of the hal- 
transfer Of One t' the freaction Eq. 14-32 at pH 1 6. Since for NACs, the formation of the radical anion is 
NAC. 

reversible, EA (ArNO,) values can be measured, for example, by pulse radiolysis, 
and are available for a variety of such compounds (see examples given in Table 
14.4). 

We can envision a simple reaction scheme of the various steps that may determine 
the overall rate of a one-electron transfer reaction between a reductant R and a NAC 
(Fig. 14.8). Depending on the reductant(s) involved in the reaction, the actual 
transfer of the electron and/or other steps such as precursor complex formation or 
successor complex dissociation may be rate determining for the formation of the 
nitroaromatic radical anion, ArNOy . Fig. 14.8a depicts the situation in which the 
actual electron transfer is the rate-determining step. The transition state in such a 
reaction is energetically closer to the radical products than to the precursor complex. 
The standard free energy of activation, A:G,O, can then be assumed to be 
proportional to the standard free energy change, A, G,O , of the reaction (note that we 
use a subscript 1 to denote transfer of the first electron to the NAC): 

A~G; = a'  A,G; + constant' (14-33) 
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Table 14.4 Names, Abbreviations, and One-Electron Reduction Potentials 
[ EA(ArN0,); Eq. 14-32] of a Series of Substituted Nitrobenzenes 

Compound 
EL (ArN02) ' 

Abbreviation (mV> 

2,4,6-Trinitrotoluene 
2-Amino-4,6-dinitrotoluene 
4-Amino-2,6-dinitrotoluene 
2,4-Diamino-6-nitrotoluene 
2,6-Diamino-4-nitrotoluene 
2,4-Dinitrotoluene 
2,6-Dinitrotoluene 
Nitrobenzene 
2-Methylnitrobenzene 
3-Methylnitrobenzene 
4-Methylnitrobenzene 
2-Chloronitrobenzene 
3-Chloronitrobenzene 
4-Chloronitrobenzene 
2-Acety lnitrobenzene 

3-Acetylnitrobenzene 
4-Acety lnitrobenzene 

1 ,ZDinitrobenzene 
1,3-Dinitrobenzene 
1,4-Dinitrobenzene 
3-Aminonitrobenzene 
4-Aminonitrobenzene 

TNT 
2-A-4,6-DNT 
4-A-2,6-DNT 
2,4-DA-6-NT 
2,6-DA-4-NT 
2,4-DNT 
2,6-DNT 
NB 
2-CH3-NB 
3-CH3-NB 
4-CH3-NB 
2-C1-NB 
3-C1-NB 
4-C1-NB 
2-Ac-NB 
3-Ac-NB 
4-Ac-NB 
1,2-DNB 
1,3-DNB 
1,4-DNB 
3 -NHZ-NB 
4-NHz-NB 

-280 
-400 
-440 
-505 
-495 
-380 
-400 
-485 
-590 
-475 
-500 
-485 
-405 
-450 
-470 
-505 
-360 
-290 
-345 
-260 
-500 

< -560 
~~ ~~ ~ 

' Values from references cited in Hofstetter et al. (1999). Values from Hofstetter et al. (1999) and 
Riefler and Smets (2000). 

Since log kR is proportional to AZGP/2.3 RT (Chapter 12), where kR denotes the 
reaction rate constant, we may aIso write this linear free energy relationship as: 

l o g k  =a= + constant (14-34) 

From Section 14.2 we recall that: 

Arc: = -F[ Ek ( ArNOz ) - E& (R' )] (14-35) 

where n = 1 and EA ( R ) is the one-electron standard reduction potential of the half 
reaction R: + e- = R. Insertion of Eq. 14-35 into Eq. 14-34 then yields: 

[EA(ArNO,)- EA(R:)] 
log kR = -a + constant 

2.3 RTI F 
(14-36) 
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Figure 14.9 Energetic considera- 0.5 
tions for the reduction of nitroben- 
zene to nitrosobenzene (Ar = C6HI) 
with HS- as electron donor at envi- 
ronmental ( "W)  stan$ard condi- 
tions. Note that ArG (W)= -nF 

dard free energy of reaction for the 
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We should emphasize that we expect Eq. 14-36 to hold only if the actual electron 
transfer is rate limiting. If other steps in the reaction sequence are partially or fully 
rate limiting (e.g., precursor formation, Fig. 14.8b), other factors have to be taken 
into account for evaluating and/or interpreting reduction rates (see below). 

Now we are in the position to rationalize the observations made in Fig. 14.7 by 
looking at the energetics of the reduction of nitrobenzene to nitrosobenzene by 
hydrogen sulfide in homogeneous aqueous solution (Fig. 14.9; Ar = C,H,): 

ArNO, + HS- + Hf ArNO + S(s) + H,O (14-37) 

In this case we assume that the actual electron transfer is rate limiting (Dunnivant et 
al., 1992). Hence, as is evident from Fig. 14.9, although the overall reaction is 
strongly exergonic (i.e., A,Go = -101 kJ.mo1-'), the transfer of the first electron is 
highly endergonic (i.e., A,G; = +154 kJ.mol), suggesting a large ATG: value. 
Consequently, nitrobenzene, as well as other nitroaromatic compounds (Dunnivant 
et al., 1992), reacts only very slowly with hydrogen sulfide under these conditions. 
Upon addition of natural organic matter to an H,S solution, reduced DOM 
constituents may be formed that exhibit more negative reduction potentials than HS' 
(see range of E$(W) values of DOM,,,,, couples, dashed line in Fig. 14.9). Such 
DOM species (e.g., hydroquinone and mercaptohydroquinone moieties; Dunnivant 
et al., 1992; Perlinger et al., 1996) may reduce NACs at a much faster rate (Fig. 
14.7). Because such species may be re-reduced continuously and at higher rates by 
the bulk reductant H,S, they may act as electron transfer mediators (Fig. 14.1). The 
rapid regeneration of these species yields a steady-state concentration of reduced 
DOM constituents, which explains the pseudo-first order kinetics observed for the 
disppearance of nitrobenzene (and of other NACs) shown in Fig. 14.7. 

For evaluating the reduction kinetics of NACs in a given natural system, the relative 
reaction rates of a series of NACs with known Ek(ArN0,) values can be used to 
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Figure ts of the relative 
(a-d) reaction rate constants [ k,,, = 
kR(R(NAC)/ k~(4-cl-NB)I and (e, fl 
competition coefficients (log Q,, 
Eq. 14-39) of 10 monosubstituted 
nitrobenzenes versus their one- 
electron reduction potentials (divi- 
ded by 0.059 V, see Eq. 14-36) for 
some laboratory batch and column 
systems. For abbreviations see 
Table 14.4; note that only the 
substituent is indicated. Data from 
Schwarzenbach et al. (1990); Dun- 
nivant et al. (1992); Heijman et al. 
(1995); Klausen et al. (1995); and 
Hofstetter et al. (1999). 
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probe whether the actual electron transfer is limiting. To this end, the rate constants 
observed for the reduction of the NACs can be analyzed using the LFER Eq. 14-36 
with EA(R:) = constant and 2.3 RTIF = 0.059 V at 25°C: 

(14-3 8) 

If in a given case, a significant correlation is found between log kR and EA (ArNO,), 
0.059V with a slone of close to 1 .O. it can be concluded that. for the series of NACs 
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Figure 14.11 Reduction of NACs 
in ferrogenic aquifer solid columns. 
Concentrations of 4-chloronitro- 
benzene (4-Cl-NB, 0)  and of its 
transformation product 4-chloro- 
aniline (4-Cl-An, 0) vary with po- 
sition (and time) in the column. 
Also indicated is the excellent 
mass balance (A). Adapted from 
Heijman et al. (1995). 
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(or any other compound class) considered, the actual transfer of the electron from 
the reductant to the compounds is rate determining (Eberson, 1987). If a much 
weaker dependency of log kR on Ek(ArN0,) (i.e., a slope of a a l), or no correlation 
at all is found, then other reaction steps and/or other processes are important, 
including, for example, precursor complex formation, the (slow) regeneration of 
reactive sites, and/or just plain mass transport (Scherer et al., 2001). 

The examples given in Fig. 14.10 illustrate these different cases. Figures 14.10~-d 
show plots of the logarithms of the relative reaction rate constants (relative to kR of 
4-chloro-nitrobenzene) of 10 monosubstituted nitrobenzenes (for abbreviations see 
Table 14.4) versus the EA(ArN0,)/0.059 V values (Eq. 14-36) ofthe compounds for 
some environmentally relevant systems. As can be seen, for the reaction with 
reduced mercaptojuglone (model for reduced DOM constituents under sulfate- 
reducing conditions, see structure in margin) formed by addition of H,S to juglone 
(Perlinger et al., 1996), as well as in the DOM/H2S system, a very strong correlation 
with a slope of close to 1.0 is found (Figs. 14.10a,b). This indicates that in both 
systems, the transfer of the electron is rate determining. Note that in these cases, lqe, 
represents the ratio of two pseudo-first order rate constants, and that very similar 
correlations were obtained for other NACs including TNT, ADNTs, and DANTs 
(Fig. 14.6) as well as dinitrobenzene isomers (Dunnivant et al., 1992; Hofstetter et 
al., 1999). 

A completely contrasting situation is shown in Fig. 14.10d. Here, krel represents the 
ratio of apparent zero-order rate constants determined for the reduction of the model 
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Figure 14.12 Reduction of 4-chlo- 
ronitrobenzene (4-Cl-NB) in aque- 
ous solution in the presence of 17 
m2 L-' magnetite and an initial 
concentration of 2.3 mM Fe(I1) at 
pH 7 and 25OC: plot of In ([4-C1- 
NB]/[4-CI-NB],) versus time (M). 

[4-CI-NBIo and [4-CI-NB] are the 
concentrations at time zero and t ,  
respectively. Adapted from Klaus- 
en et al. (1995). Note that experi- 
mental points deviate from pseudo- 
first-order behavior for long 
observation times. 4-Cl-NB was 
not reduced in suspensions of 
magnetite without Fe(I1) (v), or 
solutions of Fe(I1) without mag- 
netite ( A ) .  

NACs in a laboratory column system containing aquifer material from the banks of a 
river-groundwater infiltration site (Fig. 14.11). The columns were run under 
ferrogenic conditions. Note that zero-order kinetics suggests that the reactive sites 
were always saturated such as encountered in enzyme kinetics at saturation (Box 
12.2). In this system, all model compounds as well as other NACs including again 
TNT, ADNTs, and DANTs (data not shown, see Hofstetter et al., 1999) reacted at 
virtually the same rate. However, when present in mixtures, the compounds showed 
competition for the reactive sites. A competition quotient, Q, (competition with the 
reference compound 4-C1-NB present at about equal concentrations) was deter- 
mined for all model compounds: 

kR (NAC) 
kR (4 - C1- NB) 

Q, = (14-39) 

Hence, these Qc values are a quantitative measure for the relative affinities of the 
various NACs to the reactive sites. Figs. 14.10e andfshow plots of log Q, versus 
Ek(ArN0,)/0.059 V of the 10 monosubstituted benzenes. A virtually identical picture 
was obtained for the log Q, values derived from an aquifer solid column and from a 
column containing FeOOH-coated sand and a culture of the iron-reducing 
bacterium, Geobacter metallireducens (GS 15). Furthermore, a similar pattern (Fig. 
14.1 Oc) was found when correlating relative initial pseudo-first-order rate constants 
determined for NAC reduction by Fe(I1) species adsorbed to iron oxide surfaces 
(Fig. 14.12) or pseudo-first-order reaction constants for reaction with an iron porphy- 
rin (data not shown; see Schwarzenbach et al., 1990). Fig. 14.12 shows that Fe(I1) 
species adsorbed to iron oxide surfaces are very potent reductants, at least for NACs 
(t,,, of a few minutes in the experimental system considered). 

From all these observations and relative behaviors it can be concluded that 
formation of a precursor complex or regeneration of reactive sites is important in 
determining the overall rate of NAC reduction by surface-bound iron(I1) species. 
Therefore, in this reaction scenario, a much weaker correlation between log krel and 
Ek(ArNO,)IO.O59 V can be expected and is actually obtained (e.g., Fig. 14.104. In 
fact, the apparent correlation of the 3- and 4-substituted nitrobenzenes (slope = -0.5) 
may be due to a co-correlation between Ek(ArN0,) and the tendency of the 
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“surface-bound‘‘ 
Fe(ll) 

“surface-bound“ 
Fe( 111) 

co, 

Figure 14.13 General reaction 
scheme proposed by Heijman et al. 
(1995) for the reduction of NACs 
in aquifer columns under ferro- 
genic conditions. 

compounds to interact with an iron(I1) center. This can be rationalized by postulating 
an electron donor-acceptor (EDA) complex between the iron center and the NAC, 
similarly to the EDA complex thought to form between NACs and the siloxane 
surfaces of clay minerals (see Chapter 11). Considering the high reactivities of the 
NACs with iron oxide “surface-bound” Fe(I1) species (Fig. 14.12), the much slower 
and uniform reduction rates of the NACs in the columns can then be attributed to a 
(rate-determining) “slow” regeneration of “surface-bound” Fe(I1) by iron-reducing 
bacteria (Fig. 14.13). This biological step is, of course, the same for all compounds. 

These examples of NAC reduction clearly demonstrate that, in general, any a priori 
predictions of rates of redox reactions involving organic pollutants will be very 
difficult, particularly when we are dealing with heterogeneous systems (i.e., soils, 
sediments). However, the examples also show that by using a series of structurally 
closely related compounds as “reactive probes” for which the pertinent properties 
(e.g., the EA-values) are known, important information about the type and reactivity 
of the relevant reductants (or oxidants, see below and Chapter 16) present in a given 
system can be obtained. In fact, based on the relative reactivities of a series of NACs, 
reduced iron species were identified as predominant reductants in an anaerobic 
leachate-contaminated aquifer (Rugge et al., 1998). Finally, as illustrated by 
Illustrative Example 14.4, if a system can be “calibrated” by an LFER of the type Eq. 
14-36, predictions of relative and even absolute reaction rates of structurally related 
compounds may be feasible. 

Illustrative Example 14.5 Estimating Rates of Reduction of Nitroaromatic Compounds by DOM 
Components in the Presence of Hydrogen Sulfide 

Problem 

Simulating sulfate-reducing conditions, Dunnivant et al. (1 992) investigated the 
reduction of a series of monosubstituted nitrobenzenes in aqueous hydrogen sul- 
fide solutions containing DOM from various sources. They found that for a given 
H2S concentration and pH, the pseudo-first-order rate constants, kR (Fig. 14.7), 
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were linearly related to the total dissolved organic carbon (DOC) concentrations. 
Thus, for a given DOM, second-order rate constants: 

(1) 

could be derived for the various compounds. Interestingly, for a variety of DOMs 
from various sources (natural waters, dump sites), the kDoM values of a given 
compound were all in the same order of magnitude. Therefore, from these data, an 
LFER relating average kDoM values to the corresponding EA(ArN0,) values can 
be derived for given conditions (e.g., 5 mM H2S, pH 7, 25OC): 

kDoM = k R  / [DOC] 

log kDOM / [ h-' (mgC / L)-' ] = 1 .O Gt(hNO2) +4.0 
0.059 V 

Estimate the relative reactivity of TNT and 2,4-DA-6-NT (see Table 14.4 and Fig. 
14.6) under these conditions, as well as the half-lives (tlI2) of the two compounds 
at a DOC concentration of 10 mg C . L-'. 

Answer 

The relative reactivity of the two compounds is independent of the DOC 
concentration and is given by Eq. 2: 

1 .O [ EL (TNT)-Ek (2,4-DA-6-NT)]/0.059 V 
(3) 

 OM (TNT) = 10 
kDoM (2,4 - DA - 6 - NT) kre, = 

Note that in this system a difference of 59 mV in the EA(ArN0,) values of two 
compounds means that their relative reactivity differs by one order of magnitude. 
For the two compounds considered, the difference in their EA(ArN0,) values is 
(Table 14.4): 

Ei(TNT) - Ek (2,4 - DA - 6 - NT) = (-280) - (-505) = +225 mV 

Insertion of this value into Eq. 3 yields a kre, value of: 

k = 10(1.0)(225)/59 = 6.5 103 
re1 

Hence, TNT reacts about 4 orders of magnitude faster than its reduction product 
2,4-DA-6-NT. 

For calculating t,,,, insert EA(TNT) into Eq. 2. This yields a second-order rate con- 
stant: 

-0.280 
log kDoM (TNT) = 1 .O - + 4.0 = -0.75 

0.059 

or kDOM(TNT) = 0.18 h-' (mg C/L)-'. The t,,2 value of TNT is then given by: 

h = 0.39 h 
- (0.69) 
- 

In 2 
kDoM(TNT).[DOC] (0.18)(10) 

t,,,(TNT) = 

Hence, TNT reacts extremely rapidly in this system. In contrast, the half-life of 
2,4-DA-6-NT would be 106 days. 
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Reductive Dehalogenation Reactions of Polyhalogenated 
C,- and C,-Compounds 

Halogenated organic compounds, and in particular polychlorinated hydrocarbons, 
are among the most ubiquitous environmental pollutants. Under oxic conditions 
many of these compounds are quite persistent. This is especially true for highly 
halogenated compounds such as the polyhalogenated C, - and C,-compounds (Table 
2.4), and a variety of polyhalogenated aromatic compounds (e.g., polychlorinated 
benzenes, PCBs, PCDDs, see Figs. 2.14 and 2.15). However, under reducing 
conditions these compounds can undergo reductive dehalogenation; that is, one or 
even two halogens are lost from the molecule as a consequence of an electron 
transfer to the compound (see examples Eqs. 14-1 and 14-3). This type of reaction is 
of great interest from an ecotoxicological point of view as the products often exhibit 
very different toxicities. Such reactions are also important in environmental 
engineering, due to their potential applicability in the treatment of wastes as well as 
in remediation approaches to removing such compounds from contaminated soils 
and aquifers. 

From a thermodynamic point of view, reductive dehalogenations are feasible with 
most reductants present in anaerobic environments (Fig. 14.4, Table 14.3). In fact, 
some of the half reactions (e.g., reaction 1 in Table 14.3) have even more positive 
Ei(W) values than the half reactions involving oxygen. Hence, it is not too 
surprising that microorganisms have been found that grow on halogenated 
hydrocarbons as sole terminal electron acceptors (McCarty, 1997; Fetzner, 1998). In 
our discussion of abiotic dehalogenation reactions we will confine ourselves to 
polyhalogenated aliphatic and olefinic compounds for the following reasons. 
First, although thermodynamically feasible, abiotic reduction of polyhalogenated 
aromatic hydrocarbons is rather slow in natural systems. Most of the observed 
reductions of such compounds including chlorinated benzenes and PCBs can be 
attributed primarily to microbial processes (Chapter 17). Furthermore, in contrast to 
polyhalogenated aliphatic and olefinic hydrocarbons, halogenated aromatic com- 
pounds react very slowly with most zero-valent metals (e.g., iron, zinc) that are 
widely applied in reactive walls or barriers for remediation of contaminated ground- 
water (Tratnyek, 1996; Scherer et al., 2000). The reason is that dehalogenation 
of an aromatic system occurs most easily by initial hydrogenation (and not by 
direct electron transfer). In general, such hydrogenations can be achived only by 
enzymatic reactions (Chapter 17) or, in the case of engineered systems, by using 
hydrogen and an appropriate catalyst such as nickel or palladium (Schuth and 
Reinhard, 1998). Therefore, when considering only abiotic processes, reduction of 
polyhalogenated aromatic compounds is less important. 

Let us now turn to the reduction of polyhalogenated C,- and C,-compounds. First we 
note that many of these compounds react by several reaction pathways that may 
yield different intermediate and/or final products. Furthermore, the relative 
importance of the various pathways will, in general, depend in a rather complex way 
on a variety of environmental factors including the nature of the reductant, 
tem-perature, pH, and presence of dissolved or particulate chemical species. The 
reason is that the reactive intermediates formed by transfer of one or two electrons 
to a polyhalogenated C,- or C,-compound may undergo a variety of subsequent 
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Figure 14.14 Postulated reaction reactions. This is the reason why mass balances are often rather poor in studies in- 
pathways for the reduction of CC14 volving such compounds. consequently, predictions not only of reaction rates but 

also of the types and relative amounts of products formed in a given system are very and products detected in various 
different systems. 

difficult. The following two examples illustrate this point. 

Consider the reduction of polyhalogenated methanes. For example, several major 
pathways have been postulated for the reduction of tetrachloromethane in various 
systems (Fig. 14.14). As can be seen, there are three possible reactive intermediates 
[i.e., the trichloromethyl radical (‘CCL,), the trichloromethyl anion ( :CCl;), and 
dichlorocarbene (:CCl,)], which may further react to yield a variety of products. In 
systems that do not contain appreciable amounts of organic constituents that could 
react with dichlorocarbene (e.g., amino groups or electron-rich double bonds; see 
Buschmann et al., 1999), or that do not exhibit reduced sulfur species leading to the 
formation of CS, (Kriegmann-King and Reinhard, 1992; Lewis et al., 1996; Devlin 
and Muller, 1999), the major products commonly found are CHCl,, CO, and/or 
HCOO-. The relative amount of CHCl, found depends strongly on the type of 
reductant (two versus one electron transfer) and/or on other factors including pH 
and the presence of organic materials from which a hydrogen atom can be abstracted 
by the trichloromethane radical. Thus, yields of CHCl, of smaller than 10% to over 
90% may be found (for details see Kriegmann-King and Reinhard, 1994; Amonette 
et al., 2000; Butler and Hayes, 2000; Pecher et al., 2002). Note that CHC1, may be 
reduced further, though generally at slower rates than CCl, (see below). This 
example demonstrates the difficulty of predicting the product distribution from the 
reduction of polyhalogenated methanes. 

In our second example we consider the reduction of chlorinated ethenes including 
the prominent solvents tetrachloroethene (perchloroethylene, PCE) and trichloro- 
ethene (TCE). An overview of the hypothesized reaction sequence for reduction of 
these compounds by zero-valent iron (Fe(0) has been constructed (Fig. 14.15; 
Arnold and Roberts, 2000). Identical or very similar reaction schemes have been 
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compounds by Fe(0). Adapted 
from Arnold and Roberts (2000). 

Figure 14.15 Hypothesized reac- 
tion sequence for reduction of 
chlorinated ethenes and related 

H )+ / (ethylene) 

H ’. 

CI+ CI cl$ CI 
dichloroethyne 

(dichloroacetylene) TCE 

4 17 

/ 

14 

Abbreviations are PCE (tetrachlo- 
roethene), TCE (trichloroethene), 
and DCE (dichloroethene). 

<cI H 

H H  

ethane 

CI-H CI Hx; ;%; :;* 
trans-I ,2-DCE cis-I ,P-DCE 1 ,I-DCE 

chloroethyne 

(chloroacetylene) / 

chloroethene 
(vinyl chloride) 

1 

H’ ’H 
17/ ethene 

postulated for reduction of these compounds by other reductants including zero- 
valent zinc (Zn(0); Arnold and Roberts, 1998), and iron sulfide (FeS; Butler and 
Hayes, 1999), and by cob(I)alamin, which is involved in the enzymatic reduction of 
halogenated ethenes by a variety of anaerobic bacteria (Glod et al., 1997a and b). 
However, as we can imagine, depending on the relative rates of the various reactions 
(reactions 1 to 17 in Fig. 14.15) different reaction products may accumulate in 
different systems as reaction intermediates. For example, the reduction of TCE by 
Zn(0) (Arnold and Roberts, 1998) yielded about 50% trans- 1,2-DCE (reaction 3) ,  
20% cis-l,2-DCE (reaction 4), and about 30% chloroacetylene (reaction 6). This last 
product was further reduced very rapidly to acetylene (about 90%, reaction 14) and 
to vinyl chloride (about 1 O%, reaction 15). Note that the formation of vinyl chloride 
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is of particular concern because of the rather high toxicity of this compound. In 
contrast to the reaction with Zn(O), the reduction of TCE by cob(1)alamin led 
primarily to the formation of cis- 1,2-DCE (> 70%) and only about 5% to trans- 1,2- 
DCE and about 20 to 25% to the other products (Glod et al., 1997a). Finally, using a 
clean Fe(0) surface, Arnold and Roberts (2000) found that the major pathway 
(- 90%) for PCE and TCE reduction was &elimination (reactions 2 and 6 in Fig. 
14.15). These examples again demonstrate that prediction of the relative importance 
of various reaction pathways and thus prediction of product distribution of reductive 
dehalogenation reactions is a rather difficult task. 

When considering the kinetics of reductive dehalogenations, we should also point 
out that, compared to the already-complex situation encountered with NAC reduc- 
tion (see above), we have to cope with additional difficulties. First, a given halo- 
genated compound may react by different pathways that may be initiated by the 
transfer of one or two electrons. Second, since the overall reaction involves the 
breaking of one or even two carbon-halogen bonds, the reaction is irreversible, and 
therefore we cannot a priori assume that the free energy of reaction (Ar Go) is 
proportional to the free energy of the transition state (At GO). Thus, in many cases, 
one- or two-electron reduction potentials may not be the appropriate measures for 
derivation of LFERs. Similar problems hold for other molecular descriptors that try 
to quantify the tendency of a compound to acquire an electron and/or to describe the 
strength of the bond that has to be broken. Such descriptors include the energy of the 
lowest unoccupied molecular orbital (LUMO), the vertical (electron) attachment 
energy (VAE), and the bond dissociation enthalpy (Scherer et al., 1998; Perlinger et 
al., 2000, Burrow et al., 2000; Liu et al., 2000). An additional difficulty for poly- 
halogenated compounds is that the accuracy with which all these descriptors, and in 
particular bond dissociation enthalpies, can be measured or estimated is not that 
great. Finally, we should be aware that the bond dissociation enthalpy describes the 
strength of a given bond in the parent molecule and not in the anionic radical species 
that may be formed upon addition of an electron. Therefore, this parameter does not 
necessarily provide the pertinent information in all cases considered. 

In summary, the overall rate of reductive dehalogenation of a given compound in a 
given system may be determined by various rather complex steps, and may, 
therefore, be influenced by several compound properties. Furthermore, even within 
a series of structurally related compounds, the relative importance of the various 
steps may differ, thus rendering any quantitative structure reactivity relationships 
(QSARs) rather difficult. This also means that calibration of a given system with a 
small set of model compounds for estimating absolute reaction rates will be even 
more difficult as compared to the situation with NAC reduction (see above). 

Consequently, with the present knowledge of reductive dehalogenation reactions of 
C,- and C,-compounds, and considering the “quality” of the various molecular 
descriptors, only qualitative, or at most semiquantitative, predictions of the relative 
reactivities of a confined set of structurally related compounds in a given system are 
possible. Nevertheless, evaluation of such relative reactivities in different systems 
may provide important insights into such reactions, which will be demonstrated by 
the following two examples. These two examples will, however, also illustrate the 
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Figure 14.16 Comparison of the above-discussed intrinsic difficulties with which one has to cope with when trying to 
to “‘4) Of derive QSARs for reductive dehalogenation reactions, or, more generally, for any 

reduction of a series of polyhaloge- 
nated methanes by reduced iron redox reaction in natural systems. 
species versus rates with mercap- 

rates 

tojuglone (JUG, for structure see 
above). Plots of the logarithms of 
the relative reaction rates for (a) 
Fe(II)/goethite and (b) Fe(I1)porph 

In our first example we look at the relative reduction rates of polyhalogenated 
methanes in various systems. The decadic logarithms of the relative rates of 
reduction of a series of polyhalogenated methanes by Fe(I1) associated with goethite 

versus JUG. Data from Perlingeret (Fig. 14.16~) and by an iron(I1)porphyrin in aqueous solution (Fig. 14.f6b) are 
(2002). plotted versus the relative rates of reduction of the compounds by reduced 

mercaptojuglone (mimicking reduced DOM constituents in the presence of H,S; for 
structure see above). Qualitatively, we can see from these data that the more highly 
halogenated compounds tend to react faster than do the corresponding less halo- 
genated compounds. For example, the trihalomethanes generally react more slowly 
than the corresponding tetrahalomethanes. Note that in the three systems considered 
in Fig. 14.16, CBr, reacted much too fast to be measured, whereas the reaction of 
CHC1, was much too slow (Perlinger et al., 1998; Pecher et al., 2002). Similar 
observations have been made in other systems. For example, with zero-valent iron, 
CC1, reacts about two orders of magnitude faster than CHC1, (Scherer et al., 1998). 
A second important qualitative general conclusion that can be drawn is that 
brominated compounds react significantly faster than their chlorinated analogues 
(compare CBrC1, with CCl,). This can be rationalized as due to the lower bond 
strength of the C-Br versus C-C1 bond (Table 2.2). Similarly, we may expect that a 
carbon-iodine (C-I) bond will, in general, be cleaved more easily than a C-Br bond, 
but a C-F bond will be much harder to break. 

(1998) and Pecher et 

Despite the scatter in the data, we can see that the relative rates for the series of 
halogenated methanes considered are quite similar in the Fe(II)/goethite and the 
mercaptojuglone system. Both span a range of about four orders of magnitude. In 



Reaction Pathways and Kinetics of Redox Reactions 597 

Ni-electrode 

-or -0 -  - - - ,& 

h 

a, 
0 
C 

-1 6 -1 4 -1 2 -1 0 -8 -6 

E A t 0.059V 

Figure 14.17 Reduction of chlo- 
rinated ethenes (for structures see 
Fig. 14.15) at a nickel electrode and 
by two zero-valent metals [Fe(O), 
Zn(O)]. Decadic logarithms of the 
relative overall reduction rates 
plotted (a)  against EA/ 0.059 V 
(analogous to Eq. 14-38; Eb va- 
lues from Arnold and Roberts, 
1998), and (b) against the C-C1 
bond energy (DR.X) divided by 2.3 
RT (DR.X values from Perlinger et 
al., 2000). The absolute surface- 
normalized second-order rate con- 
stants for PCE are 3 x 1 0-3 L . m-* s-' 
(Ni-electrode at -1 .O V; Liu et al., 
2000), 6 x 1 0-7 L . m-' s-' (Fe(0); 
average value reported by Scherer 
et al., 1998), and 8 x L.rn-'s-' 
(Zn(0); Arnold and Roberts, 1998). 
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contrast, in the Fe(I1) porphyrin system, the range in reactivity is only two orders of 
magnitude (Fig. 14.16b). This suggests that different reaction steps are rate limiting 
and/or that the compounds react by a different mechanism in the case of the reaction 
with the iron porphyrin as compared to the other two reductants. In fact, an (outer- 
sphere) one-electron mechanism has been proposed for the iron porphyrin system 
(Perlinger et al., 1998), whereas both initial one- and two-electron transfers have 
been postulated for the mercaptojuglone (Perlinger et al., 1998) and for the Fe(II)/ 
goethite systems (Amonette et al., 2000; Pecher et al., 2002). 

In our second example we look at the reduction of chlorinated ethenes at a nickel 
electrode and at the surfaces of two zero-valent metals [Fe(O), Zn(O)]. To gain 
insight into the rate-limiting process(es) in these cases, we consider how the relative 
overall reduction rates (relative to PCE) of PCE, TCE, and the three DCE isomers 
(see Fig. 14.15 for structures) vary as a function of two common descriptors used in 
QSARs, the one-electron reduction potential ( E A ;  Fig. 14.17a) and the bond 
dissociation energy (DR.X; Fig. 14.17b). In all these systems, the reduction rates were 
found to be significantly slower than diffusion of the compounds to the respective 
surfaces. Therefore, the large differences in the relative reactivities of the com- 
pounds between the systems reflect differences in the actual reaction at the metal 
surface. 

Inspection of Fig. 14.17 reveals that at the nickel electrode, all compounds react at 
about the same rate, although they exhibit very different EA and DR-X values. Recall 
that 0.059 V or 5.7 kJ.mo1-' (2.3 RT) difference means one order of magnitude 
difference in reactivity if the slope of the corresponding LFER (see Eqs. 14-33 to 14- 
38) is 1 .O. Similarly, a rather narrow range in reactivity is found for the reaction with 
Fe(O), which is reflected in the very small slopes of +0.17 and -0.20 of the lines 
fitted to the points (Figs. 14.17~1 and b). Hence, in these two systems, the actual 
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dissociative electron transfer does not seem to be the most important step in deter- 
mining the overall reaction rate. As discussed above, other steps such as precursor 
complex formation and/or regeneration of reactive sites could also be rate limiting 
and would explain such a behavior, In fact, Klausen et al. (1995) postulated that 
precursor complex formation and regeneration of reactive sites were determinant 
factors in the reduction of NACs in various iron(II)/iron oxide systems. This is also 
a likely explanation of the very narrow range in reactivity found for the reduction of 
a series of polychlorinated ethanes and ethenes by iron sulfide (slopes of +0.14 and 
-0.20 in the “LFERs” using EA and DR-x as descriptors; for details see Butler and 
Hayes, 2000). 

Yet another possibility for the poor correlations of the reaction rates with EA or DR-x in 
the iron(0) and nickel(0) systems, is the presence of alternative reaction mecha- 
nisms. Using a clean Fe(0) surface, Arnold and Roberts (2000) found that for 
dihaloelimination of PCE (reaction 2 in Fig. 14.15), TCE (reaction 6) ,  and the three 
DCEs (reactions 8, 10, and l l ) ,  the reaction rates increased significantly with de- 
creasing number of halogens, (i.e., PCE << TCE < DCEs). They postulated the for- 
mation of a di-a-bonded intermediate at the iron surface (followed by a hydride 
transfer and/or abstraction of a sorbed hydrogen atom), which would favor the less 
halogenated ethenes. Hence, depending on the relative importance of this reaction 
pathway, the observed overall reaction rate at a given metal(0) surface may be quite 
insensitive to differences in EA or DR-x. 

In contrast to the iron and nickel systems, greater slopes (ie.,  +0.56 and -0.67, re- 
spectively) are obtained for the corresponding LFERs for the reaction with Zn(0) 
(Fig. 14.17). This dependency indicates that the actual electron transfer is important 
in determining the overall rate of reduction. Similar results were also found for the 
reaction of polyhalogenated methanes and ethanes by the iron(I1) porphyrin and by 
the mercaptojuglone discussed above. Although the uncertainty in the D,, values 
used is probably rather large, the slopes of -0.46 (Fe(0)porph) and -0.82 (JUG) 
reported by Perlinger et al. (2000) for the respective LFERs are consistent with the 
conclusions drawn above (Fig. 14.16) for these systems. 

Oxidation Reactions 

When we think about oxidation of organic pollutants in the environment, we imme- 
diately wonder about the importance of dioxygen in such reactions. From our daily 
experience, we know that most organic compounds (fortunately) do not react 
spontaneously at significant rates with molecular oxygen, although the overall 
reactions would, in general, be exergonic. Hence, the reason for the inertness of 
many organic pollutants with respect to molecular oxygen (i.e., not activated by 
photolytic or biological processes) must be a kinetic one. Indeed, the standard 
reduction potential for transferring one electron to molecular oxygen yielding 
superoxide [pKa(02H) = 4.88; Ilan et al., 19871: 

02(1 M ) + e - +  03-(1 M); E;(W)=-O.l6V ( 14-40) 

shows that in aqueous solutions at pH 7, molecular oxygen is only a very weak 
oxidant (much as H2S is a weak reductant with respect to the transfer of the first 
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Figure 14.18 Some simple pro- 
ducts and postulated mechanisms 
for oxidative coupling of phenol. 
The subscripts “0” and “p” are used 
to denote ortho- and para-position, 

O,C,-coupling C,,C,-coupling C,,C,-coupling 

\ /  \ /  / /  HO-OH / /  \ /  

HO 

2-phenoxy-phenol biphenyl-2,2‘-diol biphenyl-4,4‘-diol 
(2,2‘-dihydroxybiphenyl) (4,4’-dihydroxybiphenyl) 

1-2H+ - 2 e -  

O,C,-coupling C,,C,-coupling 
OH 

4-phenoxy-phenol biphenyI-Z$-diol bicyclohexylidene-2,5,2’,5’. 
(2,4‘-dihydroxybiphenyl) tetraene-4,4‘-dione 

respectively. Note that many more 
products can be formed particularly 
from substituted phenols (see, e.g., 
Dec and Bollag, 1994; Yu et al., 
1994). 

electron; see Fig. 14.4). Consequently, only compounds that easily “lose” an elec- 
tron will react with molecular oxygen at significant rates. Example of such com- 
pounds include certain phenols (ArOH) and anilines (ArNH2), especially those that 
are substituted with electron-donating groups (e.g., antioxidants; see Figs. 2.15 and 
2.1 8), and mercaptans (R-SH, Ar-SH; see Fig. 2.20). The same type of compounds 
may also react with manganese (III/IV) oxides (Stone, 1987; Ulrich and Stone, 1989; 
Laha and Luthy, 1990; Klausen et al. 1997), and possibly with iron(III)(hydr)oxides, 
which are the most abundant solid oxidants present in the environment. Further- 
more, chelating agents including, for example, phosphonates may be oxidized by 
molecular oxygen in the presence of manganese (Nowack and Stone, 2000). Finally, 
at hazardous waste sites, industrially used oxidizing agents may be involved in the 
oxidation of organic compounds. An important example is Cr(VI), which can occur 
as highly soluble and highly toxic chromate anion ( HCrO, or CrOi- , pKa2 = 6.49). 
Chromate has been shown to oxidize alkyl- and alkoxy-substituted phenols at 
appreciable rates, particularly at low pH (Elovitz and Fish, 1994 and 1995). 

Let us first have a short look at some reaction pathways, and then make a few com- 
ments on the kinetics of such oxidation processes. As mentioned above, phenols and 
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N,N-coupling N,C,-coupling C,,C,-coupling 

hydrazobenzene N-phenyl-1 ,Cphenylenediamine, benzidine 
N-(4-arninophenyl)-aniline 

/ - 2 H +  - 2 e- - 2 e- - 2 e- 
1 - 2 H +  !2H+ 

diphenyl-diazene N-phenyl-[l,4]benzoquinone-imine bicyclohexylidene-2,5,2‘,5’- 
azobenzene tetraene-4,4-diylidenediamine 

Figure 14.19 Some simple pro- 
ducts and postulated mechanisms 
for oxidative coupling of aniline 
(adapted from Laha and Luthy, 
1990). The subscripts “0” and “p” 
are used to denote ortho- andpara- 
position, respectively. Note that 
many more products can be formed 
particularly from substituted ani- 
lines (see, e.g., Dec and Bollag, 
1995). 

aromatic amines (e.g., anilines) exhibiting electron-donating substituents including 
alkyl- and alkoxy-groups are particularly susceptible to chemical oxidation. In both 
cases the initial reaction leads to the formation of a radical that may be stabilized by 
delocalization in the ring. These radicals may then undergo a whole suite of reac- 
tions leading to a variety of different products (Figs. 14.18 and 14.19). In addition, 
such radicals may react with natural organic matter components and may polymer- 
ize, thus forming so-called “bound residues.” Note that such processes, often re- 
ferred to as “oxidative coupling” reactions, may be initiated by abiotic oxidants such 
as MnO, and by (extracellular) oxidoreductive enzymes (e.g., Hatcher et al., 1993; 
Dec and Bollag, 1994 and 1995; Burgos et al., 1996). We should, however, also note 
that covalent binding of aromatic amines to natural organic matter may also occur by 
other types of reactions including nucleophilic addition to carbonyl moieties present 
(Weber et al., 1996; Thorn et al, 1996). 

With respect to the kinetics of oxidation reactions, the same comments as made in 
Section 14.2 are, of course, valid. To illustrate, we consider the oxidation of 
substituted phenols and anilines by MnOz and of substituted phenols by HCrO;. By 
analogy to the type of LFER used to evaluate NAC reduction (Eq. 14-38), we can 
relate oxidation reaction rates to the one-electron standard oxidation potentials of 
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Figure 14.20 Plot of the decadic 
logarithms of the relative initial 
pseudo-first-order rate constants 
(relative to 4-C1-aniline) versus E,,2 
(ArX')/0.059 V for the oxidation of 
a series of mono-substituted ani- 
lines by MnOz at pH 6.4. Data f?om 
Klausen et al. (1997). 
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the compounds, E;,,,(ArXH; X = 0, NH): 

+ b' 
@ E;,, ,(Arm log k,  = a 

0.059 V 
(14-41) 

Note that EA,,, (ArXH) is equivalent to the negative value of the standard reduction 
potential of the half reaction: 

Arx' + e- + H+ C ArXH ; EL (Arx') ( 14-42) 

That is, (ArXH) = -EL (ArX). For this type of reaction, EA (ArX) is positive. 
Hence, the more positive this value, the more difficult it is to oxidize the compound. 
For many phenols and anilines, polarographic half-wave potentials, E1,,(ArX), 
determined at pH values where the compound is present in its neutral form, are 
available. These values should reasonably parallel the oxidation potentials of the 
compounds, and therefore can also be used to relate oxidation rate constants: 

+b 4 2  ( ArX') log k, = -a 
0.059 V 

(14-43) 

As an example, we consider the oxidation of a series of monosubstituted anilines by 
MnO, in batch systems. In this case, quite a good correlation between log kR 
(expressed relative to kR of 4-chloroaniline) and E,,,(Arx') is obtained (Fig. 14.20). 
The slope of -0.54 indicates that, similar to what we have postulated for the 
reduction of NACs by surface-bound Fe(I1) (see Fig. 14.104, the overall reaction 
rate is determined not solely by the actual electron transfer but also by other steps 
such as precursor complex formation. Comparable results (slopes of between -0.5 
and -0.6) were obtained for the reaction of MnO, at pH 4 with a series of substituted 
anilines (Laha and Luthy, 1990), and with a series of substituted phenols at pH 4.4 
(Stone, 1987). In all these cases, only initial pseudo-first-order rate constants 
determined with "clean" MnO, were considered. In the presence of solutes such as 
Mn2+ that may adsorb to the oxide surface, much slower reaction rates and much 
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0 
I1 

I1 
0 

(ix) H,C-S-CH, - H,C-S-CH, 

(X) 2 CH3 - SH -+ CH3- S - S - CH3 

Q 14.3 

Fumigants (volatile pesticides) are used in large quantities in warm regions to con- 
trol soil-borne pests. Wang et al. (2000) studied the transformation of various h i -  
gants including propargyl bromide (PBr; CH = C - CH,Br) and chloropicrin (PC, for 
structure see below) in aqueous solution containing the fertilizer ammonium thio- 
sulfate (ATS). At 1 mM ATS and 2OoC the half-lives of PBr and PC were 34 h and 
114 h, respectively, as compared to 3 100 h and 2000 h in pure water. A mass balance 
showed that in the case of PBr, one thiosulfate was consumed and one Br- was pro- 
duced per PBr transformed, which is consistent with an SN2 reaction (see Section 
13.2). In the case of PC, however, four thiosulfates were consumed and two C1- were 
liberated per PC transformed: 

CCl,-NO, + 4 S,Oi- + ? 4 ? + 2 C1- + ? 

chloropicrin thiosulfate 

thiosulfate 

Since no product analyses were carried out, the authors did not speculate on the type 
of reaction occurring. Can you help them? Try to complete the above reaction 
equation. Hint: See reactions (iv) and (x) in Q 14.2. 

Q 14.4 

Explain in words how the standard reduction potential of a half reaction is defined. 
What are the most common standard conditions used for defining reduction 
potentials in environmental chemistry? 

Q 14.5 

What does the Nernst equation describe? 

Q 14.6 

What is the difference between the standard reduction potentials of the following 
two half reactions (i) and (ii)? 
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(i) 

(ii) 

ArNO, + 6 e- + 6 H+ C ArNH, + 2 H20 

1/6 &NO2 + e- + H+ C 1/6 ArNH, + 1/3 H,O 

Q 14.7 

Calculate the standard reduction potential under environmental (“W’) conditions of 
reaction (ix) in Q 14.2 (CH3 - SO2 - CH3 / CH3- S - CH3) using the data given in 
Table 14.3. 

Q 14.8 

Which of the following reactions is thermodynamically feasible under “environ- 
mental” standard conditions (“W’ conditions)? Do not make any calculations! 

(i) The reduction of nitrobenzene to aniline by hydrogen sulfide assuming that ele- 
mental sulfur (S(s)) is formed. 

(ii) The oxidation of dimethylsulfide (CH3-S-CH,) to dimethylsulfoxide 
(CH3-SO-CH,) by goethite (FeOOH(s)) assuming that siderite (FeCO,(s)) is 
formed. 

(iii) The oxidation of aniline to azobenzene (reverse reaction 12 in Table 14.3) by 
manganese oxide (MnO,(s)) assuming that manganese carbonate (MnCO,(s)) is 
formed. 

Q 14.9 

What factors determine the overall rate of oxidation or reduction of a given organic 
compound in a given environmental system? 

Q 14.10 

What is an electron transfer mediator? Give some examples of environmentally 
relevant species that may act as such mediators. 

Q 14.11 

What are common molecular descriptors used to correlate rates of oxidative or 
reductive transformations of structurally related compounds? 

Q 14.12 

Why is it so difficult to derive generally applicable quantitative structure-reactivity 
relationships (QSARs) for redox reactions involving organic compounds? What is 
particularly problematic when dealing with reductive dehalogenation reactions? 

Q 14.13 

Agrawal and Tratnyek (1 996) have investigated the reduction of a series of NACs 
spanning a wide range of EA(ArN0,) values by zero-valent iron metal grains in 
batch reactors. The observed reduction kinetics were first order, and virtually 
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identical first-order rate constants were obtained for all NACs investigated. Further- 
more, the reduction rates increased with increasing mixing rates. Try to give an ex- 
planation for these findings. 

Problems 

P 14.1 Calculating Standard Reduction Potentials E i  and E i  (W) From Free 

Calculate the E i  and Ei(W) values for the half reactions of the following redox 
couples in aqueous solution at 25°C using the A,@ values given. Find any required 
additional information in Appendix C. 

Energies of Formation 

(a) SO:-/HS- 

ArGsooi. (aq) = -744.6 kJ. mol-l 

ArG,?,o(!) = -237.2 kJ. mol-' 

; ArGis. (aq) = +12.05 kJ . mol-I 

DCB CB 

A,G&,(g) = +82.7 kJ mol-l 

A fG& (aq) = -1 3 1.3 kJ . mol-I 

; A,G&(g) = +99.2 kJ . mol-' 

Compare the result with the values given for dechlorination of other chlorobenzenes 
in Table 14.3. Comments? 

H\ 7 
,c= c 

\ \ 
CI CI CI CI 

TCE cis - DCE 

(c> 

A,GRE(!) = +14.1 kJ.mol-I ; A,GLE(P) = +21.44 kJ.mol-I 

(aq) = -13 1.3 kJ . mol-I 

Compare the result with the EG values of the PCE/TCE couple in Table 14.3. Com- 
ments? 

P 14.2 Some Additional Questions Concerning the Bioremediation of Contami- 

You are involved in the remediation of an aquifer that has been contaminated with 2- 
methylnaphthalene. Similar to the toluene case discussed in Illustrative Example 
14.2, the aquifer is flushed with air-saturated water that is pumped into the ground at 
one place and withdrawn nearby. Calculate how much water is at least required to 
supply sufficient oxygen for the microbial mineralization of 1 kg of 2-methyl- 
naphthalene assuming that the water contains 10 mg 02. L-'. 

nated Aquvers 
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/ /  

2-methylnaphthalene 
Mi = 142.2 g . mob1 

P 14.3 What Redox Zones Can Be Expected in This Laboratory Aquifer 

You work in a research laboratory and your job is to investigate the microbial degra- 
dation of organic pollutants in laboratory aquifer column systems. You supply a col- 
umn continuously with a synthetic groundwater containing 0.3 mM O,, 0.5 mM 
NO;, 0.5 mM SOP, and 1 mM HCO; , as well as 0.1 mM benzoic acid butyl ester, 
which is easily mineralized to C02 and H20. The temperature is 20°C and the pH is 
7.3 (well buffered). Would you expect sulfate reduction or even methanogenesis to 
occur in this column? Establish an electron balance to answer this question. 

Column? 

benzoic acid butyl ester 
(butyl benzoate) 

Mi= 178.2g .moV 

P 14.4 Calculating Reduction Potentials of Half Reactions at Various Condi- 

Calculate the half reaction reduction potentials of the following redox couples 
in aqueous solution at 25°C under the conditions indicated using (i) E i  and/or 
(ii) Ei(W) as starting point (see Tables 14.2 and 14.3). Compare the calculated EH 
values with the corresponding E i  (W) values. 

tions of pH and Solution Composition 

(a)MnO,(s)/ MnCO,(s),pH 8.5, {HCO;) = 10" 

(b) Nitrobenzene (ArNO,) / aniline (ArNH,), pH 9.0, {ArNH,} /{ArNO,) = lo5 

P 14.5 Are These Two Redox Reactions Thermodynamically Favorable? 

Somebody claims that the two redox reactions (a) and (b) involving organic com- 
pounds are thermodynamically favorable at 25°C in aqueous solution under the indi- 
cated conditions. Is this correct? Calculate the A,G values of the reactions. Use the 
information below and summarized in Tables 14.2 and 14.3 to answer this question. 

(a) The oxidation of hydroquinone (HQ) to benzoquinone (BQ) [reverse of reaction 
10 in Table 14.31 by Fe3+(aq) in the presence of Fe2+(aq) under the following 
conditions: 
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{Fe3+(aq)} = {Fe2+(aq)} = lo-, ; Ei(Fe3+(aq) /Fe2+(aq)) = 0.77 V, 

pH 2 [assume that at this pH, Fe3+ and Fe2+ are present solely as aquo ions (aq). J 

{HQ} = 10-7, {BQ} = 10-~ 

What would be the {HQ) / {BQ} ratio at equilibrium? Comment on any assump- 
tions you made. 

(b) The reduction of dimethylsulfone (DMSF) to dimethylsulfoxide (DMSO) 
(reaction 13 in Table 14.3) in a 10 mM H2Stot solution at pH 8, {DMSF} = lo", and 
{DMSO} = lo-'. Assume that H2S is oxidized to elemental sulfur. 

P 14.6 Evaluating the Effect of Substituents on the One-Electron Reduction 

Inspection of Table 14.4 reveals that the type and position of substituents have a 
significant impact on the one-electron reduction potential, EL (&NO2), of NACs. 
Try to answer the following questions by considering electronic and/or steric effects 
(see also Chapter 8). NB = nitrobenzene. 

Potentials of Nitroaromatic Compounds 

(a) Why does EA (&NO2) increase (become less negative) in the sequence 4-NH2-NB 
< 4-CH3-NB < NB < 4-C1-NB < 4 Ac-NB < 4-NO,-NB? 

(b) Why has 3-CI-NB a less negative EL (ArNO,) value than 4-Cl-NB, whereas the 
opposite is true for 3-Ac-NB versus 4-Ac-NB and 3-N02-NB (1,3-DNB) versus 
4-NOz-NB (1,4-DNB)? 

(c) In many cases, ortho-substituted NACs have a more negative EA (ArNO,) value 
as compared to the para-substituted isomers (e.g., 2-CH3-NB < 4-CH3-NB; 2-Cl-NB 
< 4-Cl-NB, 2-Ac-NB < 4-Ac-NB, 1,2-DNB < 1,4-DNB). What could be the major 
reason for these findings? 

(d) Rank the three substituted nitronaphthalenes shown below (1-111) in the order of 
increasing EL (ArN02) values. Comment on your choice. 

& / /  "'"-4 
0 

0 

P 14.7 Evaluating Relative Reduction Rates in an Anaerobic Sediment 

Jafvert and Wolfe (1 987) studied the rate of disappearance of a series of halogenated 
ethanes in an anaerobic sediment-water slurry. They found the following initial 
pseudo-first-order rate constants, kobs, for the various compounds: 
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kobs a 

Compound Name Structure (s-') 

1,2-Dichloroethane CH,Cl-CH,Cl (( 2 10-7 

1,2-Dibromoethane CH,Br-CH,Br 3.5 x 10" 

1,1,2,2-Tetrachloroethane CHCI,-CHCl, 1.2 x lo4 

1,2-Diiodoethane CHZI-CH,I 4.8 x lo4 

Hexachloroethane CCl,-CCl, 3.2 x lo4 

' Sediment-to-water ratio = 0.075 (r& pH 6.5, apparent E, value = -0.14 V. 

Try to explain qualitatively the observed differences in reactivity. Are there com- 
pounds in this table for which other reactions than reductive dehalogenation may be 
important under these conditions? If yes, which ones, and what kind of reaction do 
they undergo? 

P 14.8 What Are the Pathways of the Reduction of I,l,I-Trichloroethane by 

Information concerning the pathways and products of reactions of polyhalogenated 
solvents with zero-valent metals may be critical to the success of in situ treatment 
techniques. Fennelly and Roberts (1998) have investigated the reduction of I , l , l-  
trichloroethane (1,l , I-TCA) by Fe(0) and Zn(0) and by two bimetallic (nickel/iron 
and copper/iron) reductants. The following products were detected at measurable 
concentrations as intermediates and/or final products: 

Zero- Valent Metals and Bimetallic Reductants? 

H\ P 
c= c 
/ \  

CH, CH, 

ethene ethane 1, l  dchloro- 2-butyne cis-2-butene 

CH, CH, CH, - CH, CH,-CHCI, CH, - C=C- CH, 

ethane 
(1 ,I-DCA) 

Not observed were chloroethane (CH,-CH,Cl) and vinyl chloride (CH,=CHCl). An 
interesting finding was that 1,l-DCA reacted much too slowly to represent an 
intermediate in the formation of ethane. The authors postulated a scheme involving 
successive one- or two-electron reduction steps to form radicals and carbenes to 
explain the absence of other observable intermediates, as well as the formation of 
products originating from radical or possibly from carbene coupling. Try to 
construct such a hypothesized reaction scheme yourself. 

P 14.9 Evaluating and Estimating the Rates of Oxidation of Phenolic 
Compounds by Chromium(V7) in Homogeneous Aqueous Solution 

Many chromate-contaminated sites have high concentrations of Cr(V1) (up to 
0.2 M!) and low pH localized within one or more plume areas. Elovitz and Fish 
(1 994 and 1995) have investigated the oxidation kinetics of a series of substituted 
phenols (ArOH) by Cr(V1) present primarily as HCrO; at the conditions prevailing 
in these experiments. At a fixed pH, the reaction rate could be described by an 
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empirical pseudo-second-order rate law: 

Note that kAdH is a rather complex function of pH, and decreases by several orders of 
magnitude between pH 2 and 7 (for details see Elovitz and Fish, 1995). For a series 
of substituted phenols, the kArNO2values determined at pH 2 are given in the table 
below together with the El12 values of the compounds. Note that the El12 values are 
expressed relative to the standard calomel electrode (SCE); that is, they are lower by 
-0.24 V values reported relative to the SHE. Also given is a plot of log kA&H versus 
E,,/0.059 V, which shows that, when including all compounds into one LFER of the 
type Eq. 14-43, there is scatter in the data. 

(a) Try to find an explanation for the scatter observed. Are there subsets of 
compounds that should yield a much better LFER? Which ones? 

(b) Estimate the kArNo2values of 3,5-dimethoxyphenol = 0.60 V) and 3-chloro- 
phenol (EII2 = 0.74 V) using (i) the LFER established for all compounds (see figure 
legend), and (ii) the LFER that you have derived from an “intelligently” chosen 
subset of the compounds. Compare and discuss the results. 

(c) Calculate the half-life of 3,5-dimethoxyphenol in a 1 mM chromate solution at 
pH 2. What chromate concentration would be required to oxidize 4-nitrophenol = 

0.92 V) in aqueous solution at pH 2 with a half-life of less than one month? 
Comment on the result. 

3 2  kArOH a El,: 

Compound (M-* s-I) (V vs SCE) 

1 

2 

3 
4 
5 
6 
7 

8 
9 

10 

11 
12 

H (phenol) 
4-methyl 

2,4-dimethyl 
3,4-dimethyl 
2,6-dimethyl 
2,4,6-trimethyl 
4-methoxy 
2,6-dimethoxy 
3,4-dimethoxy 
2-methoxy -4-aldehyde 
2-methoxy-4-methyl 
4 - c h 1 or o 

2.6x 10-5 
1.2 10-3 

9.4x 10-3 
2.8 10-3 
1 . 2 ~  10-3 
5.3 10-3 
2.2 x lo-’ 

4.4x lo-’ 

3.7 x loo 

1.1 x 10“ 
3.8 x lo-’ 

2.3 x lo-’ 

0.63 
0.54 
0.46 

0.5 1 
0.43 
0.39 
0.41 
0.32 
0.35 
0.60 

0.37 
0.65 

‘ Data from Elovitz and Fish (1994). Data fiom Suatoni et al., 1961 
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Plot of log kArOH versus El,* / 0.059 
V for the compounds listed in the 
table. The linear regression (Eq. 
14-43) including all data points 
(dotted line) yields: log kArOH = 

-0.83 (El,* / 0.059V) + 4.4, (R2 = 
0.92). 

I 

-6 ' I 
I I I I I 

5 6 7 8 9 1 0 1 1 .  

E1/2(V) / 0.059V 
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Introduction 

So far, we discussed chemical reactions in which the reacting molecules were in 
their so-called electronic ground state. We termed these reactions chemical reac- 
tions, mainly because temperature had a significant effect on reaction rates. We 
might recall that heat has primarily an impact on the translational, rotational, and 
vibrational energy of an organic molecule, but that a (small) change in temperature 
leaves the electronic ground state of the molecule essentially unchanged. In Chapter 
2 we classified in a very simplified manner the electronic ground state of a molecule 
by assigning the valence electrons of the various atoms to three categories, that is, 
part of a o-bond, a n-bond (or a delocalized n-bond system), or a nonbonding elec- 
tron localized on an atom, usually a heteroatom. In the ground state, one commonly 
assigns the electrons that are engaged in chemical bonds to bonding orbitals (i.e., o- 
or n-orbitals), whereas the electrons localized on an atom are said to occupy so- 
called nonbonding orbitals (i.e., n-orbitals). If a molecule is now exposed to ultravi- 
olet (uv) or visible (vis) light (of interest to us is the wavelength range of solar radi- 
ation that may promote phototransformations of organic pollutants at the earth 
surface, i.e., 290-600 nm, see Section 15.3), electrons may get promoted from bond- 
ing or nonbonding orbitals to so-called antibonding orbitals (i.e., c+- or *-orbit- 
als). The molecule is then said to be in an excited state, that is, it has become a much 
more reactive species as compared to the reactivity it exhibits in the electronic 
ground state. As we will see in Section 15.2, an excited species may undergo a vari- 
ety of processes. 

In this chapter we consider the case in which a given organic pollutant absorbs light 
and, as a consequence of that light absorption, undergoes transformation. This pro- 
cess is commonly referred to as direct photolysis. In Chapter 16, we will address 
those cases in which organic chemicals are transformed by energy transfer from 
another excited species (e.g., components of natural organic matter), or by reaction 
with very reactive, short-lived species formed in the presence of light ( e g ,  hydroxyl 
radicals, singlet oxygen, ozone, peroxy radicals, etc.). These processes are usually 
summarized by the term indirect photolysis. In both direct and indirect photolysis 
our discussion will present the concepts used to quantify these processes, rather than 
trying to evaluate reaction pathways and transformation products. Furthermore, our 
treatment of direct photolysis will focus primarily on reactions in aqueous solution 
because in the gas phase, this process presently cannot be quantified due to the lack 
of the pertinent parameters. The discussion of indirect photolysis will, however, en- 
compass both water and air, because, particularly the reaction with hydroxyl radicals 
is strongly determining the residence time of many organic pollutants in the tropo- 
sphere. Before we can begin to treat direct and indirect photolysis, we need to review 
a few basic principles of photochemistry. 
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Some Basic Principles of Photochemistry 

Light Absorption by Chemical Species: Molar Extinction Coefficients 

To picture the process of light absorption by a chemical species, we recall that we 
may look upon light as having both wave- and particle-like properties (see, e.g., 
Turro, 1978; Finlayson-Pitts and Pitts, 1986). As a wave, we consider light to be a 
combination of oscillating electric and magnetic fields perpendicular to each other 
and to the direction of propagation of the wave. The distance between two consecu- 
tive maxima is the wavelength A, which is inversely proportional to the frequency v 
commonly expressed by the number of cycles passing a fixed point in 1 sec: 

C 

V 
a = -  (15-1) 

where c is the speed of light in a vacuum, 3.0 x 10' m .s-'. 

A more particle-oriented consideration of light shows that light is quantized and is 
emitted, transmitted, and absorbed in discrete units, so-called photons or quanta. 
The energy E of a photon or quantum (the unit of light on a molecular level) is given 
by: 

(1 5-2) C 
E =  hv = h- 

A. 

where h is the Planck constant, 6.63 x J.s.  Note that the energy of a photon is 
dependent on its wavelength. On a molar basis the unit of light is commonly called 
an einstein, although the IUPAC has decided to discard this term. Hence, 1 einstein 
is the equivalent to 6.02 x (= I mol) photons or quanta. The energy of light of 
wavelength a (nm) is: 

(1 5-3) c 1 . 1 9 6 ~ 1 0 ~  
A kJ . einstein-' 

A. 
E = 6.02 x -h-= 

It is instructive to compare the light energies at different wavelengths with bond 
energies typically encountered in organic molecules. Table 15.1 shows that the ener- 
gy of uv and visible light is of the same order of magnitude as that of covalent bonds. 
Thus, in principle, such bonds could be cleaved as a consequence of light absorp- 
tion. Whether reactions take place depends on the probability with which a given 
compound absorbs light of a given wavelength, and on the probability that the excit- 
ed species undergoes a particular reaction. 

When a photon passes close to a molecule, there is an interaction between the elec- 
tromagnetic field associated with the molecule and that associated with the radia- 
tion. If, and only if, the radiation is absorbed by the molecule as a result of this 
interaction, can the radiation be effective in producing photochemical changes 
(Grotthus-Draper law, see, e.g., Finlayson-Pitts and Pitts, 1986). Therefore, the first 
thing we need to be concerned about is the probability with which a given compound 
absorbs uv and visible light. This information is contained in the compounds uvhis 
absorption spectrum, which is often readily available or can be easily measured with 
a spectrophotometer. 



Some Basic Principles of Photochemistry 615 

Table 15.1 Typical Energies for Some 
Single Bonds and the Approximate 
Wavelengths of Light Corresponding to 
This Energy ' 

~~ 

Bond Energy Wavelength 
E b  a 

Bond (kJ.mol-l) (nm) 

0-H 
H-H 
C-H 
N-H 
c-0 
c-c 
c-Cl 
Cl-cl 
Br-Br 
0-0 

465 
436 
415 
390 
360 
348 
339 
243 
193 
146 

257 
274 
288 
307 
332 
344 
353 
492 
620 
820 

'Compare Eq. 15-3. Values from Table 2.2 

Let us consider the absorption of light by a solution of a given chemical in particle- 
free water contained in a transparent vessel, for example, in a quartz cuvette. The 
quantitative description of light absorption by such a system is based on two empir- 
ical laws. The first law, Lambert's law, states that the fraction of radiation absorbed 
by the system is independent of the intensity of that radiation. Note that this law is 
not valid when very high intensities of radiation are employed (e.g., when using 
lasers). The second law, Beer's law, states that the amount of radiation absorbed by 
the system is proportional to the number of molecules absorbing the radiation. 
Beer's law is valid as long as there are no significant interactions (e.g., associations) 
between the molecules. From these two laws, the well-known Beer-Lambert law is 
obtained that relates the light intensity, I(A), emerging from the solution to the inci- 
dent light intensity, lo@) (e. g., in einstein.cm-2 s-'): 

(1 5-4) 

(1 5-5) 

where Ci is the concentration of the compound i of interest in moles per liter (M),1 
is the path length of the light in the solution commonly expressed in centimeters, 
a(A) is the decadic absorption or attenuation coefficient of the medium in cm-' 
(i.e., of the water that may or may not contain other light-absorbing species), and 
@A) is the decadic molar absorption coefficient of the compound i at wavelength 
A in M-' cm-'. Here q(d) is a measure of the probability that the compound i ab- 
sorbs light at a particular wavelength. 
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Using a spectrophotometer and an appropriate solvent and reference solution (i.e., 
the same liquid phase as the one containing the compound so that absorption effects 
other than by the chemical cancel), the absorbance A of a solution of the compound: 

A(A) = Ei (A) . Ci . I (1 5-6) 

can be measured as a hnction of wavelength in a cuvette exhibiting a specific width 
(e.g., 1,5, or 10 cm). In the spectrophotometer, it can be assumed that the path length 
of the light within the cell is more or less identical with the cell width (provided that 
there is no light scattering occurring within the cell, for example, due to the presence 
of particles). In this case, a(A), in Eq. 15-4 and 15-5 is commonly referred to as 
beam attenuation coefficient. 

Figure 1 5 . 1 ~  gives an example of an electronic absorption spectrum, that is, a uvhis 
specti-urn of an organic compound. From this spectrum, E~ may be calculated for each 
wavelength (see Illustrative Example 15.1) and plotted as a function of wavelength 
as shown in Fig. 15.lb. Other examples are given in Figs.15.2-15.5 and discussed in 
the next section. Note that in these figures, q(A) is expressed on a logarithmic scale 
since it may range over several orders of magnitude. 

Illustrative Example 1S.1 Determining Decadic Molar Extinction Coefficients of Organic Pollutants 

Somebody measures the electronic absorption spectrum of an 0.1 mM solution of ni- 
trobenzene in pure water. For wavelengths below 310 nm, the spectrum is recorded 
using a 1 cm cuvette; for higher wavelengths, a 5 cm cuvette is used. The following 
absorbances are recorded: 

nitrobenzene 

Absorbance Absorbance 
Wavelength (1  cm) Wavelength (5 cm> 

illnm A Xnm A 

250 0.54 310 0.70 
265 ( .La,, 0.76 320 0.40 
280 0.60 330 0.29 
290 0.43 340 0.28 
300 0.25 350 0.14 

360 0.07 
370 0.01 
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Problem 

Calculate the decadic molar extinction coefficients of nitrobenzene for the wave- 
lengths indicated above. 

Answer (a) 

Rearrange Eq. 15-6 to calculate q(l): 

where Ci = 

1 5.1 b): 
M and I = 1 cm or 5 cm, respectively. The results are (see also Fig. 

250 5400 320 800 
265 a 7600 330 580 
280 6000 340 560 
290 4300 350 280 
300 2500 360 140 
310 1400 370 20 

As we can see fiom the spectra shown in Figs. 15.2-15.5, organic compounds may ab- 
sorb light over a wide wavelength range exhibiting one or several absorption maxima. 
Each absorption maximum can be assigned to a specific electron transition, for example, 
a 7t -+ 7t * or n -+ 7t * transition. Note that particularly in the excited state, members 
of a population of molecules are distributed among various vibrational and rotational 
states, and that, therefore, broad absorption bands (resulting from numerous un- 
resolved narrow bands) rather than sharp absorption lines are observed in the uv/vis 
spectrum . 

Often in the literature, only the wavelengths (Lax) and corresponding E values (qmaX) 
of the absorption maxima are reported. These values can be used for a preliminary 
assessment of whether a compound might absorb ambient light. For quantification 
of photochemical processes, however, the whole spectrum must be known. 

There is in fact a large body of uv/vis spectra of organic compounds available in the 
literature, although most of these data were obtained in organic solvents (e.g., 
Pretsch et al., 2000). It should be noted that absorption spectra are susceptible to 
solvent effects, especially if the solute undergoes hydrogen bonding with the solvent 
molecules. Nevertheless, particularly if a spectrum was recorded in a polar organic 
solvent (e.g., methanol, acetonitrile) or an organic solvent-water mixture, it can be 
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Figure 15.2 Electronic absorption 
spectra of (a) benzene, (b) styrene, 
(c )  trans-stilbene, and (d) azoben- 
zene (data from Pretsch et al., 
2000). 
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used to approximate the rate of light absorption of a given chemical in aqueous 
solution when exposed to sunlight. This is, of course, only feasible if the speciation 
of the chemical is the same in the organic solvent and in water, which may not be the 
case if the compound exhibits acid or base fbnctionalities. 

Chemical Structure and Light Absorption 

As indicated by the examples given in Figs 15.1-15.5, light absorption of organic 
compounds in the wavelength range of interest to us (i.e., 290-600 nm) is in most 
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benzanthracene (naphthacene), and (in hexane) 
(e) 1,2-benzanthracene (benz(a)- 
anthracene) (data from Pretsch et 
al., 2000). 
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5 -  

Figure 15.4 Electronic absorption 
spectra of (a) 1,2-naphthoquinone 
and (b) 1,4-naphthoquinone (data 
from Pretsch et al., 2000). 
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cases associated with the presence of a delocalized n-electron system. Hence, 
aromatic rings and conjugated double bonds in particular may form a so-called 
chromophore, a structural moiety that exhibits a characteristic uv/vis absorption 
spectrum. In such systems, the most probable electron transitions are promotions 
of n-electrons from bonding to antibonding n-orbitals. Such transitions are com- 
monly referred to as n + n * transitions, and generally they give rise to the most 
intense absorption bands in the spectrum. If a n-electron system contains atoms 
with non-bonding electrons (i.e., hetero-atoms), so-called n -+ n * transitions may 
also be observed. These transitions commonly occur at longer wavelengths (i.e., 
lower energy) as compared to the -+ n * transitions, and they usually exhibit a 
significantly smaller molar extinction coefficient. For example, in the spectrum of 
nitrobenzene (Fig. 15. l), the absorption band with a maximum at 267 nm ( E~~~~ 2 

7500 M-’ cm-I) may be assigned to a n-+ Z*  transition, while the much less 
intense band at 340 nm (E,,,, Z 150 M-’ cm-I) is due to an n -+ 7~ * transition. 

Let us now consider some aspects concerning the relationship between chemical 
structure and light absorption of organic compounds. We will confine ourselves to a 
few general remarks. For a more detailed discussion of this topic, we refer to the 
literature (Silverstein et al., 1991). 

We start out by looking at light absorption by chromophores that consist of a series of 
conjugated double bonds. Such chromophores are not very frequently encountered in 
xenobiotic organic compounds, but they play an important role in natural materials 
like pigments present in photosynthetic cells (e.g., carotenoid pigments, porphyrins). 
In straight-chain polyenes, each additional conjugated double bond shifts the ab- 
sorption maximum of the lowest energy (i.e., highest wavelength) n -+ n * transi- 
tion by about 30 nm to higher wavelengths (a so-called bathochromic shift). This is a 
general phenomenon, and it may be stated that, in general, the more conjugation in a 
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Table 15.2 Correlation Between Wavelength of 
Absorbed Radiation by a Given Object (e.g., an 
Aqueous Solution) and Observed Color of the 
Object When Exposed to White Light a 

Absorbed Light 

Wavelength Corresponding Observed 
(nm> Color Color 

400 Violet Yellow-green 
425 Indigo blue Yellow 
450 Blue Orange 
490 Blue-green Red 
510 Green Purple 
530 Yellow-green Violet 
550 Yellow Indigo blue 
590 Orange Blue 
640 Red B h e -  green 
730 Purple Green 

a From Pretsch et al. (1983). 

molecule, the more the absorption is displaced toward higher wavelengths (and 
therefore reflecting lower required light energies). This may also be seen when 
comparing the absorption spectra of benzene (Fig. 15.2a), styrene (Fig. 15.2b), and 
stilbene (Fig. 15.24, or the spectra of a series of polycyclic aromatic hydrocarbons 
exhibiting different numbers of rings (Fig. 15.3). Note that in the case of polycyclic 
aromatic compounds, not only the number of rings but also the way in which the 
rings are fused together determines the absorption spectrum. For example, large 
differences exist between the spectra of anthracene (Fig. 15.3b) and phenanthrene 
(Fig. 15.3c), or between 2,3-benzanthracene (Fig. 15.36) and 1,2-benzanthracene (Fig. 
15.3e). 

Comparison of the absorption spectra of stilbene (Fig. 1 5 . 2 ~ )  and azobenzene (Fig. 
15.24 shows another interesting feature. The replacement of the two double-bonded 
carbon atoms by two nitrogen atoms leads to additional, intensive n --+ * transi- 
tions. In this case, the additional absorptions lay in the visible wavelength range (i.e., 
above 400 nm, see Table 15.2). Substituted azobenzenes are widely used dyes, and it 
has been recognized for quite some time that large amounts of such compounds enter 
the environment (Weber and Wolfe, 1987). 

Quinoid-type is another important group of chromophores that absorb light over a 
wide wavelength range that includes visible light (Fig. 15.4). Quinoid-type 
chromophores are important constituents of naturally occurring organic material (e.g., 
humic and fulvic acids), and they are partly responsible for the yellow color of natural 
waters containing high concentrations of dissolved organic matter. In Chapter 14 we 
discussed the role of quinoid-type compounds in abiotic reduction processes of 
organic pollutants. From a photochemical point of view, quinoid compounds are 
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Figure 15.5 Electronic absorption 
spectra of (a) 4-nitrophenol, (b)  4- 
nitrophenolate, (c) aniline, and (6)  
anilinium ion (data from Pretsch et 
al., 2000). 
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interesting because they may act as sensitizers for indirect photolytic processes (see 
Chapter 16). 

We conclude our short discussion of relationships between chemical structure and 
light absorbance by considering some cases in which an acid or base function forms 
part of a chromophore. Important examples of compounds exhibiting such chro- 
mophores are phenols and anilines. As is evident from the spectra shown in Fig. 
15.5, deprotonation of a phenolic group results in a substantial bathochromic shift 
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(shift to longer wavelengths), which is due mostly to delocalization of the negative 
charge (see Chapter 8). Consequently, depending on the pK, of a given phenol, light 
absorption by the phenolic species may vary significantly over the ambient pH 
range. In the case of aromatic amines (Fig. 15.5c,d), protonation of the amino group 
results in a so-called hypsochromic shift (shift to shorter wavelengths), because, as a 
consequence of protonation, the chromophore is altered in that the nitrogen atoms no 
longer possess nonbonded electrons that may delocalize into the aromatic system. 
Since protonation of aromatic amines occurs only at relatively low pH values 
(pH < - 5, see Chapter 8), this effect is only important in acidic waters (e.g., in an 
acidic rain droplet). 

In conclusion, from an environmental photochemistry point of view, the most impor- 
tant chromophores present in organic compounds consist of conjugated n- electron 
systems that may or may not interact with the nonbonded electrons of heteroatoms. 
In addition, there are certain cases in which xenobiotic organic compounds that 
themselves do not absorb light above 300 nm undergo charge transfer transitions 
when complexed to a transition metal. A prominent example is the iron(II1)-EDTA 
complex that absorbs light above 300 nm. As a consequence, EDTA, a widely used 
complexing agent that absorbs no light above 250 nm and that is very resistant to 
microbial and chemical degradation, may undergo direct photolytic transformation 
in surface waters, provided that enough iron(II1) is available (Frank and Rau, 1990; 
Kari et al., 1995; Kari and Giger, 1995). Finally, compounds that have two or more 
noninteracting chromophores exhibit an absorption spectrum corresponding to the 
superposition of the spectra of the individual chromophores. 

The Fate of Excited Chemical Species: Quantum Yields 

When a chemical species has been promoted to an excited state, it does not remain 
there for long. There are various physical or chemical processes that the excited 
species may undergo. Fig. 15.6 summarizes the most important reaction pathways. 
As indicated, there are several physical processes by which an excited species may 
return to the ground state; that is, it is not structurally altered by these processes. For 
example, a species in the first excited state (the state it is commonly promoted to as 
a consequence of light absorption) may convert to a high vibrational level of the 
ground state, and then cascade down through the vibrational levels of the ground 
state by giving off its energy in small increments of heat to the environment. This 
process is referred to as internal conversion. Alternatively, an excited molecule may 
directly, or after undergoing some change to another excited state (by so-called 
intersystem crossing), drop to some low vibrational level of the ground state all at 
once by giving off the energy in the form of light. These luminescent processes are 
called fluorescence and phosphorescence, respectively. Finally, an excited species 
may transfer its excess energy to another molecule in the environment in a process 
calledphotosensitization. The excited species thus drops to its ground state while the 
other molecule becomes excited. Compounds that, after light absorption, efficiently 
transfer their energy to other chemical species are referred to asphotosensitizers. The 
chemical species that efficiently accept the electronic energy are called acceptors or 
guenchers. We will come back to photosensitized processes later when discussing 
indirect photolysis of organic pollutants (Chapter 16). A more detailed treatment of the 
various physical processes of excited species is given by Roof (1982) and by 
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Figure 15.6 Physical processes 
and chemical reactions of a photo- 
chemically excited organic species. 

March (1992). An extensive discussion may be found in an appropriate textbook 
(e.g., Calvert and Pitts, 1967; Turro, 1991). 

In addition to the physical processes mentioned above, there are a variety of chemi- 
cal reactions that an excited species may undergo (Fig. 15.6). These reactions are of 
interest when considering direct photolysis of organic pollutants, because only 
chemical reactions lead to a transformation and thus to a removal of the compound 
from a given system. Note that the chemical processes indicated in Fig. 15.6 repre- 
sent primary steps in the photolytic transformation of a given compound, and that 
the products of these primary steps may further react by either photochemical, 
chemical, or biological processes. Consequently, it can be very difficult to identify 
and quantify all photochemical transformation products, particularly in natural 
waters or in soils where a variety of possible reactants are present. Some examples 
of photochemical transformations are given in Fig. 15.7. For more examples and 
detailed discussions we refer to the literature (e.g., Mill and Mabey, 1985; March, 
1992; Larson and Weber, 1994; Boule, 1999). It should be noted that the pathway(s) 
and the rate(s) of photochemical transformations of excited species in solution 
commonly depend strongly on the solvent, and in many cases also on the solution 
composition (e.g., pH, oxygen concentration, ionic strength; Mill and Mabey, 1985). 
Thus, it is advisable to use data from experiments conducted in solutions with water as 
the major (> 90%) or even sole solvent and with a solution composition representative 
of the natural system considered in assessing the photochemical transformation of a 
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given compound in the environment. In this context it is necessary to point out that 
certain organic cosolvents (e.g., acetone) are good sensitizers and may, therefore, 
strongly influence the photolytic half-life of the compound. 

Finally, compared to the chemical reactions discussed in the previous chapter, 
photochemical transformations of organic compounds usually exhibit a much weak- 
er temperature dependence. Reactions of excited species in aqueous solutions have 
activation energies of between 10 and 30 kJ.mo1-* (Mill and Mabey, 1985). Hence, 
a 10°C increase (decrease) in temperature accelerates (slows down) a reaction only 
by a factor ofbetween 1.15 and 1.5 (see Table 3.5). 

As we have seen, an excited organic molecule may undergo several physical and 
chemical processes. The relative importance of the various processes depends, of 
course, on the structure of the compound and on its environment (e.g., type of 
solvent, presence of solutes). For each individual processj, we may, for a given 
environment, define a quantum yield @&A) which denotes the fraction of the excited 
molecules of a given compound i that react by that particular physical or chemical 
pathway: 

number of molecules i reacting by pathway j @.,(a) = 
total number of molecules i excited by absorption (1 5-7) 

of radiation of wavelength A 

Since the absorption of light by an organic molecule is, in general, a one-quantum 
process, we may also write Eq. 15-7 as: 

number of molecules i reacting by pathway j 
total number of photons (of wavelength A) absorbed 

by the system owing to the presence of the compound i 

@.,(A) = 
(1543) 

From an environmental chemist’s point of view, it is often not necessary to deter- 
mine all the individual quantum yields for each reaction pathway (which is, in 
general, a very difficult and time-consuming task). Rather we derive a lumped quan- 
tum yield which encompasses all reactions that alter the structure of the component. 
This lumped parameter is commonly referred to as reaction quantum yield and is 
denoted as Qir(A): 

total number (i.e., moles) of molecules i transformed 
@“(A)= total number (i.e., moles) of photons (of wavelength A )  absorbed (15-9) 

by the system due to the presence of the compound i 

Unfortunately, there are no simple rules to predict reaction quantum yields from 
chemical structure, and, therefore, Qir(A) values have to be determined experimentally. 
We will address such experimental approaches in Section 15.4, and confine ourselves 
here to a few general remarks. First, we should note that, in principle, reaction quan- 
tum yields may exceed unity in cases in which the absorption of a photon by a given 
compound causes a chain reaction to occur that consumes additional compound 
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molecules. Such cases are, however, very unlikely to happen with organic pollutants in 
natural waters, mainly because of the rather low pollutant concentrations, and because 
of the presence of other water constituents that may inhibit chain reactions (Roof, 
1982). Consequently, in the discussions that follow we always assume maximum 
reaction quantum yields of 1. 

A second aspect that needs to be addressed is the wavelength dependence of air. 
Although vapor-phase reaction quantum yields differ considerably between 
different wavelengths, they are in many cases approximately wavelength independent 
(at least over the wavelength range of a given absorption band, corresponding to one 
mode of excitation) for reactions of organic pollutants in aqueous solutions (Zepp, 
1982). Hence, reaction quantum yields determined at a given wavelength (prefera- 
bly at a wavelength at or near the maximum specific light absorption rate of the 
compound, see below) may be used to estimate the overall transformation rate of a 
given compound. Note, however, that if a compound absorbs light over a broad 
wavelength range exhibiting several maxima of light absorption (e.g., azo dyes), 
quantum yields may have to be determined for various wavelengths (e.g., Haag and 
Mill 1987). 

Light Absorption by Organic Compounds in Natural Waters 

Light and Light Attenuation in Natural Water Bodies 

When dealing with the exposure of a natural water body to sunlight, unlike the 
situation encountered in a spectrophotometer, one cannot consider the radiation to 
enter the water perpendicular to the surface as a collimated beam. Sunlight at the 
surface of the earth consists of direct and scattered light (the latter is commonly 
referred to as sky radiation) entering a water body at various angles (Fig. 15.8). The 
solar spectrum at a given point at the surface of the earth depends on many factors 
including the geographic location (latitude, altitude), season, time of day, weather 
conditions, air pollution above the region considered, and so on (Finlayson-Pitts and 
Pitts, 1986). In our discussion we address some of the approaches taken for either 
calculating or measuring light intensities at the surface or in the water column of 
natural waters. For a more detailed treatment of this topic we refer, however, to the 
literature (e.g., Smith and Tyler, 1976; Zepp and Cline, 1977; Zepp, 1980; Baker and 
Smith, 1982; Leifer, 1988). 

Let us consider a well-mixed water body of volume V(cm3) and (horizontal) surface 
area A (cm2) that is exposed to sunlight. Recall that we speak of a well-mixed water 
body when mixing is fast compared to all other processes. This means that the 
system is homogeneous with respect to all water constituents and properties, includ- 
ing optical properties such as the light attenuation coefficient of the medium. This is 
true in many cases such as in shallow water bodies or when we are interested in only 
the surface layer of a given natural water. If we denote the incident light intensity at 
a given wavelength (A), which is commonly referred to as spectral photonJuence 
rate (e.g., einstein. cm-’ s-l) as IT@), we can express the light intensity at zmlx = V/A 
(the mean depth of the mixed water body in cm) by applying the Lambert-Beer law 
(see Section 15.2): 
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Figure 15.8 Fate of photons in a 
natural water body (adapted from 
Zafiriou, 1983). Open squares 
indicate reflective particles; filled 
squares are absorptive particles or 
molecules. 

where aD(A) (in cm-l) is commonly referred to as the apparent or diffuse attenuation 
coefficient. The diffuse attenuation coefficient [which often is also denoted as KT(A)] 
can be determined in situ by measuring the light intensities at the surface and at the 
depthz,, (e.g., Baker and Smith, 1982; Winterle et al., 1987): 

(15-1 1) 

Hence, a D ( d )  is a measure of how much radiation is absorbed by the mixed water 
layer over a vertical distance zmix. As schematically depicted in Fig. 15.8, light ar- 
rives at the surface of the water at various angles and is then refracted at the air- 
water interface. Less than 10% of the incident light is usually lost due to backscatter 
and reflection (Zafiriou, 1983). Within the water column, it is (1) scattered by 
suspended particles, and (2) absorbed by particles and dissolved species, especially 
natural organic matter. From Fig. 15.8 it can be easily deduced that the average path 
length of light at any wavelength A will be larger than zmix. For a given well-mixed 
water body, we can define a distribution function, D(d), as the ratio of the average 
light path length l(A) and zmiX: 
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D(A) = - K A )  ( I  5-12) 
zmix 

Recall that the beam attenuation coefficient a@) (Eq. 15-4) of a given solution is a 
measure of the attenuation of a collimated beam entering the solution perpendicular to 
the surface ( e g ,  to the surface of a cuvette in a spectrophotometer). In such a case, the 
path length of the light, Z(d), is equal to the inside width of the cuvette (which we could 
also denote as zmix), provided that no significant scattering occurs and thus D(A) is 
equal to 1. Scattering is mainly due to particles present in the water. For our discussion 
and calculations, we initially assume a situation in which particles play a minor role, 
such as encountered in nonturbid waters. Later we address the impact of particles on 
light attenuation in a natural water body, as well as the effect of particles on photolytic 
transformation rates of organic pollutants. For a nonturbid water, we may determine 
a(A) in a spectrophotometer, and use this entity to estimate the difkse attenuation 
coefficient a&) by multiplication with D(d): 

Hence, a(d) represents the attenuation coefficient of the water per unit pathlength. 
Application of Eq. 15-1 3 requires, however, that we can obtain a good estimate for 
D(d), which is not easily done, especially when dealing with deeper water columns 
and for very turbid waters. For shallow depths (e.g., the top 50 cm of a nonturbid 
natural water body), D(A) is primarily determined by the ratio of direct and sky 
radiation, and by the angle of refraction of direct radiation. For these cases, D(R) 
may be calculated by computer programs (see Zepp, 1980 and references cited there- 
in). Estimated values of D(A) for near-surface uv and blue light (450 nm) range 
between 1.05 and 1.30, depending on the solar zenith angle (Zepp, 1980). In very 
turbid waters where light scattering by particles is also significant, D(A) values of up 
to 2.0 have been determined (Miller and Zepp, 1979a). 

Let us now return to our well-mixed water body and ask how much light of a given 
wavelength d is absorbed by the water column per unit surface area and time. We 
may calculate this rate of light absorption by simply calculating the difference 
between the incident light intensity and the light intensity at depth zmiX (Eq. 15-10): 

Rate of light absorption by 
the water body per unit sulface area = W ( d ) -  W(zmix,A) (1 5- 14) 

- - W(A)[l- l O - a D ( A ) Z m x  1 

The average rate of light absorption per unit volume is then obtained by multiplying 
Eq. 15-14 by the total irradiated surface area (yielding the total number of photons 
absorbed pei unit time by the whole water body), andhividing by the total volume: 

Rate of light absorption by 
the water body per unit volume = W(il)[l - 1 0 - a D ( A ) z m x  1, A 

(15-15) 
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Specific Rate of Light Absorption by an Organic Pollutant 

If we now add a pollutant exhibiting a molar extinction coefficient &,(A) to a given 
water body, the attenuation coeficient a(A) [not a,(A)!] is altered to a(d) + E,(A)C,. 
where Ci is the aqueous concentration of the pollutant in dissolved form in moles per 
liter. In most cases, however, the pollutant concentration in a natural water will be 
low, and light absorption by the pollutant will be small as compared to the light 
absorption by all other chromophores present. Consequently, the rate of sunlight 
absorption by the water body (Eq. 15-15) will essentially be unchanged. The (small) 
fraction of light Fi (A) absorbed by the pollutant i is given by: 

or, since &,(A) C,<< a@): 

(1 5-1 7) 

Multiplication of the rate of light absorption by the water body per unit volume (Eq. 
15-15) with Fi (A) (Eq. 15-17) then yields the entity that we are most interested in, 
that is, the rate of light absorption by the compound per unit volume denoted as Ia(A): 

=k,(A)*C, 
(15-18) 

where ka(d) is commonly referred to as the specijic rate of light absorption (not a 
first-order rate constant!) of a given compound in a given system. Hence, k,(A) 
expresses the amount (moles) of photons of wavelength A that are absorbed per unit 
time per mole of compound i present in the system considered (which in our case is 
a well-mixed water body of mean depth zmi,). Using the units introduced above, that 
is, W(d) in einstein . cm-2 s-' nm-', &,.(A) in M-' cm-I, zmix in cm, and a(A) and a,(A) in 
cm-', k,(d) has the units: 

einstein cm-' s-' nm-'cm-' (mol compound i)-'L 
cm . cm-' 

rk,(a1 = 

= einstein cm-3 L (mol compound i)-' s-' nm-' (15-19) 
= lo3 einstein (mol compound i)-' s-l nm-' 

Thus, we have to express W(d) in millieinstein per square centimeter per second to 
obtain the (desired) units of einstein per mole compound per second for ka(L). The 
unit of Ia(A) is then einstein per liter per second. 

Near-Surface Specific Rate of Light Absorption of an Organic Pollutant 

There are two extreme cases for which Eq. 15-18 can be simplified. The first case 
applies to the situation where very little light (e.g., less than 5%) is absorbed by the 
system, that is, the situation in which a&)zmiX < 0.02. This is true for a very shallow 
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mixed water body (i.e., the top few centimeters of a natural water body, laboratory 
tubes), or a water body exhibiting a very low a&) value (e.g., distilled water, open 
ocean water). If a&) zmiX < 0.02, we can make the following approximation (with 
10""P z 1 -2.3.exp): 

( 1  5-20) 

(1 5-2 1) 

where k,"(A) is the near-surface (superscript 0) specific rate of light absorption at 
wavelength A. 

Since a:@) = Do(A) -a (A)  (Eq. 15-13), we obtain: 

(1 5-22) 

or k;(A)  = 2.3.Z(A)~~(d) where Z(A) = W(A)Do(A). 

As pointed out earlier, for shallow depths Do@) can be approximated by computer 
calculations. Also, with the same computer programs (SOLAR, or GCSOLAR, 
which is an updated version of SOLAR; see Zepp and Cline, 1977; Leifer, 1988), 
W(d) values may be estimated for a given geographic location, season, and time of 
day. The programs also allow one to take into account the effects of overcast skies. 
Tables 15.3 and 15.4 give calculated W(A) as well as Z(A) values for midday (noon) at 
sea level at latitude 40"N for a midseason clear summer and winter day, respectively. 
In addition, the tables contain 24-hour averaged Z(A) values that take into account 
diurnal fluctuations in sunlight intensity. This data set is important for comparison of 
photolysis rates with the rates of other processes that determine the fate of a given 
compound in a water body. Note again that the Z(A) values given in Tables 15.3 and 
15.4 are applicable only to shallow waters (i.e., zmiX 5 - 50 cm). 

To allow simple back-of-the-envelope calculations, all W(A) and Z(A) values given in 
Tables 15.3 and 15.4 are integrated values over a specified wavelength range. The 
indicated wavelength represents the center of a given wavelength range. For example, 
W(noon, 310 nm) is the total number of photons (expressed in millieinsteins) per 
square centimeter of surface and per second at midday integrated over the wavelength 
range between 308.75 and 31 1.25 nm. The midday average light intensity within this 
wavelength range is then given by Ul(noon, 310 nm)/AA with M = 2.5 nm, and, 
therefore, expressed in millieinstein .cm-2 s-' nm-'. 

0 Example Illustrating the Calculation of the Near-Surface Specific Rate of 
Light Absorption of an Organic Pollutant 

Let us use a practical example to get acquainted with some aspects of solar irradiance 
in natural waters, and to illustrate how to use light data as presented in Tables 15.3 and 
15.4 for estimating specific light absorption rates of organic pollutants. We first want to 
calculate the near-surface specific light absorption rate k! of para-nitro-acetophenone 
(PNAP) at 40"N latitude (sea level) at noon on a clear midsummer day. Note that for this 

6 
NO2 

para-nitro-acetophenone 
(PNAP) 
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Table 153  W(A) and Z (A) Values for a Midsummer Day at 40"N Latitude (Sea 
Level) Under Clear Skies a 

A (Center) A Range (An) 
(nm) (nm) (millieinstein. cm-2 s-l) (millieinstein. cm-2 d -I )  

297.5 
300 .O 
302.5 
305 .O 
307.5 
310.0 
312.5 
315.0 
317.5 
320 .O 
323.1 
330.0 
340.0 
350.0 
360.0 
370 .O 
380.0 
390 .O 
400 .O 
420 .O 
450 .O 
480 .O 
510.0 
540 .O 
570 .O 
600 .O 
640 .O 

2.5 
2.5 
2.5 
2.5 
2.5 
2.5 
2.5 
2.5 
2.5 
2.5 
3.75 

10 
10 
10 
10 
10 
10 
10 
10 
30 
30 
30 
30 
30 
30 
30 
50 

1.08(-9) 
3.64(-9) 
1 .lo(-8) 
2.7 l(-8) 
4.55(-8) 
7.38(-8) 
1.07(-7) 
1.43(-7) 
1.7 l(-7) 
2.01(-7) 
3.75(-7) 
1.27(-6) 
1.45(-6) 
1.56(-6) 
1.66(-6) 
1.86(-6) 
2 .O 6 (-6) 
2.46(-6) 
3.52(-6) 
1.40(-5) 
1.77(-5) 

1.99(-5) 
1.9 1(-5) 

2.1 O(-5) 
2.1 3(-5) 
2.13(-5) 
3.54(-5) 

1 ~ 19(-9) 
3.99(-9) 
1.2 l(-8) 
3 .o l(-8) 
5.06(-8) 
8.23(-8) 
1 .19(-7) 
1.60(-7) 
1.91(-7) 
2.24(-7) 
4.1 8(-7) 
1.4 1(-6) 
1.60(-6) 
1.7 l(-6) 
1.83(-6) 
2.03 (-6) 
2.24(-6) 
2.68(-6) 
3.84(-6) 
1.5 l(-5) 

2.04(-5) 
2.12(-5) 

1.90(-5) 

2.22(-5) 

2.24(-5) 
2.25(-5) 

3.72(-5) 

2.68(-5) 
1.17(-4) 
3.60(-4) 
8.47(-4) 
1.62(-3) 
2.68(-3) 
3.94(-3) 
5.30(-3) 
6.7 3(-3) 
8.12(-3) 
1.45(-2) 
5.03(-2) 
6.34(-2) 
7.03(-2) 
7.77(-2) 
a .29(-2) 

1.20(-1) 

8.86(-2) 
8.38(-2) 

4.77(-1) 
6.04(-1) 
6.52(-1) 
6.82(-1) 
7.09(-1) 
7.14(-1) 
7.19(-1) 
1.22 

Z(k)  = W(k) .D"(k). Midsummer refers to a solar declination of +20" (late July). Values derived 
from data of Zepp and Cline (1977). Values derived from Leifer (1988); note: Z(24 h,;l)=L ( I ) /  
2.303 in this reference. Numbers in parentheses are powers of 10. 

geographic location, the result of our calculation will represent the maximum 
value for PNAP to be expected in a natural water exposed to sunlight. Fig. 15.9 is a 
graphical representation of Eq. 15-22 derived from the Z(A) [= W(A)Do(A)] and E~ (A) 
values for PNAP given in Table 15.5. As mentioned above, all W(A) and Z(A) values 
are integrated values over a given wavelength range Ah, and E~ (A) is the average 
molar extinction coefficient of the compound within this range. Hence, since: 

k:(A)  = 2.3.Z(A)&i(A) (1 5-23) 
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Table 15.4 W(il) and Z( il) Values for a Midwinter Day at 40"N Latitude (Sea 
Level) Under Clear Skies ' 

W(noon,A) Z(noon,& b,d Z(24 h,A) c,.d 

il (Center) A Range (AA) 
(nm> (nm) (millieinstein. cm-* s-*) (millieinstein. cm-2 d-l) 

297.5 

302.5 
305 .O 
307.5 
310.0 
312.5 
315.0 
317.5 
320 .O 
323.1 
330.0 
340 .o 
350.0 
360.0 
370 .O 
380.0 
390.0 
400 .O 
420 .O 
450.0 
480.0 
510.0 
540 .O 
570.0 
600 .O 
640 .O 

300.0 
2.5 
2.5 
2.5 
2.5 
2.5 
2.5 
2.5 
2.5 
2.5 
2.5 
3.75 

10 
10 
10 
10 
10 
10 
10 
10 
30 
30 
30 
30 
30 
30 
30 
50 

0 .OO(O) 
1 .OO(-10) 
4.98(-10) 
2.3 l(-9) 
6.12(-9) 
1.16(-8) 
2.4 1 (-8) 
3.69(-8) 
4.92(-8) 
6.78(-8) 
1.23(-7) 
4.63(-7) 
5.66(-7) 
6.03(-7) 
6.36(-7) 
6.94(-7) 
7.48(-7) 
1.07(-6) 

6.19(-6) 

8.59(-6) 
9.02(-6) 
9.37(-6) 
9.47(-6) 
9.5 7 (-6) 
1.65(-5) 

1.55(-6) 

7.92(-6) 

O.OO(0) 
1.22(-10) 
6.1 1(-10) 
2.83(-9) 
7.46(-9) 
1.42(-8) 
2.94(-8) 
4.50(-8) 
6.02(-8) 
8.28(-8) 
1.5 l(-7) 
5.68(-7) 
6.97(-7) 
7.46(-7) 
7.95(-7) 
8.63(-7) 
9.34(-7) 
1.33(-6) 
1.93(-6) 
7.75(-6) 
1 .OO(-5) 
1.09(-5) 
1.15(-5) 
1.20(-5) 
1.2 l(-5) 
1.23(-5) 
2.12(-5) 

0 .OO(O) 
2.22(-6) 
1.31(-5) 
5.17/ (-5) 
1.47(-4) 
3.26(-4) 
6.04(-4) 
9.64(-4) 
1.39(-3) 
1.84(-3) 
3.58(-3) 
1.37(-2) 
1.87(-2) 
2.16(-2) 
2.47(-2) 
2.70(-2) 
2.94(-2) 
2.75(-2) 
3.95(-2) 
1.58(-1) 
2.03(- 1) 
2.21(-1) 
2.3 1(-1) 
2.40(-1) 
2.40(-1) 
2.44(-1) 
4.25(-1) 

' Z(A) = W(A) .Do(A). Midwinter refers to a solar declination of -20 (late January). Values derived 
from data of Zepp and Cline (1977). Values derived from Leifer (1988); note: Z(24 h,A) = L@)/ 
2.303 in this reference. dNumbers in parentheses are powers of 10. 

the k,O(d) values calculated in Table 15.5 are also integrated values over the indicated 
M range. The curves drawn in Fig. 15.9 have been constructed by using the average 
values within a given M range, that is, by using .Z(A)/M and k,(A)/M values, respec- 
tively. 

As can be seen from Fig. 15.9 and from Tables 15.3 and 15.4, the solar irradiance at 
the surface of the earth shows a sharp decrease in the uv-B region (uv-B: 280-320 
nm) with virtually no intensity below 290 nm. Hence, only compounds absorbing 
light above 290 nm undergo direct photolysis. Owing to the sharp decrease in light 
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Figure 15.9 Graphical representa- 
tion of the calculation of the near- 
surface specific light absorption 
rate, k,O, for para-nitro-acetophe- 
none (PNAP) for a clear-sky mid- 
day, midsummer at 40°N latitude. 
The shaded area corresponds to the 
total rate. Note that the y axes are 
on logarithmic scales. 

intensity in the uv-B region, compounds absorbing light primarily in the uv-B and 
lower uv-A regions (uv-A: 320-400 nm) show a maximum in k:(A) even if they do 
not exhibit a maximum in Ei(A) in that wavelength region. For example, as Fig. 15.9 
and Table 15.5 show, PNAP absorbs sunlight primarily in the wavelength range 
between 305 and 370 nm, with a maximum k:(A) value between 320 and 330 nm. 
Thus, when evaluating the direct photolytic transformation of PNAP within the 
water column of a natural water body, we may need to know aD(A) values only for a 
relatively narrow wavelength range (see discussion below). 

Integration of Eq. 15-23 over the wavelength range over which the chemical absorbs 
light (i.e., 295 - 420 nm for PNAP) yields the near-surface specific rate of light 
absorption by the compound (see hatched area in Fig. 15.9): 

(1 5-24) 

When using integrated Z(d) values as given in Tables 15.3 and 15.4, the integral in 
Eq. 15-24 is approximated by a sum: 

k,O = xk:(d)M = 2.3 xZ(d).Ei(d) (1 5-25) 

For PNAP, the calculation of k: (noon) for a midsummer day at 40"N latitude is 
shownin Table 15.5. The result k$(noon) =14.5 x einstein (mol PNAP)-' s-' 
indicates that, near the surface of a natural water body, a total of 14.5 millieinstein 
are absorbed per second per mole of PNAP present in dilute solution. This means 
that each PNAP molecule is excited once every 70 seconds. The corresponding 
calculated near-surface specific rate of light absorption averaged over one day is 
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Table 15.5 Calculation of the Near-Surface Total Specific Light Absorption 
Rate k," of p-Nitroacetophenone (PNAP) at 40"N Latitude at Noon on a Clear 
Midsummer Day 

Solar Irradiance PNAP 

Z(noonjl) k; (a) = 2.3 z(a)Ei (a) 
A (Center) ARange (AA) (millieinstein. 
(nm> (nm) cm-2 s-I) (cm-' M-') lo3 k t ( A )  

E ~ ( A )  ' [einstein (mol PNAP)-' s-'1 

297.5 
300 .O 
302.5 
305 .O 
307.5 
310.0 
312.5 
315.0 
317.5 
320 .O 
323.1 
330.0 
340 .O 
350.0 
360.0 
370.0 
380.0 
390 .O 
400 .O 
420 .O 
450 .O 

2.5 
2.5 
2.5 
2.5 
2.5 
2.5 
2.5 
2.5 
2.5 
2.5 
3.75 

10 
10 
10 
10 
10 
10 
10 
10 
30 
30 

1 .19(-9) 
3.99(-9) 
1.2 l (-8) 
3 .O l (-8) 
5.06(-8) 
8.23(-8) 
1 .19(-7) 
1.60(-7) 
1.9 l (-7) 
2.24(-7) 
4.1 8(-7) 
1.4 l (-6) 
1.60(-6) 
1.7 1(-6) 
1.83(-6) 
2.03(-6) 
2.24(-6) 
2.68(-6) 
3.84(-6) 
1.5 l (-5) 
1.90(-5) 

3790 
3380 
3070 
28 10 
2590 
2380 
2180 
1980 
1790 
1610 
1380 
959 
56 1 
357 
230 
140 
81 
45 
23 
0 
0 

0.01 
0.03 
0.09 
0.20 
0.30 
0.45 
0.60 
0.73 
0.79 
0.83 
1.33 
3.12 
2.06 
1.42 
0.97 
0.66 
0.41 
0.28 
0.22 
0 
0 

k,o=ck,o(a)= 14.5.10-3 
einstein (mol -PNAP)-' s-l 

a Values from Table 15.3; numbers in parentheses are powers of 10. ' Values are taken from Leifer 
(1988). 

k," (24 h) = 532 einstein (mol PNAP)-' d-' (calculation not shown), which is about 
40% of the midday value extrapolated to 24 h [i.e., k,"(noon) = 1250 einstein (mol 
PNAP)-' d-'1. 

Figure 15.10 shows the variation in the k," (24 h) values of PNAP as a h c t i o n  of season 
and decadic latitude in the northern hemisphere. As can be seen, few differences are 
found in the summer between different latitudes. During the other seasons, however, a 
significant decrease in k:is observed with increasing latitude. For example, at 30°N, 
k," (24 h) of PNAP is about twice as large in the summer as compared to the winter, while 
at 60°N, the difference is more than a factor of 20. It should be pointed out that temporal 
and geographical variations in light intensity are most pronounced in the uv-B and low 
uv-A regions. Consequently, for compounds such as PNAP that absorb light mostly in 
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Figure 15.10 Calculated 24 h aver- 
aged near-surface specific light ab- 
sorption rates, k,0(24 h), for PNAP 
as a function of season and latitude 
in the northern hemisphere (data 
from Leifer, 1988). 
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that wavelength range, the rate of light absorption is very sensitive to diurnal, seasonal, 
and geographic changes (Zepp and Cline, 1977). 

Specific Rate of Light Absorption of an Organic Pollutant 
in a Well-Mixed Water Body 

So far we have considered the rate of light absorption by a pollutant present at low 
concentration near the surface of a water body, that is, within a zone in which only very 
little light is absorbed [i.e., ~ , ( A ) Z ~ , ,  < 0.021. The opposite extreme is the situation in 
which nearly all of the light is absorbed in the mixed water body considered [i.e. 
aD(A)zrniX > 21. In this case, 1 - 10-aD(')zmx 2 1 and Eq. 15-18 simplifies to: 

and: 

(15-26) 

(1 5-27) 

where the superscript t denotes total light absorption rate. Note that Eqs. 15-26 and 
15-27 are valid only if @)Ci << a(A) (ie., for a dilute solution of the pollutant). In 
this case, k,'(A) is dependent on a(A) and not on aD(d) [the pathlength of the light 
has no effect on ka(d), since all light is absorbed within the mixed water body 
considered]. 

In most natural waters, light and particularly uv-light (which is of most importance for 
photolytic transformations of organic pollutants) is absorbed primarily by organic 
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Figure 15.11 Decadic beam atten- 
uation coefficients calculated per 
milligram of DOC as a function of 
wavelength for a series of water 
samples from various Swiss lakes 
and rivers (data from Haag and 
HoignC, 1986). 
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constituents, especially dissolved organic matter. In Fig. 15.11, a values (i.e., beam 
attenuation coefficients) determined per milligram per liter of dissolved 
organic carbon (DOC) for filtered water samples derived from various Swiss lakes 
and rivers are plotted as a function of wavelength. These examples illustrate that 
natural organic materials interact with solar light primarily between 300 and 600 nm, 
that a(d) generally decreases with increasing wavelength (particularly in the uv-B 
and uv-A region), but that significant differences exist between the specific light 
attenuation coefficients (a(A)/[DOC]) of waters from different origins. These latter 
findings are not too surprising since, for example, humic and fulvic acids derived 
from different sources have been postulated to exhibit different types and relative 
abundance of chromophores (Chapter 9 and Zafiriou et al., 1984). 

We may calculate the kl value for a well-mixed water body in which virtually all 
light is absorbed by: 

(1 5-28) 

In Table 15.6, ki(24 h) is calculated for PNAP for the well-mixed epilimnion of a 
small eutrophic lake (our example is Greifensee in Switzerland; zmiX = 5 m, [DOC] = 4 
mg C.L-'; a(d) values are given in Table 15.6) on a clear midsummer day at 47.5"N 
latitude. The result is ki(24 h) = 22.5 einstein (mol PNAP)-' day-'. This absorption 
rate implies that each PNAP molecule is excited only about once an hour in this 
"opaque water case," much less than once a minute in the transparent extreme (see 
.above). Before we can be sure that our assumption that mixing (typical vertical mixing 
rates in the epilimnion of Swiss lakes are, for example, between 1 and 10 day-') is fast 
as compared to the photolytic transformation of PNAP in the epilimnion of this lake is 
correct, we must discuss quantum yields. 
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Table 15.6 Calculation of the 24 h Averaged Total Specific Light Absorption Rate k; of p-Nitroacetophenone 
(PNAP) at -47.5"N Latitude on a Clear Midsummer Day in the Well-Mixed Epilimnion of Greifensee in 
Switzerland 

~~ ~ ~~ ~ 

PNAP 

Intensity of Solar 
Radiation at the Average Beam 

Surface W(24 h,A) a Attenuation k; (a) = w(24 h,a) . Ei (a)/ 
A( Center) A Range (An) (millieinstein Coefficient a(& E~ (A) zmlx. a(& (cm-' M-I) 
(nm) (nm) cm-* d-') (cm-') (cm-' M-I) [einstein (mol PNAP)-' d-'1 

297.5 2.5 
300 .O 2.5 
302.5 2.5 
305 .O 2.5 
307.5 2.5 
310.0 2.5 
312.5 2.5 

315.0 2.5 
317.5 2.5 
320 .O 2.5 
323.1 3.75 
330.0 10 
340 10 
350.0 10 
360 .O 10 
370 .O 10 
380.0 10 
390.0 10 
400.0 10 
420 .O 30 
450.0 30 
458.0 30 
E495.5-600 .O 1 14.5 

1.1 2(-5) 
5.92(-5) 
2.1 O ( 4 )  
5.49(4) 
1 .14(-3) 
1.99(-3) 
3.06(-3) 

4.26(-3) 
5.25(-3) 
6.75(-3) 
1.23(-2) 
4.34(-2) 
5.53(-2) 
6.20 (-2) 
6.87(-2) 
7.34(-2) 
7.86(-2) 
7.38(-2) 
1.06(-1) 
4.23(-1) 
5.37(-1) 
5.80(-1) 
1.85(0) 

millieinstein. cm-* d-' 
mqa) = 3.99(0) 

0.0430 
0.0415 
0.0395 
0.0375 
0.0355 
0.0335 
0.0320 
0.0305 
0.0290 
0.0275 
0.0260 
0.0220 
0.0185 
0.0150 
0.0125 
0.0100 
0.0083 
0.0069 
0.0055 
0.0042 
0.0028 

0.0019 
0.0010 

3790 
3380 
3070 
2810 
2590 
2380 
2180 
1980 
1790 
1610 
1380 
959 
561 
357 
230 
140 
81 
45 
23 
0 
0 

0 
0 

0 .oo 
0.01 
0.03 
0.08 
0.17 
0.28 
0.42 
0.55 
0.68 
0.79 
1.31 
3.86 
3.35 
2.95 
2.53 
2 -05 
1.53 
0.96 
0.89 
0 .oo 
0 .oo 
0 .oo 
0 .oo 

einstein (mol PNAP)-' d-' 
k; =E ,t;(a) = 22.5 

a W(L) values estimated from Leifer (1988) for 50"N latidude; values in parentheses indicate powers of 10. Average value for the 
indicated krange; see Fig. 15.9. Well-mixed epilimnion with mean depth zmiX = 500 cm; &&%) values taken from Leifer (1988). 

Light-Screening Factors 

Before we turn to discussing reaction quantum yields, we want to introduce an 
approximation for calculating k,(A) values of a given compound in a well-mixed 
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water body in which neither very little light [situation described by the near-surface 
value k,"(A)] nor all light [described by kj(A)] is absorbed. For this purpose, we 
introduce a light-screening factor, S(A), which is defined as the ratio of the k,(d) 
value for a mixed water body of depth zmix (Eq. 15-18) and the near-surface specific 
rate of light absorption k," (A) (Eq. 15-22); therefore: 

(15-29) 

Note that S(A) is a fimction both of ai(A)(the diffuse attenuation coefficient near 
the surface) and of aD(A)  (the average diffuse attenuation coefficient for the whole 
water column of depth zmix). Using S(A), we may express k,(d) as: 

k, (A) = k,O(A). S(A)  (15-30) 

and approximate k, by: 
k, = 'Zk:(A).S(A) (15-3 1) 

For crude estimates of k,(A), we may make two assumptions that simplify the 
calculation of S(d). First, we may set aD(A) E &(A) if the water body considered is not 
too deep (e.g., only a few meters). Second, for nonturbid waters, we may assume an 
average D(A) value of D G 1.2 (see Zepp and Cline, 1977). Then, Eq. 15-29 simplifies 
to: 

(1 5-32) 

where a(A) is the beam attenuation coefficient that we may easily determine with a 
spectrophotometer. Finally, if the compound of interest absorbs light only over a 
relatively narrow wavelength range (e.g., PNAP, Fig. 15.9), one may use a single 
(average) a(d) [or aD(d)] value for this wavelength range to calculate the effect of 
light attenuation on the specific rate of light absorption of the compound. For example, 
if we choose the a value at the wavelength ;1, of the maximum spec@ rate of light 
absorption [not the maximum E~(A)! ]  of the compound (i.e., 323 nm in the case of 
PNAP, see Fig. 15.9), k, may be approximated by: 

(15-33) 

For practical applications, Eq. 15-33 is extremely useful, since in many cases 
experimental data are available only for the near-surface specific rate of light 
absorption or, even more frequently, for the total near-surface direct photolytic 
transformation rate of a given pollutant. An example demonstrating the use of 
screening factors is given in Illustrative Example 15.2. 
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Illustrative Example 15.2 Using the Screening Factor S(&J to Estimate the Total Specific Light Absorp- 
tion Rate of PNAP in the Epilimnion of a Lake 

Problem 

In Table 15.6, the 24 h total specific light absorption rate, k; (24 h), of PNAP is 
calculated (estimated) for a clear midsummer day in the well-mixed epilimnion of 
Greifensee in Switzerland (47"N latitude). For a latitude of 40"N the near-surface 
total specific light absorption rate k: (noon) of PNAP is calculated for a clear mid- 
summer day in Table 15.5. Can you use this k:(noon) value to estimate k; (24 h) of 
PNAP in Greifensee? If yes, perform the calculation and compare the resulting 
ki(24 h) value with the kJ(24 h) value obtained in Table 15.5. Assume that on a 
daily basis, k:(noon) is about 2.5 times larger than ki(24 h) [compare k; (24 h) 
given in Fig. 15.10 with k:(noon) (86400 s.d-')]. 

Answer 

Figure 15.10 shows that for the summer, k," values are not very different between 
40"N and 50°N latitudes. Hence, the k: values of 1 .45x10P2 einstein.(mol PNAP)-' 
s-' given in Table 15.5 can be used to estimate k, in the epilimnion of Greifensee. 
Inspection of Table 15.5 also shows that the maximum light absorption rate of 
PNAP is at about 330 nm. At this wavelength the average beam attenuation 
coefficient of Greifensee water is a(330 nm) = 0.022 cm-' (Table 15.6). In- 
sertion of this value together with zmiX = 500 cm into Eq. 15-32 yields: 

= 0.033 
1 

(2.3)( 1.2)(500 cm)(0.022 cm-I) 
S(330nm) = 

Hence, k,(noon) of PNAP in the epilimnion of Greifensee is estimated to be (Eq. 15-33): 

k,(noon) = S(330nm).k:(noon) = (0.033)(1.45 x 

= 4.79 x 10-~ einstein (mol PNAP)-'S-~ 

= 41.4 einstein (mol PNAP)-'d-' 

einstein (mol PNAP)-'s-') 

When assuming that ka(24 h) = 0.4 ka(noon), one obtains a k,(24 h) value of 16.6 
einstein (mol PNAP)-' d-I, which, considering all approximations made, is in 
reasonable agreement with the value estimated in Table 15.6 [i.e., 22.5 einstein (mol 
PNAP)-' d-"1. 
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Quantum Yield and Rate of Direct Photolysis 

First-Order Rate Constant for Quantification of Direct Photolysis 

In Section 15.2 we defined a reaction quantum yield, CDir(A), describing the total 
number of compound molecules (e.g., moles compound) transformed by a chemical 
reaction per total number of photons (e.g., einsteins) absorbed by a given system 
resulting from the presence of the compound (Eq. 15-9). In Eq. 15-18, we denoted 
the rate of light absorption of wavelength A by the pollutant per unit volume ( e g ,  
einstein per liter per second) as I@). It is now easy to see that the product of these 
two entities describes the number of compound molecules transformed per unit 
volume per time [e.g., (mol compound i) per liter per second]. This is also equal to the 
concentration change per unit time in a given system, or the rate of transformation of 
the pollutant: 

Rate of directphotolysis 

(subscript "p") at wavelength A =  - - ( 2)pJ 
(1 5-34) 

where ,$,(A) = Qir(A)ka(A) is the direct photolysis first-order rate constant at wave- 
length A. It has the unit of time-' (e.g., per second or per day). We recall that we may 
express direct photolysis as a first-order process only if q(A)Ci << a(A). The (total) 
rate of direct photolytic transformation of a given pollutant in a well-mixed water 
body is then given by: 

(total) rate = -( $) = [x kp(A) ]Ci  
P 

(1 5-35) 

If we assume that the quantum yield is independent of wavelength, we simply multiply 
the total specific light absorption rate of the compound in a well-mixed water body by 
Qir to obtain 4: 

k, = Q i r . k a  (1 5-36) 

Similarly, the near-surface first-order rate constant k: for direct photolysis is given by: 

kpO = (Pi, . k," 

Finally, using Eq. 15-33, ,$, and k: may be related by: 

k,  = S(A,) k,O 

(15-37) 

(15-38) 

As indicated by Eq. 15-36, to estimate the rate of direct photolysis of a pollutant in a 
given system, one needs to know the k, value as well as the reaction quantum yield 
for the compound considered. As we have extensively discussed, k, values may be 
estimated with the help of spreadsheet calculations or computer programs. However, 
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Table 15.7 Direct Photolysis Reaction Quantum Yields of Some Selected Organic 
Pollutants in Aqueous Solution 

Solvent Other Reaction 
Wavelength a Than Water Quantum Yield 

Compound (nm) (PHI (@iJ Ref 

Naphthalene 
1 -Methylnaphthalene 
2-Methylnaphthalene 
Phenanthrene 
Anthracene 
Pyrene 
1,2-Benzanthracene 
Benzo(a)pyrene 
3,4-Dichloroaniline 
3,5-Dichloroaniline 
Pentachlorophenolate 
4-Nitrophenol 
4-Nitrophenolate 
Nitrobenzene 
4-Nitrotoluene 
2,4-Dinitrotoluene 
2,4,6-Trinitrotoluene 

313 
313 
313 
313 
313 
3 13,366 
3 13,366 ,sun 
313,366,sun 
3 13 ,polychr. 
3 13 ,sun 
3 14 qolychr . 
3 13 ,polychr . 
365 ,polychr. 
313 
366 
313 
3 1 3,366 ,sun 

1.5 x 1 
1.8 x 1 
5.3 10-3 1 
1 .o x 1 
3.0 10-3 1 
2.1 10-3 1 

1 %AN 3.2 10-~ 2 
1-20 % AN 8.9 x 10'' 2 
pH 7-10 4.4 x 3 
pH 4-10 5.2 x 3 
pH 8-10 1.3 x 3 
pH 2-4 1.1 x lo4 3 
pH 9-10 8.1 x 10" 3 

2.9 10-5 4 
5.2 10-3 4 
2.0 10-3 4 
2.1 10-3 5 

a Wavelength or wavelength range at which air has been determined, sun = sunlight, polychr. = 
polychromatic artificial light (> 290 nm). AN = acetonitrile. Moles of compound converted per 
moles of photons absorbed. (1 )  Zepp and Schlotzhauer (1979); (2) Mill et al. (1981); (3) Lemaire et 
al. (1985); (4) Simmons and Zepp (pers. comm.); (5) Mabey et al. (1983). 

there are presently no rules for predicting Qir values from chemical structure. Thus, 
quantum yields have to be determined experimentally. Below we shall briefly 
outline the most widely used procedures, but refer to the literature for a more 
detailed discussion (Zepp, 1978; Roof, 1982; Zepp, 1982; Mill and Mabey, 1985; 
Leifer, 1988). 

In Table 15.7 the reaction quantum yields are given for some selected organic pollut- 
ants. As can be seen, reaction quantum yields vary over many orders of magnitude, 
with some compounds exhibiting very small Qir values. However, since the reaction 
rate is dependent on both k, and air (Eq. 15-34), a low reaction quantum yield does not 
necessarily mean that direct photolysis is not important for that compound. For 
example, the near-surface direct photolytic half-life of 4-nitrophenolate (Qir = 8.1 x 

at 40"N latitude is estimated to be in the order of only a few hours, similar to the 
half-life of the neutral 4-nitrophenol, which exhibits a air more than 10 times larger 
(Lemaire et al., 1985). The reason for the similar half-lives is the much higher rate of 
light absorption of 4-nitrophenolate as compared to the neutral species, 4-nitrophenol 
(compare uv/vis spectra in Fig. 15.5 and Illustrative Example 15.3). As a second 
example, comparison of the near-surface photolytic half-lives (summer, 40"N 
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latitude) of the two isomers phenanthrene (tlI2 - 60 days) and anthracene (t,,, - 5 
days, Zepp and Schlotzhauer, 1979) shows that the smaller air value of anthracene (as 
compared to phenanthrene) is by far outweighed by its much higher k, value (compare 
uv/vis spectra in Figs. 15.3b and c). These two examples illustrate again that both k, 
and air are important factors in determining the rate of direct photolysis in natural 
waters. For more examples of quantum yields as well as a discussion of product forma- 
tion of direct photolysis of some important compound classes we refer to the literature 
[Kramer et al., 1996 (fluorescent whitening agents); Pagni and Sigman, 1999 (PAHs 
and PCBs); Richard and Grabner, 1999 (phenols); MCallier, 1999 (some pesticides)]. 

Illustrative Example 15.3 Estimating the Photolysis Half-Life of a Weak Organic Acid in the Well- 
Mixed Epilimnion of a Lake 

Problem 

Estimate the 24 h averaged direct photolysis half-life of 4-nitrophenol (4NP) (a) 
near the surface, and (b) in the well-mixed epilimnion of Greifensee (pH = 7.5; 
z,,, = 500 cm; a@) values given in Table 15.6) on a clear midsummer day. Further- 
more, a friendly colleague has already calculated the 24 h averaged near-surface 
total specific light absorption rates of the nondissociated (HA) and dissociated 
(A-) species: 

k:(24h,HA)=4.5x103 einstein.(molHA)-'d-' (Am 2 330nm) 

k;(24h,A-) = 3 . 2 ~ 1 0 ~  einstein.(mol A-)-'d-' (A, 5 400nm) 

OH 0- Answer (a) 

4NP is a weak acid with a pKi, of 7.11 (see Chapter 8 and Appendix C). The near- 
surface rate of photolysis of 4NP (HA + A-) is given by: 

d[4NP1t0t = ki(24h, 4NP).[4NPIt,, 
dt 

4-nitrophenol 

kp"(24 h, 4NP) is a "lumped" rate constant that can be expressed as the sum of the kp" 
values for the nondissociated and dissociated species, respectively: 

k,O (24 h, 4NP) = (aia). k,O (24 h,HA) + (1 - aia ). k i  (24 h, A-) (2) 

where a, = (1 + 10(pH-pKia))-l (Eq. 8-22). Insert the quantum yields given in Table 
15.7 for 4-nitrophenol (1.1 x lo4) and 4-nitrophenolate (8.1 x 1 0-6) together with the 
k: values given above into Eq. 15-37 to get: 

ki(24 h,HA) = (1.1 x 

k,O(24 h,A-) = (8.1 x 104)(3.2 x lo4) = 0.26 d-' 

(mol HA) einstein-')(4.5 x lo3 einstein (mol HA)-'d-' 

= 0.5 d-' 
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Insertion of these values into Eq. 2 together with a,,= 0.29 at pH 7.5 yields: 

k:(24 h,4NP) = (0.29)(0.5 d-') + (0.71)(0.26 d-') = 0.33 d-I 

and: 

t,,,(24 h,4NP) = (1n2)/0.33 d-') G 2 d 

Note that at pH 7.5, the direct photolytic transformations of HA and A-, respectively, 
contribute about equally to the overall near-surface direct photolysis rate of 4NP. 

Answer (b) 

For the well-mixed epilimnion, in analogy to case (a), the overall rate of direct 
photolysis of 4-NP can be expressed as: 

- d[4NP1t0t = kp(24h,4NP)-[4NP],, 
dt 

(3) 

where h(24 h, 4NP) is now the depth-averaged first-order photolysis rate constant, 
and is given by: 

kp(24 h, 4NP) = a, . k,(24 h,HA) + (1 - a,)kp(24h, A-) (4) 

Use the screening factors at maximum light absorption S(&) (Eq. 15-38) to estimate 
the corresponding k,(24 h, HA) and k,(24 h, A-) values: 

kp(24h,HA)= S(330nm).k;(24h,HA) ( 5 )  

k, (24 h, A-) = S(400 nm) .k; (24 h, A-) (6) 

Insert the a(&,) values given in Table 15.6 together with zmiX = 500 ern into Eq. 
15-32 to get: 

= 0.039 
1 

(2.3)(1.2).(500 cm)(0.0185 cm-') 
S( 330 nm) = 

= 0.013 
1 

(2.3)(1.2). (500 cm)(0.0055 cm-') 
S(400 nm) = 

Hence, in the epilimnion of Greifensee, for light with A = 330 nm and 400 nm, the 
average photon fluence rate is only about 4 and 13%, respectively, of the near- 
surface photon fluence rate. Insertion of these values into Eqs. ( 5 )  and (6) together 
with the k: values calculated above (case a) yields: 

kp(24 h, HA)= (0.039)(0.5 d-I) = 0.020 d-' 

kp(24 h, A-) = (0.13)(0.26 d-') = 0.034 d-' 
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and with a,, = 0.29 at pH 7.5 (Eq. 4): 

k&24 h, 4NP) = (0.29)(0.0185 d-') + (0.71)(0.0338 d-') 

= (0.0054 d-' + 0.0240 d-') = 0.029 6' 

and: 
t,,,(24 h, 4NP) = (1n2)/0.029 d-' = 24 d 

Hence, when considering the whole epilimnion, the direct photolysis half-life of 
4-NP is about 10 times longer as compared to the half-life at the surface. Note that in 
contrast to the near-surface situation, because of the very different screening factors, 
the reaction of the dissociated species is about four times more important in determining 
the overall direct photolysis rate of 4NP in the well-mixed epilimnion. 

Advanced Topic Determination of Quantum Yields and Chemical Actinometry 

In the most common procedures used to determine reaction quantum yields, an 
(oxygenated) dilute solution of the compound (preferably in distilled water or 
distilled water containing a low amount of a polar organic solvent) is irradiated by 
constant intensity monochromatic radiation in a photochemical apparatus (e.g., optical 
bench, merry-go-round reactor). In the laboratory, various light sources are available 
to investigate photolytic processes and to determine quantum yields. The most 
common lamps include low-, medium-, and high-pressure mercury lamps, xenon 
lamps, and lasers. These lamps are used in connection with various filter systems to 
obtain the desired monochromatic or polychromatic light (Calvert and Pitts, 1966; 
Zepp, 1982; Mill and Mabey, 1985). For determination of quantum yields in the uv- 
B and uv-A region, two-filter systems (a short description is given by Mill and 
Mabey, 1985) are widely used in connection with medium- and high-pressure 
mercury lamps to isolate the 313- and 366-nm bands. Because many important 
environmental pollutants absorb light primarily in the uv-region, a large number of 
quantum yields reported in the literature have been determined at 3 13 and/or 366 nm. 

Distilled rather than natural water is often used as the solvent for determination of 
quantum yields for two major reasons. First, the total absorbance of the solution at 
the wavelength of irradiation should not exceed 0.02. Second, and more important, 
the presence of natural water constituents (e.g., humic material, nitrate) could 
enhance the total photolytic transformation rate by indirect photolytic processes as 
described in Chapter 16. Zepp and Baughman (1978) have argued that for many 
chemicals Qir obtained in distilled water is nearly the same as that observed in natural 
waters (at least in uncontaminated fi-eshwaters), because concentrations of natural 
water constituents that could undergo reactions with or quench photolysis of excited 
pollutants are generally very low. Furthermore, the effects of molecular oxygen, which 
may act as a quencher, can also be studied in distilled water. 

From measurements of the concentration C, of the compound i as a function of 
exposure time, the first-order photolysis rate constant, k,,(d), is then determined by 
calculating the slope of a plot of In C,/Ci, versus time (see Section 12.3). Since the 
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absorbance of the solution is less than 0.02, kp(A) is given as [Zepp, 1978; see also 
analogy to Eq. 15-22 with D(A)=(A/V). Z(A)]: 

(15-39) A 
kp(A) = 2.3. W(A)-.  &i(A)-Z(A).Qr(A) 

V 
where W(d)(AIV) is the incident light intensity per unit volume of the cell (e.g., a 
quartz vessel with total surface A and volume v), and Z(A) is the cell pathlength that 
can be determined experimentally for the selected A value (Zepp, 1978). Hence, 
(Djr(A) can be calculated by: 

k, (A) (1 5-40) 
= 2.3. W(d)(A / V) . &i(d). Z(A) 

provided that the light intensity term W(d)(A/V) is known. This light intensity term 
may be determined by exposing a chemical actinometer to the light source in the 
same way and at the same time that the compound of interest is exposed. A chemical 
actinometer is a solution of a photoreactive reference compound (subscript R) that 
reacts with a well-known reaction quantum yield, @r,R(A), preferably with an 
approximately similar half-life as the compound for which @&) is to be determined. 
There are two types of chemical actinometers: (1) concentrated solutions of some 
chemicals that absorb virtually all of the incident light, and (2) chemical actinometers 
that only weakly absorb the monochromatic radiation (i.e., for which the absorbance is 
less than 0.02). In the first case the reaction proceeds by zero-order kinetics and the 
reaction rate is given by [see Eq. 15-26 with W(A)/zmiX = W(d)-(AN), and a(A) = 

ER(a)cRI : 
A 

rate, = W(A)7.CPrfi(A) (1 5-41) 

and so the rate of light-input is given by: 

(15-42) 

This result may be substituted into Eq. 15-40 to calculate cDjr(A). Classical actino- 
meters that are used in this way include the potassium ferrioxalate actinometer that 
can be employed both in the uv and visible spectral region the Reinecke’s salt 
actinometer (visible region), and the ortho-nitrobenzaldehyde actinometer (uv 
region). For further description of these actinometers we refer to the literature (e.g., 
Leifer, 1988, pp. 148-151). 

For the dilute solution actinometer (i.e., absorbance < 0.02), Eq. 15-39 applies also for 
the description of k,,,(A). From this equation, W(A)(A/V)*Z(A) may be determined by: 

(1 5-43) 

Substitution of Eq. 15-43 into Eq. 15-40 then yields the reaction quantum yield of 
the compound of interest at wavelength A: 
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(1 5-44) 

To obtain an environmental quantum yield or quantum efficiency, Dulin and Mill 
(1 982) suggested exposing dilute solutions of both the pollutant and the chemical 
actinometer to sunlight. The quantum efficiency in this way represents an averaged 
value over the wavelength range over which the compound absorbs sunlight. It can 
be estimated from the measured first-order rate constants kp and kp,R, and from the 
ratio of the specific sunlight absorption rates of pollutant and reference compound 
calculated (Eq. 15-25) for the time and locations of the experiments: 

k kcalc 
@,(sunlight) = *. mrB (sunlight) 

kpRk?" 
(15-45) 

Eq. 15-45 assumes that the ratio of the total light absorbed by the pollutant and the 
chemical actinometer is constant over changes in seasons, latitudes, and sky con- 
ditions. The validity of this approach depends, of course, on the reliability of the 
simulated solar spectral irradiances. Since variations in sunlight intensities as a 
consequence of weather, diurnal, and/or seasonal changes are most pronounced in 
the uv-B and low uv-A region, the largest errors arising with this approach can be 
expected for chemicals that have a maximum specific light absorption rate in this 
wavelength region (i.e., 290 - 350 nm). Nevertheless this outdoor approach to deter- 
mine air of a given compound may be very useful, particularly in cases in which the 
quantum yield is wavelength-dependent. 

In principle, any organic compound [with known Oir(A) or @.,(sunlight)] that ab- 
sorbs light in the appropriate wavelength range, and that exhibits a photolytic half- 
life similar to that of the compound of interest, could be used as a dilute solution 
actinometer (Zepp, 1978, 1982). In practice, however, such compounds are often 
dificult to find. Dulin and Mill (1982) discussed the criteria that need to be fulfilled 
by a good chemical actinometer, particularly when used for sunlight experiments. 
They described a binary chemical actinometer approach that is applicable primarily to 
measure radiation intensities in the uv region. The major advantage of this type of 
actinometer is that the quantum yield and thus the half-life of the actinometer chemical 
is adjustable, thus ensuring that both actinometer and pollutant are exposed to the same 
levels of light. This is particularly important in cases where the compounds are 
exposed to sunlight over a longer period of time (e.g., several hours to days). 

The basic principle of a binary actinometer lies in the bimolecular photoreaction of a 
photosensitive species (the reference compound R) with a photoinsensitive reactant 5: 

> defined products hv R + R j  (1 5-46) 

The rate of the reaction, that is, the rate of conversion of R (which is measured) is 
then given by: 
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(1 5-47) 
with Qrl l (A)=  @:.,(A)+kj[R,] 

@y,R(A) is the extrapolated quantum yield in the absence of Rj, and k, is a measure 
for the yield of the reaction of the excited R with R,, and has the units of (mol R 
converted) einsteid M -'. For practical purposes, R, should be present in excess 
concentration (i.e., [R,] >> [R]). Thus, if over a reasonable concentration range of Rj, 
CP;,~(A)  << kj [R,], Qr,R(d) (and thus the photolytic half-life of R at a given light 
intensity) can be varied linearly with [R.] Two useful examples of such binary 
actinometers are p-nitroanisole(PNA)/pyridine and p-nitroacetophenone (PNAP)/ 
pyridine. In their excited states, both PNA and PNAP undergo a nucleophilic 
displacement reaction with pyridine: 

J. ' 

I 
NO* 

R, = -OCti3 (PNA) 

R, = -COCH, (PNAP) 

(1 5-48) 

The reaction follows the kinetics described by Eq. 15-47. Both PNA and PNAP 
absorb light in the uv region (< 400 nm) and show a constant CPJA) over this wave- 
length range. 

The PNA/pyricline actinometer is useful for very fast reactions. In sunlight, it can be 
adjusted to half-lives between a few minutes and about 12 h. The upper time limit is 
determined by the (very high) k,O value of PNA [- 5000 einstein (mol PNA)-' d-' for 
a midsummer day at 40"N latitude], and the (rather small) value of 3 x lo4 
(Dulin and Mill, 1982; Leifer, 1988). In comparison, as we discussed earlier, for the 
same geographic latitude and time, PNAP exhibits a k,O value that is about 10 times 
smaller [i.e., 532 einstein (mol PNAP)-' day.'], and it has an even smaller quantum 
yield as compared to PNA ( @:,R < Dulin and Mill, 1982). Hence, although 
PNAP absorbs sunlight at an appreciable rate, its (direct) photolytic half-life would 
be very large in a natural water. In the presence of pyridine in a test vessel, however, 
the photolytic half-life can be adjusted to range between a few hours and several 
months (for details see Dulin and Mill, 1982, or Leifer, 1988). 

At this point we should note that when extrapolating photolysis rates determined in 
test vessels to natural water bodies, the geometry of the test vessel must be taken into 
account. For example, sunlight photolysis rates measured in cylindrical test tubes have 
been found to be greater by a factor of 1.5-2.2 as compared to the rates determined 
in flat dishes (Ihlin and Mill, 1982; Haag and Hoigne, 1986). The major reason for 
these findings are lens effects of the curved glass and the fact that the tubes are 
exposed to light from all sides. 
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Effects of Solid Sorbents (Particles, Soil Surfaces) 
on Direct Photolysis 

Effect of Particles in Water 

We conclude this chapter by briefly addressing the effects of solid sorbents on direct 
photolytic transformations of organic pollutants in natural waters. We start out by 
considering the effect of particles on direct photolysis in surface waters. As we have 
already mentioned, particles may contribute to the light attenuation in a water body, 
both by light absorption and light scattering. Depending on which effect is predom- 
inant, the rate of direct photolysis of a dissolved species in a given system may be 
decreased or enhanced. In most cases, a decrease in direct photolysis rates of dis- 
solved organic pollutants is observed with increasing particle concentrations, indi- 
cating that light absorption is the more important factor (Miller and Zepp, 1979b). In 
some clay suspensions, however, Miller and Zepp (1979b) observed an increase in 
the photolysis rate of a ketone which was attributed to increases in the mean light 
path length caused by scattering. 

A more complicated issue is the photolytic transformation of sorbed compounds. 
Predictions of direct photolysis rates of organic pollutants sorbed to a solid surface 
are impeded by the fact that a compound may be shielded from the light (see below). 
In addition, the uv/vis absorption spectrum of a given compound may be significant- 
ly different in the sorbed state as compared to the dissolved state (e.g., Parlar, 1980). 
Similar effects may be observed when a (hydrophobic) pollutant is associated with 
dissolved or colloidal natural organic matter. Furthermore, owing to the different 
molecular environment, sorbed species may exhibit very different reaction quantum 
yields and photoreaction distributions. For example, kinetic and product studies of 
photoreactions of some highly hydrophobic nonionic organic chemicals indicated 
that the compounds were in a microenvironment that was less polar than water and 
that was a considerably better hydrogen donor (Miller and Zepp, 1979b). This is 
consistent with our picture that hydrophobic compounds preferably sorb in organic 
components of natural solids (see Chapter 9). 

Direct Photolysis on Soil Surfaces 

Photolysis on soil surfaces is an important degradation pathway for a variety of or- 
ganic compounds including agrochemicals or chemicals introduced to soils by sew- 
age sludge applications. From the results of numerous studies it can be concluded 
that both direct and indirect photolytic transformation reactions of a given chemical 
may be quite different on soils compared to homogeneous or heterogeneous aqueous 
systems (see references cited in Balmer et al., 2000). Despite this fact, and although 
the evaluation of photodegradation on soil is required for numerous chemicals by 
registration authorities, systematic investigations of this process are still lacking. 
Large difficulties are encountered when designing experiments that allow the vari- 
ous factors that determine photochemical degradation on soils to be evaluated. 

Presently the most common experimental approach to study photodegradation of 
organic compounds on soils is to expose a series of thin, spiked soil layers (thickness 
typically between 0.25 and 2 mm) to a light source. The overall disappearance rate 



650 Direct Photolysis 

coefficient of the compound, which is generally reported as photodegradation rate 
coefficient, is then determined by measuring the total loss of compound from the soil 
layers as a function of time. However, these reported rates are of rather limited 
value, because they always depend on the layer thickness of the soil and in most 
cases also on transport kinetics, which should in fact be treated separately. Because 
light penetration into soils is very limited (i.e., 0.1 to 0.5 mm; Herbert and Miller, 
1990) and wavelength dependent, the fraction of total compound actually exposed to 
light depends on the type of soil, on the thickness of the soil layer, and on the light 
absorption spectrum of the compound. Thus, the rate of transport (i.e., retarded 
diffusion, see Chapter 18) of the compound from dark locations to irradiated zones 
within the soil layer will heavily influence the observed overall elimination rate. Since 
transport depends on the gasisolid partitioning behavior of the compound, and since 
sorption is strongly influenced by temperature and humidity (Chapter ll), these 
parameters also need to be controlled in experiments. For hture studies, experimental 
approaches are needed that allow determination of the actual photolysis rate constants, 
and that are independent of layer thickness and transport velocity of a compound. Only 
then can the influence of the surfaces on light absorption rate and quantum yield be 
evaluated and quantified. A first promising step in this direction has been reported by 
Balmer et al. (2000). 

Questions and Problems 

Questions 

Q 15.1 

What happens if an organic compound absorbs light in the uv/vis range? 

Q 15.2 

What is the difference between direct and indirect photolysis? 

Q 15.3 

Explain in words the Beer-Lambert law. 

Q 15.4 

How is the decadic molar extinction coefficient, Ei(d), of a given compound defined? 
What is described by the decadic light absorption or light attenuation coefficient, 
qa)? 

Q 15.5 

What structural features are required in order to allow an organic compound to 
absorb sunlight at a significant rate? Give examples of compounds that absorb 
sunlight (a) only in the uv-range, (b) in both the uv and visible range. What color is 
a concentrated solution of azobenzene (Fig. 15.2d and Table 15.2)? 

Q 15.6 

Give examples of the physical and chemical processes that a photochemically excited 
organic compound may undergo. 
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Q 15.7 

What does the reaction quantum yield, @,(A), exactly describe? In aqueous solution 
one usually assumes that Bi,. is independent of A. Is this assumption always correct? 
Can you give an example where reaction quantum yields may have to be determined 
at different wavelengths? 

Q 15.8 

Why can one not just use the decadic light absorption coefficient, a(A), to describe 
light attenuation in a given water body? How is the diffuse attenuation coefficient, 
a&), related to a@)? 

Q 15.9 

Which water constituents primarily determine the magnitude of the diffuse attenua- 
tion coefficient a,(A)? 

Q 15.10 

Which light penetrates deeper into a natural water body, uv or visible light? Why? 

Q 15.11 

What does the light-screening factor, S(A), exactly describe? For what can it be 
used? 

Q 15.12 

How is the first-order direct photolysis rate constant of a given compound defined? 
What is(are) the prerequisite(s) that direct photolysis can be expressed by a first- 
order rate law? 

Q 15.13 

Enumerate all factors that determine the direct photolysis rate of a given compound in 
surface waters. Explain how you can determine and estimate the various parameters 
required to calculate the direct photolysis rate constant for a given situation. 

Problems 

P 15.1 Estimating Light Penetration into a Natural Water Body 

Consider a well-mixed, nonturbid water body with a dissolved organic carbon 
concentration (DOC) of 4 mg C.L-'. The decadic beam attenuation coefficients, 
a(A), determined for a water sample at five wavelengths are the following (see other 
examples given in Fig. 15.1 1): 

A/nm 300 350 400 450 500 
a(A)/cm-' a 0.042 0.015 0.006 0.003 0.002 

a Values taken from Table 15.6 for epilimnic water from Greifensee, Switzerland. 

Calculate for each wavelength indicated above the thickness of the water layer 
required to attenuate sunlight by a factor of 2. At what depth is 99% of the incoming 
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light of a given wavelength absorbed by the water body (euphotic zone, see Fig. 
15.8)? Assume an average value for the distribution function, D(d), in Eq. 15-12, of 
1.2. Comment on the results. 

P 15.2 Is Everything Okay with These Light Penetration Measurements? 

During the summer, somebody measures how much light coming into a small 
mesotrophic lake is absorbed in the water column as a h c t i o n  of depth. He gets the 
following results: 
~~ ~ ~ 

% of Incoming Light Intensity of Wavelength A 

Depth (m) T ("C) 300 nm 400 nm 500 nm 

0 20.3 100 100 100 
1 20.2 10 60 90 
2.5 20.3 0.3 30 75 
5 16.5 < 0.1 3 40 
7.5 10.2 0.3 24 

10 8.4 < 0.1 18 

Calculate the diffuse light attenuation coefficients, a,(d), as a function of depth for 
the three indicated wavelengths. Do the results of these light penetration measure- 
ments make sense? 

P 15.3 Estimating the Near-Surface Total Specific Light Absorption Rates of 

Estimate the k," value of nitrobenzene present at low concentration in a natural water 
body on a clear midsummer day as well as on a clear midwinter day (both at noon 
and averaged over 24 h) at 40"N latitude and sea level (see Table 15.3 and 15.4). For 
nitrobenzene you find the following Ei (A)  values in the literature: 

Nitrobenzene 

Wnm 300 310 320 330 340 350 360 370 

Ei(A)l(M-'cm-') 2500 1400 800 580 560 280 140 20 

Compare the noon values on a daily base with the 24 h averaged values. Comment on 
the difference between summer and winter. Perform your calculations by choosing 
appropriate wavelength ranges from the data given in Tables 15.3 and 15.4. 

P 15.4 Photolysis or Hydrolysis? wkich Process Is More Important for the 
Elimination of the Insecticide Carbaryl from a Shallow Water Body? 

Consider a well-mixed oligotrophic shallow water body (zmix) = 1 m; a(300 nm) = 

0.2m-', a(320nm)=O.l5m-'; a(350nm)=0.1 d ; p H = 7 . 0 ;  T =  15"C)exposedto 
sunlight on a clear summer day at 40"N latitude. Due to spraying of the insecticide 
carbaryl in the surroundings, there is a significant input of this compound into the 
water body. As an employee of the company that manufactures this insecticide, you 
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are asked how persistent this compound is in this water body. Calculate the half-life 
of carbaryl in the water under the given conditions by assuming that photolysis and 
abiotic hydrolysis are the dominant elimination mechanisms. In the literature you 
find the following data for carbaryl (Roof, 1982; Table 13.11): 

k N ( z 5 ~ c )  = 9.0 10-7s-1 
kB(25"C) = 5.0 x 10'M-'~- '  

I @,(313 nm) = 0.006 (mol carbatyl) einstein-1 

carbaryl 

and the decadic molar extinction coefficients: 

Wnm E, /(M-'cm-*) Wnm E, /(M-' cm-') 

297.5 1480 315 26 1 
300 918 317.5 235 
302.5 74 1 320 101 
305 532 323 45 
307.5 427 330 11 
310 356 340 < 1  
312.5 288 

P 15.5 Estimating the Direct Photolysis Half-Life of Pentachlorophenol in 
Chesapeake Bay (adapted from Roberts, 1995) 

Shown below are some data concerning light absorption in the uv/vis range by pen- 
tachlorophenol (PCP). Absorption values for the neutral species are given in ethanol, 
those for the dissociated species at pH 10 in aqueous solution. 

Absorbance (Eq. 15-5,Z = 1 cm) in Ethanol: 

Concentration: 1.8 x lo"' M 

Wnm 300 305 310 315 
A 0.452 0.513 0.305 0.1 15 

Concentration: 1.8 x M 

Wnm 320 330 
A 0.350 0.040 

Absorbance (Eq. 15.5, I = lcm) in Water at pH 10: 

Concentration: 1 .O x 1O"'M 

Wnm 300 305 3 10 315 320 
A 0.270 0.325 0.390 0.465 0.510 
Xnm 325 330 335 340 
A 0.440 0.294 0.170 0.084 345 
Wnm 350 360 0.043 
A 0.021 0.005 
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(a) Calculate the decadic molar extinction coefficients of pentachlorophenol and 
pentachlorophenolate as a function of A. Which form do you expect to be more 
susceptible to direct photolysis, when assuming that both species exhibit the same 
quantum yield @,= 0.013? 

(b) Estimate the half-life (24 h average) with expect to direct photolysis of total 
pentachlorophenol spilled in the well-mixed Chesapeake Bay in December (PH 6.2, 
water temperature 15"C, ionic strength 0.03 M, average depth 5m), with a@) values: 

?Jnm 300 3 10 320 330 
a(A)/cm-* 0.052 0.042 0.034 0.028 

a n m  340 350 360 370 
a(il)/cm-' 0.023 0.019 0.016 0.013 

What portion of the uv/vis spectrum is responsible for most of the direct photolysis? 
Use the data given in Table 15.4 for your estimate. 

OH 
I 

Cl 

pentachlorophenol 
PK,~ = 4.75 

P 15.6 Does Direct Photolysis Affect the Phenanthrene-to-Anthracene 
Ratio in Aerosol Droplets? 

Gschwend and Hites (1 98 1) observed that the two closely related polycyclic aro- 
matic hydrocarbons, phenanthrene and anthracene, occur in a ratio of about 3-to- 1 
in urban air. In contrast, sedimentary deposits obtained from remote locations 
(e.g., Adirondack mountain ponds) exhibited phenanthrene-to-anthracene ratios of 
15-to- 1. You hypothesize that these chemicals are co-carried in aerosol droplets 
from Midwestern U.S. urban environments via easterly winds to remote locations 
(like the Adirondacks) where the aerosol particles fall out of the atmosphere and 
rapidly accumulate in the ponds' sediment beds without any further compositional 
change (i.e,, the phenanthrene-to-anthracene ratio stops changing after the aerosols 
leave the air). If summertime direct photolysis was responsible for the change in 
phenanthrene-to-anthracene ratio, estimate how long the aerosols would have to 
have been in the air. Comment on the assumptions that you make. What are your 
conclusions? 
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Introduction 

In Chapter 15 we dealt with reactions of organic pollutants occurring as a conse- 
quence of direct light absorption by the pollutant. In the environment, particularly in 
the atmosphere, in surface waters, and on soil or plant surfaces, there are, however, 
other light-induced processes that may lead to the transformation of a given organic 
compound. Such processes are initiated through light absorption by other chemicals 
in the system. They are, therefore, commonly referred to as indirect or sensitized 
photolysis. (The term “sensitized” is sometimes reserved for indirect photoreactions 
involving energy transfer; see below.) 

There are several important reactive species that are generated as a consequence of 
light absorption in the aquatic environment including atmospheric waters (Table 
16.1; Faust, 1999). Some of these species are also important reactants in the gas 
phase in the atmosphere (e.g., HO’, 03, NO;), and in water treatment plants where 
they are chemically produced (e.g., HO’, 03, HO;, R’, ROO’, COi-). From the one- 
electron reduction potentials given in Table 16.1, we can see that all these species are 
rather strong oxidants compared to molecular oxygen (30,). Although some reduc- 
tion reactions may occur in natural waters (e.g., polyhalogenated compounds in- 
volving photochemically produced hydrated electrons; Zepp and Ritmiller, 1999, in 
general, organic pollutants are oxidized by such species. Hence, one commonly re- 
fers to these species as transientphotooxidants. The term “transient” is used to indi- 
cate that these photooxidants are rather short-lived, because they are rapidly re- 
moved (i.e., scavenged) by physical (i.e., energy transfer) or chemical processes. 
Note that those species in which oxygen atoms play an important role are often also 
summarized as reactive oxygen species (ROS, Blough and Zepp, 1995). 

Table 16.1 Standard One-Electron Reaction Potentials, EA , in Aqueous Solution 
at 25°C of Some Environmentally and Technically Important (Photo)Oxidants a 

Oxidant Reaction in Water EA IV 

HO’ HO’ +e- = HO- 1.9 

‘ 0 2  ’0, + e- = 0;- 0.83 

HO; / 0; HO; +e- = HO, 0.75 

302 3 ~ 2  + e- = 0; -0.16 
ArO’ ArO’ +e- = ArO- 0.79 
RX-ArO’ R,X-ArO’ + e- = RX-ArO- 0.2 - 1.2 
RO’ ‘ RO’ + e- = RO- 1.2 

ROO’ ‘ ROO’+e- =ROO- 0.77 

COT COT + e- = c0;- 1.6 

NO; NO; +e- = NO; 2.3 

0 3  0; +e- = 0; 1 .o 

a Data from Sulzberger et al. (1997) and Faust (1999). EA values of additional species can be found 
in Faust (1999). ”Ar = phenyl. R = alkyl. 
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Figure 16.1 Ranges of steady-state 
concentrations of reactive oxygen 
species in sunlit surface waters 
(sw), sunlit cloud waters (cw), 
drinking-water treatment (dw), and 
the troposphere (trop(g)). Data 
from Sulzberger et al. (1 997) and 
Atkinson et al. (1999). 
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Due to the high reactivities of the various photooxidants, they are commonly present 
in the environment at very low concentrations (see examples given in Fig. 16.1). 
Therefore, although the second-order rate constants (Eq. 12-14) for their reactions 
with organic pollutants are very large (see below), the overall transformation rates 
may not be significant in certain environments. We should also note that it is often 
difficult to directly measure the concentrations of these photooxidants. Thus, steady- 
state concentrations are frequently determined indirectly by measuring transforma- 
tion rates of appropriate probe molecules that react selectively with a given photoox- 
idant, or by estimates of production and scavenging rates (see below). 

In this chapter, we will confine ourselves to illustrating indirect photolysis by a few 
important reactions of organic pollutants with photooxidants in surface waters [i.e., 
reactions with HO, lo2, and 3UC* (unknown chromophore); Section 16.21 as well as 
in the gas phase in the troposphere (HO'; Section 16.3). We will focus our discussion 
on the assessment of transformation rates of organic pollutants in these systems by 
assuming typical steady-state concentrations of the various reactive species. For a 
more detailed discussion of the rather complex processes that determine the steady- 
state concentrations of these and other photooxidants, as well as the breakdown 
products of the organic pollutants in environmental systems, we refer to the litera- 
ture (e.g., aqueous media: Blough and Zepp, 1995; Hoignk, 1997; Boule, 1999; 
Canonica and Freiburghaus, 2001; troposphere: Atkinson, 1989, 1994,2000). 
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Indirect Photolysis in Surface Waters 

Overview 

The most important light absorbers that may induce indirect photolytic transforma- 
tions of organic pollutants in natural waters are the chromophores present in dis- 
solved organic material (DOM). A little calculation illustrates that each of these 
chromophores is excited numerous times during one day. Let us look at the well- 
mixed epilimnion of Greifensee (small eutrophic lake in Switzerland at 47.5"N, lat- 
itude), our model lake that we use throughout the remainder of this chapter. From the 
a(A) values given in Table 15.6 we can deduce that virtually all light between 290 
and 600 nm is absorbed within the epilimnion (zmix = 5 m) of this lake. As indicated 
by Table 15.6, on a clear summer day the total number of photons absorbed in the 
wavelength range that is important for indirect photolysis (290-600 nm) is about 4 
millieinstein cm-2 d-I. Hence, per liter of epilimnion water, 8 x moles ofphotons 
are absorbed per day. The question now is how many chromophores are present to 
absorb these photons. We may make an upper estimate of this number by assuming 
that each chromophore contains at least 10 carbon atoms. With a dissolved organic 
carbon content (DOC) of 4 mg C .L-' we obtain a maximum chromophore concen- 
tration of about 30 pM. This means that, on the average, each chromophore present 
in the epilimnion of Greifensee would be excited 270 times per day or more than 10 
times per hour. As one can easily imagine (Fig. 16.2), reactions of these excited 
chromophores may lead to alterations within the dissolved organic matter, to direct 
transformation of an organic pollutant i, as well as to the formation of a variety of 
reactive species (e.g., ' O,,RO' ,HO, ,O,- ,HO' ). 

As we have discussed in Section 15.2, an excited chemical species may undergo 
various physical and chemical processes (Fig. 15.6). In the case of natural organic 
matter constituents, by far the most important acceptor (quencher) of excited un- 
known chromophores (UCs) is molecular oxygen in its ground-state (triplet oxygen, 
302). Since promotion of 302 to its first excited state (singlet oxygen '0,) requires 
only 94 kJ . mole-', almost all chromophores absorbing light in the uv- and visible- 
wavelength range may (after intersystem crossing to a triplet state) transfer their 
absorbed light energy to an oxygen molecule. The resulting '0, may then react by 
chemical reactions with certain organic pollutants (see below). 

As indicated in Fig. 16.2, in addition to energy transfer, chemical reactions of excit- 
ed UCs ('UC*, 3UC*) may lead to the formation of other reactive oxygen species 
(ROS) that may react with organic pollutants. Such ROS include DOM-derived 
oxyl- and peroxyl radicals (RO', ROO'), superoxide radical anions (Oi-) that may 
be further reduced to H,02, and hydroxyl radicals (HO'). In the case of HO', howev- 
er, DOM is a net sink rather than a source. Finally, some of the 3UC* may react 
directly with certain more easily oxidizable pollutants (see below). 

In addition to DOM, there are other water constituents that upon absorption of light 
may yield transient photooxidants. The most prominent examples are nitrate (NO;), 
nitrite (NO,), and various Fe(I1)- and Fe(II1) complexes. In many freshwaters, pho- 
tolysis of NO; and NO, appears to be the major source for HO' (Blough and Zepp, 
1995): 
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Om, ROO', O$-, H202, HO', ... 

uc 3;c* 

Figure 16.2 Pathways for indirect 
photolysis of an organic compound 
i involving excited natural organic 
matter constituents. UC refers to 
unknown chromophores. Wavy 
arrows symbolize radiationless 
transition (adapted from Zafiriou 
et al., 1984). 

)NO;* -+NO, + 0- H2° ,HO* + OH- hv NO; 
(16-1) 

NO, hu )NO;*+NO+O*- H2° >HO*+OH- 

The production of HO' involving Fe(I1) and Fe(II1) species as well as the involvment 
of reactive iron species in pollutant transformation is primarily important in iron- 
rich waters exhibiting a low pH. Such is the case in surface waters contaminated 
with acidic mine drainage (Allen et al., 1996). Finally, we note that reactions of HO' 
with some inorganic water constituents may yield more long-lived radicals which, 
although less reactive than HO', may become significant for pollutant transforma- 
tion under certain conditions. Examples are the carbonate radical and the bromine 
radical (seawater): 

(16-2) 
HO' + HCO; / C0:- + C0;- + H,O /OH- 

HO' + Br- -+ Br'+OH- 

For sunlit surface waters and drinking water treated by ozonation, carbonate radical 
steady-state concentrations were estimated to be typically two orders of magnitude 
higher than H O  concentrations (see Fig. 16.1). Thus, this process may become im- 
portant for compounds that react with C0;- by less than a factor of 100 to 1000 
more slowly as compared to HO'. Such compounds include the more easily oxidiz- 
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able compound classes such as electron-rich anilines and phenols (Canonica and 
Tratnyek, 2002), and chemicals containing reduced sulfur (Huang and Mabury, 
2000). 

Kinetic Approach for Reactions with Well-Defined Photooxidants 

For describing the kinetics of indirect photolysis of organic pollutants involving 
well-defined photooxidants (e.g., HO, lo2, COi-), we adapt the approach suggest- 
ed by HoignC et al. (1989) and Mill (1 989). The rate of formation, Y~, ,~(A) ,  of a given 
photooxidant (Ox) by radiation of wavelength A may be described by: 

(1 6-3) 

where ka,A(d) [einstein (mol A)-’ s-’1 is the specific light absorption rate of the bulk 
chromophore(s)A involved (e.g., DOM, NO;), leading to the production of Ox, [A] 
is the (bulk) concentration of the responsible chemicals (e.g., [DOM] or [NO;)), 
and is the overall quantum efficiency for the production of Ox. Hence, 
@)r,A(A) is a lumped parameter taking into account the reactions of the excited chro- 
mophores with other chemical species including 302. Consequently, @r,A(h)  is only a 
constant if all relevant parameters (e.g., the concentration of 30,) are kept constant 
in the system considered. The total rate of production of Ox is then given by integra- 
tion of Eq. 16-3 over the wavelength range that is significant for the formation of Ox 
(i.e., range over which A absorbs light of sufficient energy for production of Ox): 

4 0 x 1  
dt 

q,ox = - = I, k a , A ( h ) ’  @)r,~(h) dMA1 
(1 6-4) 

(z A k , A  (A) @r,,4 (a)M) 

This wavelength range may be very narrow as, for example, for the production of 
HO’ from NO, (A = 290 - 340 nm), or it may be rather broad as, for example, for the 
production of ‘0, from DOM (A= 290 to -600 nm). 

Since photooxidants are quite reactive species, they are also “consumed” by various 
processes. These include physical quenching such as generation of heat in H,O in 
the case of ‘O,, or chemical reactions with various water constituents (e.g., with 
DOM, HCO; / COi-). If we assign to each of these Ox-consuming processes, j ,  
a pseudo-first-order rate constant, kOxj (hence, we also keep the concentrations of 
all consuming species, j ,  constant), we may describe the rate of consumption, Y,,,, of 
Ox by: 

r,,,, =--- d‘oxl -z((koX,j)rOxl 
dt j 

(1 6-5) 

where kOxj = kbx,j [i]. Note that the Ox-consuming processes are chemical processes 
and that, therefore, r,,,, is light-independent. 

Let us now consider a shallow water body that is exposed to noon sunlight. If we 
keep everything in the system constant, we will reach a steady state in which 
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fox = Qox, that is, the photooxidant will be present at a steady state concentration 
[OX],o, of: 

(16-6) 

i 

where we have introduced the superscript “0” to indicate near-surface light condi- 
tions. An example calculation is given in Illustrative Example 16.1. 

Now we have an easy way of describing the indirect photolysis of a pollutant by a 
pseudo-first-order rate law, provided that the compound considered does not signi- 
ficantly affect  OX]:^, and that we are able to measure or estimate [Ox]ys. The near- 
surface rate of loss of the pollutant is then given by: 

0 

near-surface rate of loss of pollutant 
ox (1 6-7) 

= kb,,[Oxl:s ci = k;,,,Ci 

where ki,ox and ki,ox are the second-order and near-surface pseudo-first-order reac- 
tion rate constants, respectively, for reaction of the pollutant i with Ox. 

Unfortunately, it is not possible in most cases to quantify a given photooxidant by a 
direct measurement. By analogy to chemical actinometry (Section 15.4), however, 
one may use a probe or reference compound (P, subscript ref) with known k;,ox,ref to 
determine   OX]:^ in a given natural water. This involves adding the chemical at a 
known concentration to the water, illuminating, and measuring the compound’s 
disappearance. Since the probe compound disappearance kinetics also obeys Eq. 
16-7, can then be calculated from the slope of a correlation of In [PI versus time: 

(1 6-8) 

A requirement for such a measurement is, of course, that the probe compound does 
not react by any other pathway. We discuss some of these probe systems later when 
discussing some specific photoreactants. At this point we recall, however, that if 
[Ox]:s values are determined in a cuvette or other photochemical vessel, the geome- 
try of the vessel has to be taken into account when extrapolating the values to natural 
water bodies (see Section 15.4). 

The average steady state photooxidant concentrations for longer periods of time 
(e.g., one to several days) may be roughly estimated from the measured value by 
multiplication with the ratio of the (computed or measured) integrated average light 
intensities (integrated over the wavelength range of maximum production of Ox) 
prevailing during the two time periods: 

(1 6-9) 
period 
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We also recall that when considering near-surface light conditions, we have to apply 
Z(A) [and not W(A) values]. For example, for a summer day at 40"N latitude, we may 
use the Z(A) values given in Table 15.3 to estimate the 24 h average Ox steady state 
concentration from the concentration measured at noon by: 

(16-10) 
h,A) 

[0~]!~(24 h) = [Ox]!s (noon) 
86400y 2Xnoon.A) 

Note that a conversion factor of 86400 has to be introduced to make the two sets of 
Z(A) values compatible with respect to their conventional units (sd and d-', respec- 
tively; see also Illustrative Example 16.1). 

In principle, by analogy to the direct photolytic processes, measurements of near- 
surface steady-state concentrations of photooxidants may be used to estimate aver- 
age Ox concentrations in a well-mixed water body by applying an (average) light- 
screening factor (see Eqs. 15-29 to 15-33) to the near-surface rate of Ox production 
(and thus to  OX]!^; see Eq. 16-6): 

[OXI,, = ~OxI,o, mmx ) (16-1 1) 

However, to apply Eq. 16-1 1, an appropriate Amax has to be selected. That is, one has 
to know in which wavelength region maximum Ox production takes place. 

Illustrative Example 16.1 Estimating Near-Surface Hydroxyl Radical Steady-State Concentrations 
in Sunlit Natural Waters 

Problem 

Estimate the near-surface hydroxyl radical steady-state concentration at noon 
([HO']~s(noon)) and averaged over a day ([HO'I:s(24 h)) in Greifensee 
(47.5"N) on a clear summer day. Assume that photolysis of nitrate (NO;) and 
nitrite (NO,) are the major sources, and that DOM, HCO;, and COZ- are the 
major sinks for HO' in Greifensee. The concentrations of the various species are 
given in the margin. 

[NO;] = 15OpM 
1No;I = 1.5pM 

[DOC] = 4 rng oc .L-' 
1HCO;I = 1.2 mM 

[Cog-] = 0.014mM 

Answer 

Assuming average wavelength-independent quantum yields for the photolysis of 
nitrate and nitrite, [HO']!s(noon) is given by (Eqs. 16-4, 16-5, and 16-6; see also 
Eqs. 15-25 and 15-37): 

In the literature you find the decadic molar extinction coefficients, q(d), for nitrate 
(Gaffney et al., 1992) and nitrite (Fischer and Warneck, 1996). Using these &!(A) 
values, k&oT (noon) and kzN07 (noon) may be calculated as we have calculated the 
k! value of PNAP in Table 13.5. For Greifensee (47.5"N, in the summer not so 
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different from 40"N; see Fig. 15.10) one obtains k:Nos(noon) = 2.0 x einstein 
(mol NO;)-' s-' and kfNO,-(noon) = 6.0 x lo4 einstein (mol NO,)-' s-'. NO; 
absorbs light between 290 and 340 nm with a maximum light absorption rate at 320 
nm (A,,,,,). For NO, the range is much wider, 290-400 nm with &ax = 360 nm. 

Comparison of the two k," values shows that NO; absorbs about 30 times more 
light as compared to NO;. Furthermore, the quantum yield of NO; at 360 nm 
[ @)r,NOT = 0.028 (mol H O )  einstein-"] is 4 times larger than that of NO; at 320 nm 
[ arJ0, = 0.007 (mol H O )  einstein-'1 (Jankowski et al., 1999). Consequently, on a 
per-mole basis, NO, produces about two orders of magnitude more HO' as 
compared to NO;: 

%HO' (noon) / (M - s-l ) = (1.4 x 1 0-7 )[NO; ] + (1.7 x lo-' )[NO; ] (2) 

Note that in Greifensee, NO; is 100 times more abundant than NO; (see con- 
centrations given in margin). Hence, both NO; and NO; contribute about equally to 
the near-surface production of HO' in this lake. 

With respect to the consumption of HO', you can also find the corresponding 
second-order rate constants kkw,j in the literature. For reaction of HO' with DOM, 
an average rate constant k&w,Dw z 2.5 x lo4 L . (mg oc)-' s-' can be used (Larson and 
Zepp, 1988; Brezonik and Fulkerson-Brekken, 1998). For reactions with HCO; 
and CO:-, the rate constants are kkO.,HCOT = 1.0 x lo7 M-' s-' and kko.,co;- = 4.0 x 
lo8 M-' s-' (Larson and Zepp, 1988). Insertion of all these rate constants together 
with Eq. 2 into Eq. 1 yields: 

(1.4x10-7)[NO~]+(1.7x10-5)[NO~ J 
(2.5 x 104)[DOC] +( 1.0 x 1O7)[HCO;]+ (4.0~ 108)[CO:-] 

[ H O  (noon) / M = 

where [DOC] has to be expressed in mg 0c.L-l and all other concentrations in 
mol . L-' . With the above given concentrations of the various species involved, one 
then obtains a H O  steady-state concentration of: 

(1.4~ 10-7)(1.5 x10-4)+ (1.7~ 10-5)(1.5 x 10") 
(2.5 x 104)(4)+(1.0x107)(1.2x10-3))+ (4.0x 108)(1.4 x 10-5) 

[HO]:s(noon) = 

For estimation of [HO']:s (24 h), insert the Z(noon, A) and Z(24 h, A) values given in 
Table 15.3 into Eq. 16-10 for A < 400 nm. The result is: 

[ HO']:s (24 h) = 
(56.0 x [HO']:s(noon) = 0.44 [HO']!s(noon) 

86400( 1.48 x lo") 

= (0.44)(4 x = 1.8.~ 10-16M 
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Figure 16.3 Second-order rate 
constants for reaction with HO' in 
aqueous solution (k,,&.; Eq. 16-7) 
for a series of organic compounds. 
Data from http://allen.rad.nd.edu, 
and Haag and Yao (1 992). 
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Reactions with Hydroxyl Radical (HO') 

Because of its high reactivity, direct observation of hydroxyl radicals is very diffi- 
cult in natural waters. Most of the evidence for the existence of HO' derives from 
product analysis studies and from studies of relative photolytic reactivities of a se- 
ries of compounds. Because HO' reacts with many organic compounds at nearly 
diffusion-controlled rates (Fig. 16.3), various organic substrates that do not undergo 
other photolytic transformations may be used as probe molecules (for more details 
see Hoigne, 1997; Vaugham and Blough, 1998). 

HO' reacts with organic pollutants primarily in two different ways: (i) by electro- 
philic addition to a double bond or an aromatic system (Eq. 16-12), and (ii) by ab- 
straction of a hydrogen atom from a carbon atom (Eq. 16-13): 
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R - H  Ho' > R '  + HZO (16-13) 

As can be seen from Fig. 16.3, nearly diffusion-controlled reaction rates (i.e., 
kbao. = 5 .  lo9 - 10" M-' s-') are observed for compounds exhibiting (i) aromatic 
rings and/or carbon-carbon double bonds with electron-donating substituents, and / 
or (ii) aliphatic groups from which an H-atom can be easily abstracted. However, 
even in the presence of electron-withdrawing substituents, addition reactions to 
aromatic systems or double bonds still occur at appreciable rates (e.g., nitrobenzene, 
tetrachloroethene, see Fig. 16.3). Hence, HO' is not a very selective (photo)oxidant. 
This is of particular interest for the removal of pollutants during oxidative drinking- 
water treatment (Haag and Yao, 1992). Furthermore, many pesticides exhibit 
kLBo. values > lo9 M-' s-'. Therefore, reaction with H O  may be an important re- 
moval process for such compounds in nitrate-rich surface waters in agricultural 
areas (see Kolpin and Kolkhoff, 1993, and Illustrative Example 16.2). 

Significantly slower rates are found only for compounds that do not exhibit any 
aromatic ring or carbon-carbon double bond, and for aliphatic compounds with no 
easily abstractable H-atoms. Such H-atoms include those that are bound to carbon 
atoms carrying one or several electronegative heteroatoms or groups. (Note that the 
stabilization of a carbon radical (R)  is similar to that of a carbocation.) We will come 
back to such structure-reactivity considerations in Section 16.3, when discussing 
reaction of HO' with organic pollutants in the gas phase (Le., in the atmosphere). 

Illustrative Example 16.2 Estimating the Indirect Photolysis Half-Life of Atrazine in a Shallow Pond 

Problem 

Consider a shallow, well-mixed pond (average depth = 2 m) in an agricultural area 
at 40"N latitude. The following concentrations have been determined in the pond 
water: [DOC] = 4 mg oc.L-', [ HCO;] = 1 mM, [ CO:-]= 0.01 mM, [NO;] = 0.5 
mM, [NO;] = 0.003 mM. Calculate the 24 h averaged half-life of atrazine in this 
pond for clear summer day conditions by using the beam-attenuation coefficients, 
a(A), given for Greifensee in Table 15.6. Assume that reaction with HO' is the 
only important indirect photolysis mechanism for atrazine. 

Answer 

Use Eq. 2 in Illustrative Example 16.1 to estimate the near-surface production rate 
of HO' in the pond. To account for light attenuation in the water column, apply 
light-screening factors for the wavelength of maximum light absorption of NO; 
(amm = 320 nm) and NO, (Lm = 360 nm): 

N L N  

A, I AN AN- I 

H H 

atrazine 

kpHO' = 3 x 1 o9 M-1 S-1 r,,,,.(noon)/(M.~-~)=(1.4~ lO")[NO;].S(320nm) +(1.7 x 10-5)[N0;].S(360nm) 
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With a(320 nm) = 0.0275 cm-' and a(360 nm) = 0.0125 cm-' (Table 15.6), the 
corresponding S(h,,) values are (Eq. 15-32): 

S(320 nm) = [(2.3)( 1.2)(200)(0.0275)]-' = 0.066 

S(360 nm) = [(2.3)( 1.2)(200)(0.0125)]-' = 0.14 

and therefore: 

rf,Ho-(noon)/(Mr-s-') = (9.2 x NO;] + (2.4 x lo")[ NO;] (1) 

The H O  steady-state concentration at noon is then given by (see Eq. 3 in Illustrative 
Example 16.1): 

(2) 
(9 .2~10-~) [NO~]+(2 .4x lO~) [NO~]  

(2.5x104)[DOC]+(1.0x107)[HCO~]+(4.0x108)[CO~-] 
[HO],,(noon) = 

Insertion of all concentrations into Eq. 2 yields: 

(9.2x 10-9)(5.0x 10-4)+ (2.4 x 10-6)(3.0x 10") 
[HO'],,(noon) = 

(2.5 x 104)(4.0)+ ( 1 . 0 ~  107)(10-3)+ (4.0 x 108)(10-5) 

= 1.0 x 10-l6M 

which on a 24 h average corresponds to (see Illustrative Example 16.1): 

[ HO],, (24 h) = 0.44 [ HO],, (noon) = 4.4 x M 

The indirect photolysis half-life of atrazine (assuming that reaction with H O  is the 
dominant process) is then given by (Eq. 16-7): 

=5.3x106 s ~ 6 0 d  - 0.69 - In 2 

[HO],,(24 h) (3x109)(4.4 x 
412 = 1 

kp,HO' 

Note that the near-surface concentration of HO' in this pond is: 

[HO'];,(24 h) = (0.44) (1.4x10-7)(5x10-4)+(1.7x10-5)(3.0x10-6) 

(2.5 x104)(4.0)+(1.0x107)(10-3)+(4 x10~)(10-5) 

= 1 . ix10-15~  

which is about 25 times higher than the [HO'] averaged over the whole water column. 
Hence, the half-life of atrazine at the surface in the pond is only about 2.5 days. 

Reactions with Singlet Oxygen (lo2) 

As indicated in Fig. 16.2, '0, is formed primarily by energy transfer from 3UC* to 
30,. The most important consumption mechanism for '0, is physical quenching by 
water. At DOM concentrations typical for most surface waters (DOC < 20 mg C . L-'), 
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Figure 16.4 Observed ['O,]~, in 
water samples from some Swiss 
rivers (R) and lakes (L) as a func- 
tion of the dissolved organic 
carbon (DOC) concentrations of 
these waters. The results apply for 
noontime light intensity on a clear 
summer day at 47.5'N (data from 
Haag and Hoigne, 1986). 
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quenching of '0, by DOM can be neglected (Haag and HoignC, 1986). Hence, the 
near-surface steady-state concentration of '0, in a natural water is directly propor- 
tional to the DOM concentration. Note, however, that different types of aquatic 
DOM may exhibit quite different overall quantum yields for '0, production. This is 
illustrated by Fig. 16.4, in which ['O,l:s values for various lake and river waters are 
plotted against the DOC concentration. As can be seen from this plot, in waters 
exhibiting DOC values between 3 and 4 mg oc .L-", maximum '0, steady-state con- 
centrations in the order of 7 to 11 x M are detected on a summer day at 47.S"N 
latitude. Since the variation in [102]:s is broader than the DOC concentration range, 
and since '0, consumption rates (via quenching by water) are the same for all wa- 
ters, this variation in must be due to differences in the light absorbance by 
the UCs present and/or in the quantum yields for production of lo2. In fact, good 
correlations between natural water uv absorbance or fluorescence and singlet oxy- 
gen steady-state concentrations have been found (Shao et al., 1994). 

The ['O,]Q values shown in Fig. 16.4 were determined by using furfuryl alcohol 
(FFA, I) as a probe compound (Haag et al., 1984a). Another frequently used "trap- 
ping agent" for '0, determination is 2,s-dimethylfuran (2,5-DMF7 11) (Zepp et al., 
1977): 

FFA 
I 

DMF 
I1 

With these compounds (as with other dienes), '0, undergoes a so-called Diels- 
Alder-reaction (March 1992), forming an endoperoxide intermediate that further 
reacts to yield various products. For example, the reaction of FFA with '0, is (Haag 
et al., 1984a): 
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r 1 

(16-14) 

85% 21 0% 51 0% 

Besides its properties as a reactant in addition reactions, '0, is also a significantly 
better electron acceptor (oxidant) than 302 (Table 16.1). However, because of its low 
steady-state concentration in natural waters, it is an important photooxidant for only 
a few very reactive types of organic compounds. Such compounds include those 
exhibiting structural moieties that may undergo Diels-Alder reactions, those con- 
taining electron-rich double bonds (i.e., double bonds that are substituted with elec- 
tron-donating groups), or compounds exhibiting functional groups that are easily 
oxidized, including reduced sulfur groups (e.g., sulfides), anilines, and phenols (see 
also Section 14.3). Fig. 16.5 summarizes some of the kinetic data available for reac- 
tions of organic compounds with '0, in water. As can be seen, for phenolic com- 
pounds the transformation rate is pH dependent, since the phenolate species (A- ) is 
much more reactive toward oxidation by '02 as compared to the neutral phenol (HA) 
[i.e*? ki,lOz,HA '' k i , l O z , A -  1. 

Since '0, behaves as an electrophile, one can assume that electron-donating substi- 
tuents on an organic compound will, in general, increase its reactivity, while elec- 
tron-withdrawing substituents will have the opposite effect. In the case of phenolic 
compounds, the effect(s) of the substituent(s) on the pK, (see Chapter 8), and thus 
on the concentration of the reactive phenolate species present at a given pH, may be 
more important than the effect(s) of the substituent(s) on kp,lo2. In this case, the 
overall transformation rate is dominated by the rate of transformation of the anionic 
species (A-): 

(1 6-1 5) 

where Cit is the total phenol concentration ([A-] + [HA]) and (1 - aid = [l + 10@Kiqm]-' 
is the fraction in the dissociated (anionic) form (see Eq. 8-21). This effect is illustrat- 
ed in Fig. 16.5, where for the phenolic compounds, (1 - a,,). kb,,02 is plotted as a 
function of pH. Note that at lower pH-values the contribution of the nondissociated 
phenol may become important (e.g., for 4-methylphenol, see Fig. 16.5). In these 
cases, the overall rate of transformation is given by: 

rate = -(?) I = [a,, . kp.'O,,HA + (1 - a;,). k;,lo, ,A- ].[lo2] SS C, (16-16) 
0 2  

The right-hand scale in Fig. 16.5 gives the calculated half-lives for indirect photo- 
lysis involving '0, for the various compounds in the well-mixed epilimnion of 



Indirect Photolysis in Surface Waters 669 

10'0 

h 109 

0" 
r, 

- 
'h - 
I 

6 -  
1 08 Figure 16.5 Second-order rate -;' 

constants [multiplied by (1 - aja) + 
for phenols] for reactions of 6 
several compounds with '0, (left + 
scale) as a function of pH. The ';r 
abbreviations in parentheses indi- 
cate the reaction type: ef = endo- 
peroxide formation (Eq. 16-14); -a' 
er = ene reaction; et = electron 
transfer; so = sulfur oxidation. The 
scale on the right indicates the 
half-lives of the compounds in the 
epilimnion of Greifensee on a clear 
summer day (data from Scully and 
Hoign6, 1987). 

-0" -0" l o 7  

1 06 

range of 
epilimnion pH 
in Greifensee 
during summer 

- 

DMF (ef) 

6 7 8 9 10 

PH 

Greifensee (zmix = 5 m) on a clear summer day. The half-lives are based on a mea- 
sured [lO,]!s (noon) value of 8 x M, corresponding to a [lO,]!s (24 h) value of 
about 3.5 x M (factor 0.44; see Illustrative Example 16.1). When assuming that 
virtually all light is absorbed within the epilimnion {i.e., S(&) = [2.3. (1.2). a(&,) .zm,]-'}, 
and taking the a value at 410 nm [a(410 nm) = 0.005 cm-'; see Table 15.61, an 
average '02 concentration ['0,lSs (24 h) = 4 x M is calculated (Eq. 16-1 1). The 
choice of 410 nm is based on the findings by Haag et al. (1984b) that some humic 
and fulvic materials exhibit a maximum in '0, production around this wavelength. 

With the [102]!s (24 h) value calculated above, the half-life of a phenol with respect 
to photooxidation by '0, in the epilimnion of Greifensee is then given by: 

From the half-lives indicated in Fig. 16.5 it can be seen that for most pollutants, the 
assumption of a well-mixed epilimnion (typical mixing rates 1 - 10 d-') with respect 
to indirect photolysis with '0, is a reasonable assumption. Furthermore, for com- 
pounds exhibiting kb,102 values [or (1 - a,,) k;),,02 values for phenolate species] 
greater than lo7 M-' s-', during the summer, photooxidation by '0, is equal to, or 
more important than, depletion of the concentration by dilution with inflowing water 
[tl,2(dilution) in the epilimnion of Greifensee on the order of 70 days]. We should 
recall, however, that only a few compound classes exhibit such large k;),102 values, 
and that, therefore, '0, must be considered to be a rather selective photooxidant. 
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Table 16.2 Chemical Structure, Hammett Constants, and Pseudo-First-Order Rate Constants for Suwanee River 
Fulvic Acid (SRFA) Sensitized Photolysis of a Series of Phenyl Urea Herbicides (PUHs) 

H 
O b  

Substituents Hammett Constants a k*,sens 

Compound No. -R1 4 2  -R3 0;am OTmeta OLara + ( T h e t a  [h-'I 

Metoxuron 1 -OCH3 -c1 -CH3 -0.78 0.37 -0.41 0.63 
CGA 24482 2 3,4-tetramethylene -CH3 -0.30d -0.07 -0.37 0.52 
GGA 16519 3 -CH,CH3 -H -CH3 -0.30 0 -0.30 0.47 
IPU 4 -CH(CH3)2 -H -CH3 -0.28 0 -0.28 0.44 
CGA 17767 5 -CH(CH3)2 --H -CH2CH3 -0.28 0 -0.28 0.32 
CGA 17092 6 -C(CH3)3 -H -CH3 -0.26 0 -0.26 0.3 1 
Fenuron 7 -H --H -CH3 0 0 0 0.18 
Chlorotoluron 8 -CH3 -c1 -CH3 -0.3 1 0.37 0.06 0.22 
GCA 18414 9 -CH(CH3)2 --c1 -CH2CH3 -0.28 0.37 0.09 0.16 
Fluometuron 10 -H -CF3 -CH3 0 0.43 0.43 0.05 1 
Diuron 11 -c1 --C1 -CH3 0.1 1 0.37 0.48 0.055 

a Hansch et al. (1991). SRFA: 2.5 mg oc.L-', A> 320 nm; data from Gerecke et al. (2001). Numbers in Fig. 16.6. Hammett 
constant for 3,4-tetramethylene assumed to correspond to -R, = - R, = -CH,CH,. 

Reactions with Reactive DOM Constituents (3DOM*, ROO, R O ,  etc.) 

We conclude our discussion of indirect photolysis in water by briefly addressing an 
example in which the "photoreactant" is not well defined as in the case of HO' or 
lo2. In this case, prediction of absolute reaction rates is more difficult. As has been 
shown in various studies, reactive DOM species include short-lived excited triplet 
states of DOM constituents (e.g., aromatic ketones), which we will denote as 
3DOM*, and, possibly, more long-lived radicals including ROO' and RO' species 
(Faust and HoignC, 1987; Canonica et al., 1995; Canonica et al., 2000; Canonica and 
Freiburghaus, 2001). In the following, we will focus on reactions with excited triplet 
states of DOM constituents (3DOM*). We should note, however, that these reactions 
cannot be completely separated from reactions with ROO' or RO', which are, how- 
ever, thought to be of minor importance (Canonica et al., 1995). 

Direct reactions of 3DOM* with an organic chemical, which are often referred to as 
photosensitized reactions, may be classified as energy, electron- or hydrogen-trans- 
fer reactions. Energy transfer may cause, for example, cis-trans-isomerization of 
double bonds (Zepp et al., 1985). The other two mechanisms lead to an oxidation of 
the organic pollutant. Again, reaction rates are fastest with easily oxidizable com- 
pounds such as electron-rich phenols (Canonica et al., 1995; Canonica and 
Freiburghaus, 2001). Such reactions may, however, also be important for less reac- 
tive compounds such as phenylurea herbicides, for which DOM-mediated pho- 
totransformation may be the only relevant elimination mechanism in surface waters 
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Figure 16.6 Hammett plot for the 
oxidation of a series of substituted 
phenylurea herbicides by 'DOM*. 
The linear regression line is given 
in Eq. 16-1 9. The compound names 
and structures as well as the 
corresponding oima, o& (= o jmla ) , 
and kEsas values are given in Table 
16.2. Adapted from Gerecke et al. 
(2001). -1.4 I ' I I I I I I 
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(Gerecke et al., 2001). As is shown by Fig. 16.6, the DOM-sensitized photooxidation 
of a series of substituted phenylureas (see Table 16.2): 

(16-18) 

can be described reasonably well by a Hammett relationship: 

logk&,,, / h-' = -1.16 CO; -0.72 (1 6-19) 

where k:,,,,, is the observed pseudo-first-order rate constant determined for the pho- 
tosensitized reaction of a substituted phenyl urea in a solution of 2.5 mg oc. L-' 
Suwanee River fulvic acid (SRFA) at pH 8 exposed to broadband irradiation (A > 
320 nm) in a photoreactor (for details see Gerecke et al., 2001). Note that, in analogy 
to using 0 5 ~ ~  for delocalization of a negative charge (Chapter 8), okaa instead of 
qpara values have to be used in the Hammett equation in cases where a positive 
charge or a radical is delocalized, as is, for example, the case for radical formation 
upon the oxidation of anilines, phenols, and phenylureas (for more details and a 
comprehensive compilation of 0; constants see Hansch et al., 1991, and Hansch 
and Leo, 1995; some of values can be found in Table 16.6). 

An interesting result found by Canonica and Freiburghaus (2001) for the DOM- 
sensitized oxidation of electron-rich phenols is that k:,,,,, was more or less propor- 
tional to the concentration of the dissolved organic carbon, independent of the 
source of the DOM. In addition, for some phenylureas, Gerecke et al. (2001) 
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obtained very similar carbon-normalized kpqsens values for SRFA and Greifensee 
water-dissolved organic matter. Although generalization of these results is not yet 
possible, Gerecke et al. (2001) showed that for a given lake (Greifensee), rate data 
determined in the laboratory could be successfully used to model the DOM- 
mediated phototransformation of the two phenylurea herbicides isoproturon and 
diuron (Table 16.2) in the epilimnion of the lake. The critical parameter that has to be 
estimated (or determined) is the (wavelength-dependent) quantum yield coefficient 
that describes the efficiency by which light absorption by DOM leads to the 
transformation of the compound of interest. For more details on this topic we refer to 
the papers of Canonica et al. (1995), Canonica and Freiburghaus (2001), and 
Gerecke et al. (2001). 

Indirect Photolysis in the Atmosphere (Troposphere)- 
Reactions with Hydroxyl Radical (HO') 

Long-range transport of an organic pollutant in the environment will occur when the 
compound has a sufficiently long tropospheric lifetime. This lifetime is partially 
determined by wet or dry deposition and/or by vapor transfers into surface waters. 
In earlier chapters, we have already addressed important issues with respect to such 
phase exchange processes (Chapters 6 and 1 1). Additionally, the tropospheric 
lifetime of a pollutant strongly depends on its reactivity with photooxidants and, to a 
lesser extent, on direct photolysis. Since light absorption rates and reaction quantum 
yields are very difficult to quantify for direct photolysis reactions of organic chemi- 
cals in the atmosphere (Atkinson et al., 1999), we will confine our discussion of 
photolytic transformations to reactions with photooxidants, in particular, HO'. 

As we have already noticed in Section 16.2 when discussing reactions of organic 
chemicals with ROS in the aqueous phase, HO'is a very reactive, rather nonselective 
oxidant. Other important photooxidants present in the troposphere include ozone 
(0,) and the nitrate radical (NO;). Although these species are generally present in 
significantly higher concentrations as compared to HO' (see Fig. 16.1), they are 
rather selective oxidants, and are, therefore, only important reactants for chemicals 
exhibiting specific functionalities. 0, reacts primarily with compounds containing 
one or several electron-rich carbon-carbon double bonds such as alkenes (Atkinson, 
1994; Atkinson et al., 1995; Grosjean et al., 1996a and b). The nitrate radical, which 
is particularly important at night when HO' radicals are less abundant (Atkinson et 
al., 1999), also reacts with compounds exhibiting electron-rich carbon-carbon 
double bonds. In addition, NO; undergoes reactions with polycyclic aromatic 
hydrocarbons (PAHs) and with compounds exhibiting reduced sulfur and/or nitro- 
gen functionalities (Atkinson, 1994). In the case of PAHs, such reactions yield rather 
toxic nitroaromatic compounds, such as 1 - and 2-nitronaphthalene from the reaction 
of naphthalene with NO; (Sasaki et al., 1997). Hence, reactions beside that with 
HO' should be considered in such cases. 

Sources and Typical Concentrations of H O  in the Troposphere 

The presence of relatively low levels of 0, in the troposphere is important because 
photolysis of 0, in the troposphere occurs in the wavelength region of 290-335 nm 



Indirect Photolysis in the Atmosphere (Troposphere) 673 

to form the excited oxygen, O('D), atom. O('D) atoms are either deactivated to 
ground-state oxygen, O(3P), atoms, or react with water vapor to generate HO' 
radicals : 

O3 + hv + O2 + O('D)(290 > d 5 335 nm) 

O('D) + N,, O2 -+ O(3P) + N2, O2 

O('D) + H20 -+ 2 HO' 

(1 6-20) 

At 298 K and atmospheric pressure with 50% relative humidity, about 0.2 H O  are 
produced per O('D) atom formed. Photolysis of O3 in the presence of water vapor is 
the major tropospheric source of HO, particularly in the lower troposphere where 
water vapor mixing ratios are high (for an explanation of the term "mixing ratio" see 
below). Other sources of H O  in the troposphere include the photolysis of nitrous 
acid (HONO), the photolysis of formaldehyde and other carbonyls in the presence of 
NO, and the dark reactions of O3 with alkanes. Note that all these processes involve 
quite complicated reaction schemes. For a discussion of these reaction schemes we 
refer to the literature (e.g., Atkinson, 2000). 

At this point, we need to make a few comments on how gaseous concentrations 
of chemical species in the atmosphere are commonly expressed. A widely used 
approach is to give the fraction of the total volume that is occupied by the gaseous 
species considered. This is referred to as the (volume) mixing ratio. Mixing ratios are 
frequently expressed as ppmv (= or pptv (lo-''). When assum- 
ing ideal gas behavior, for given p and T, mixing ratios are proportional to partial 
pressures and mole fractions. Thus, they can be easily converted to molar 
concentrations by (see also Chapter 4): 

ppbv (= 

mixing ratio 
RT 

concentration in mol . L-' = ' P  (1 6-21) 

where p is the total pressure. For atmospheric gas-phase reactions one commonly 
expresses concentrations of reactive species not in mol . L-' but in molecule. ~ m - ~ .  
Thus, at 298 K andp = 1 bar, concentration and mixing ratio are related by: 

mixing ratio (6.022 x 1023)(1) 
concentration in molecule + cm-3 = 

(O.0831)(lO3)(298) ( 16-22) 
= (mixing ratiol(2.43 x 10 '~ )  

Direct spectroscopic measurements of HO' close to ground level show peak daytime 
HO' concentrations in the range of 2 to 10 x lo6 molecule. cm-3 for mid-latitude 
northern hemisphere sites in the summer (Atkinson et al., 1999). These measure- 
ments show a distinct diurnal profile, with a maximum HO' concentration around 
solar noon. Model calculations suggest that, in addition to exhibiting a diurnal 
profile, the HO' concentration depends on season and latitude. Thus, for example, 
the mean monthly surface H O  concentrations (24 h averages) at 35"N, latitude are 
estimated to be in the order of 2 x lo5 molecule. cm-3 in January and 2 x lo6 mole- 
c u l e . ~ m - ~  in July, compared to about 1.2 x lo6 molecule.~rn-~ during the whole 
year at the Equator. The summer/winter HO' concentration ratio increases with 
increasing latitude because of the increasing light differences (for more details see 
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Figure 16.7 Second-order rate 
constants and half-lives for reac- 
tion of HO’ radicals in the tropo- 
sphere at 298 K for a series of 
organic compounds. For calcula- 
tion of the half-lives a HO’ steady- 
state concentration of mole- 
cule . cm-3 has been assumed. Data 
from Atkinson (1 989), Atkinson 
(1994), Anderson and Hites 
(1996), Brubaker andHites (1997). 
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references cited in Atkinson et al., 1999). For practical purposes (e.g, for use in 
environmental fate models), it is reasonable to assume a diurnally, seasonally, and 
annually averaged global tropospheric H O  concentration of 1 x lo6 molecule. ~ r n - ~  

Rate Constants and Tropospheric Half-Lives for Reactions with H O  

Second-order rate constants, kbo., allow us to estimate tropospheric half-lives t,,2.HO’ 
(Eq. 16-23) for environmentally relevant chemicals (see Fig. 16.7 for some exam- 
ples): 

In 2 
(1 6-23) 
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Note that the units of kko. are (molecule. ~ m - ~ ) - '  s-' and that t1/2,H@ has been cal- 
culated for an average global tropospheric HO' concentration of l x l O6 molecule. cm-3 
at 25°C. We should also note that, as a first approximation, we neglect the effect of 
temperature on kAo., because over the temperature range of the lower troposphere 
(-40" to 30°C), this effect is less than a factor of 2 to 3 for many compounds of 
interest to us (Atkinson 1989 and 1994). 

Comparison of Figs. 16.7 and 16.3 shows that relative reaction rates of organic 
chemicals with H O  follow more or less the same general pattern in air and in water; 
that is, compounds containing electron-rich double bonds or aromatic systems and/ 
or easily abstractable H-atoms react faster as compared to compounds exhibiting no 
such functionalities. However, the differences in absolute rates are much more pro- 
nounced in the gas phase (about a range of lo4 for the compounds considered) as 
compared to the solution phase (about a range of lo2 for the same scope of com- 
pounds). The major reason is that in the aqueous phase, particularly for addition 
reactions of H O  to double bonds or aromatic systems, there is a rapid release of 
energy from the intermediate adduct to the solvent molecules. This stabilizes the 
intermediate as compared to the gas phase, where the reaction is much more revers- 
ible. Hence, in the gas phase, such reactions are more selective, and this is reflected 
in larger differences in reactivity between compounds. As a consequence only for 
compounds for which H-abstraction is the major reaction mechanism, correlation 
between reaction rate constants in the aqueous phase ( kkHo. ) and in the gas phase 
kk,. can be expected. So far, a reasonable correlation was found only for alkanes by 
Haag and Yao (1992): 

where kHo' was converted from (molecule .~m-~) - '  s-l to the same units as kiHw , i.e., 
M-' s-'. The lack of such correlations is, in fact, somewhat unfortunate, because, as 
we will see in the following, kHo' values can be estimated with quite good success 
from the structure of the compound. 

Estimation of Gas-Phase H O  Reaction Rate Constants 

Various methods for the estimation of gas-phase HO' reaction rate constants for 
organic compounds have been proposed, ranging from estimation methods for single 
classes to generalized estimation methods for the complete range of organic com- 
pounds. Many of these methods utilize molecular properties of the chemical 
including ionization energy, NMR chemical shifts, bond-dissociation energies, and 
infrared absorption frequencies, or they involve transition-state calculations (see 
references given in Kwok and Atkinson, 1995). However, most of these estimation 
methods are restricted in their use because of the limited database concerning the 
pertinent molecular properties. Therefore, we discuss here a structure-reactivity ap- 
proach that was originally proposed by Atkinson (1986) and has been extended by 
Kwok and Atkinson (1995). This approach hinges on the assumption that the total 
rate constant, kk,., can be expressed by the sum of four rate constants, each of 
which describes one of the four different basic reaction mechanisms: (a) H-atom 
abstraction from C-H or 0-H bonds [ kk,. (H-abstr.)]; (b) H O  addition to X = C <  or 
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Table 16.3 Group Rate Constants (kprim, k,,,, ktert, koH) and Group Substituent Factors, F ( X ) ,  at 298 K for 
H Abstraction at C-H or 0-H bonds a 

~~ 

Group Rate Constants 
( 1 012 cm3 molecule-' s-') 

Group Group Group 
Substituent X F ( X )  Substituent X F ( X )  Substituent X F ( X )  

-CH3 

> CH - "C" 
-CH2 - 

> C <  1 
1 -C,H, 

>c=c<  
-c=c- 

-F 

-c1 

-Br 

-I 

-CH2Cl 
-CHC12 
-CHCl- 
> cc1-  

-cc13 
-CC12F 
-CClF, 

1 .oo 

1.23 

1 .o 

0.094 

0.38 

0.28 

0.53 

0.36 

0.069 
0.044 

0.03 1 

-CF3 

-CHF2 

-CH;?F 

-CF2- 

-cHol > co 
-CH2 - CO(-) 

> CH - CO(-) 

= c - CO(-) 

-COOR 

-COCF, 

-CN 

-CH2CN 

-NO2 

-CH2N02 

-OH 

-OR 

0.07 1 

0.13 

0.6 1 

0.018 

0.75 

3.9 

0.74 

0.1 1 

0.19 

0.12 

0.0 

0.14 

3.5 

8.4 

-0cf3 
-OCF2 - 
-OCHF2 
-OCH2F 

-0CH2CF3 

> N -  

-ss - 
-OPO( OR), 
-SPO(OR), 

3-member-ring 

4-member-ring 

5-member-ring 

26-member-ring 

0.17 

0.44 

9.3 

7 .a 

20.5 

0.02 

0.28 

0.64 

1 .o 

a Data from Kwok and Atkinson (1995); R = alkyl group. 

-CrC- bonds [ kAo. (DB)]; (c) HO' addition to aromatic rings [ kAo. (Ar)]; and (d) 
interaction with N-, P-, and S-containing functional groups [ kk,. (NPS)]: 

k io .  = k io .  (H - abstr.) + k io .  (DB) + kio .  (Ar) + k i o .  (NPS) (16-25) 

Each of these four second-order rate constants can be estimated from the structure of 
the compound of interest using group rate constants and substituent factors that have 
been derived firom a large set of experimental data. This method has proven to be 
quite successful for prediction of kA0. for compounds that are well represented in 
this database (i.e., predictions within a factor of 2 to 3). Larger deviations are found, 
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for example, for certain ethers and, particularly, for polyhalogenated compounds 
exhibiting several fluorine atoms (see Table 3 in Kwok and Atkinson, 1995). Finally, 
for multifunctional molecules, the calculation may exceed the rate for diffusion- 
controlled reactions. In these cases, a "maximum" rate constant of -2 x lo-'' (mole- 
cule. ~m-~) - '  s -' should be used. In the following, we will briefly sketch this method 
and give some example calculations. For a more detailed discussion we refer to the 
literature (Kwok and Atkinson, 1995). 

H-Atom Abstraction from C-H and 0-HBonds. The estimation of kbo. (H-abstr.) is 
based on group rate constants (see Table 16.3) for -CH3 (brim), -CH2- (k,,,), X H -  
(k,,,), and -OH (koH) that reflect the presence of the "standard" substituent -CH, 
[i.e., k,,, is the second-order rate constant for the abstraction of the tertiary C-H in 
(CH3)3C-H]. These standard values are then modified by multiplication with factors 
F(X) for substituents connected to the group considered: 

ki0. (H-abstr.) = k,,,F(X) + k,,,F(X') + . . . for each -CH, 

for each -CH,- 

for each X H -  

for each --OH 

+ k,,JqX)F(X') + k , ~ ( X " ) F ( X " ' )  + . . . 

+ $,F(X)F(X')F(X") + kteflF(X1ll)F(X1v)F(Xv) + . . . 

+ k0,F(X) + k0,F(X') + . . . 

(1 6-26) 

where X, XI, XI', etc. denote the various substituents. F(X) values for some common 
substituents are given in Table 16.3. More values can be found in the literature 
(Kwock and Atkinson, 1995). Some example calculations are performed in Illustra- 
tive Example 16.3. 

H O  Addition to X = C <  and -CS-Bonds. For HO' addition to double or triple 
bonds, an analogous approach is taken as for H abstraction. For a given double bond 
or system of two conjugated double bonds, a group rate constant is defined. These 
group rate constants (see examples given in Table 16.4) reflect the k&. (DB) value if 
the double or triple bond(s) is(are) substituted by alkyl substituent groups. This 
means that for alkyl substituents, the group substituent factors, C(X) (see examples 
given in Table 16.5) that are used to modify the group rate constant are set equal to 
1 .O. Hence, for example, the contribution of a double bond that is carrying two sub- 
stituents X and X' in trans-position is given by: 

kk0. (X-CH=CH-X', trans) = k(trans-CH=CH-) C(X) C(X') (16-27) 

A simple illustration is the estimation of kL0. of trans-dichloroethene, which is cal- 
culated by [note that k;,. = kk,.(DB), Eq. 16-25]: 

kk0. (Cl-CH=CH-Cl) = k(trans-CH=CH-) C(C1) C(C1) (16-28) 

Inserting the corresponding values from Tables 16.4 and 16.5, respectively, into 
Eq. 16-28 yields a kko. value for trans-dichloroethene of = (64.0)(0.21)(0.21) 
x = 2.8 x cm3 molecule-' s-', which corresponds very well with the exper- 
imental value of 2.5 x 10l2 cm3 molecule-' s-' (Atkinson, 1994). Another example 
calculation is given in Illustrative Example 16.3. 
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Table 16.4 Group Rate Constants for H O  Addition to Double and Triple Bonds 
at 298 K ' 

10' @unit) 1012.k(unit) 
Structural Unit (~rn~rno~ecu~e-~s- ')  Structural Unit (cm3molecu~e-'s-') 

CH*=CH- 
CHZ=C< 
cis-CH=CH- 
trans-CH=CH- 
-CH=C< 
>c=c< 
HC =C 
-c EC- 

26.3 >c=c-c=c< 
51.4 
56.4 
64.0 
86.9 
110 
7.0 
27 

I I  

5 H, 1 substituent 105 
4 H, 2 substituents 142 
3 H, 3 substituents 190 
2 H, 4 substituents 260 

' Data from Kwok and Atkinson (1995). 

Table 16.5 Group Substituent Factors, C(X), at 298 K for H O  Addition to 
Carbon-Carbon Double and Triple Bonds ' 

Substituent Group X C(X) Substituent Group X C(X) 

-F 0.21 -COCH3 0.90 
-c1 0.21 -COOR 0.25 
-Br 0.26 -OR 1.3 
-CH*Cl 0.76 -CN 0.16 
-CHO 0.34 -CHZOH 1.6 
a Data from Kwok and Atkinson (1995); R = alkyl group. 

HO-Addition to Monocyclic Aromatic Compounds and Biphenyls. The rate con- 
stants for HO' addition to aromatic rings are simply calculated by using the rate 
constant for the unsubstituted compound and the Hammett- 0: constants. Thus, 
kb,. (Ar) for addition to a substituted benzene ring can be estimated by: 

logk,,. (Ar)/(cm3 molecule-'s-') = -11.7 - 1.34 co; (16-29) 

where o; are the substituent constants that we have already encountered in Section 
16.2, and where it is assumed that HO' adds to the substituent-free position yielding 
the least positive or most negative value of Co; (i.e., the carbon with the highest 
electron density). Furthermore, steric hindrance is neglected, and therefore, 0iofi0 is 
set equal to o;para. Finally, we should note that oTmeta is equal to olmeta (Table 8.5). 
Some 0; values are listed in Table 16.6. More data can be found in Hansch et al. 
(1 99 1). Example calculations are given in Illustrative Example 16.3. 

HO' Interaction with N-, P-, and S-Containing Groups. A rather limited data set is 
available for quantification of the interaction of HO' with nitrogen-, phosphorus- 
and sulfur-containing functional groups. The group rate constants for some func- 
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Table 16.6 Electrophilic Aromatic Substituent Constants 

Substituent j Oipara = oJortho Oimeta Substituent j Oipara = Oionho Oimeta 

-H 0 .oo 0 .oo -OH -0.92 0.10 

-CH3 -0.31 -0.06 -OCH3 -0.78 0.1 1 
-CH2CH3 -0.30 -0.06 -OC6H5 (phenyl) -0.50 0.25 

-CH(CH3)2 -0.28 -0.06 -0COCH3 -0.19 0.36 
-CH2CH2CH&H3 -0.29 -0.07 -CHO 0.73 0.36 

-C(CH3)3 -0.26 -0.10 -COOCH3 0.49 0.33 
-CH=CH2 -0.16 -0.08 -COOH 0.42 0.37 

-C6H5 (phenyl) -0.18 0.06 -coo- -0.02 -0.03 
-CH20H -0.04 0.07 -CN 0.66 0.56 
-CH2C1 -0.01 0.12 -m2 -1.30 -0.16 
-CF3 -0.61 0.44 -NHCH3 -1.81 -0.25 
-F -0.07 0.34 -N(CH3)2 1.70 -0.16 
-c1 0.1 1 0.37 -NHCOCH3 -0.60 0.21 

-Br 0.14 0.40 -NO2 0.79 0.73 
-I 0.14 0.35 -SCH3 -0.60 0.13 

a oLam values from Hansch et al. (1991) and Hansch and Leo (1995); oJmem = ometa (see Table 8.5). 

Table 16.7 Group Rate Constants for HO' Interaction with N-, P-, and S- 
Containing Groups a 

1 0 ' ~  k(unit) 1 0 ' ~  k(unit) 
Structural Unit (cm3 molecule -' s-l) Structural Unit (cm3 molecule -' s-') 

RNH2 21 RSH 
RR'NH 63 RSR 
RR'R' 'N 66 RSSR 
RR'N-NO 0 = p=o 
RR'N-NO2 1.3 =p=s 

32.5 
1.7 

225 
0 

53 

a Data from Kwock and Atkinson (1995); R,R',R" = alkyl groups. 

tional groups are summarized in Table 16.7. Example calculations are given in Illus- 
trative Example 16.3. 

In summary, when applied to the type of compounds from which the group rate 
constants and substituent factors given in Tables 16.3 to 16.7 have been derived, the 
estimation of kko. from structure yields quite satisfactory results. As is demonstrat- 
ed by the examples given in Illustrative Example 16.3, in many cases only one or 
two structural moieties dominate the overall kkw value. Therefore, calculation of 
kkw can often be simplified by taking into account only a few terms of the overall 
estimation equation (Eq. 16-25). 
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Illustrative Example 16.3 Estimating Tropospheric Half-Lives of Organic Pollutants 

Problem 

Estimate the t1,2,Ho. values (Eq. 16-23) at 25°C of the following compounds: 
(a) isooctane (2,2,4-trimethylpentane), (b) 1 , 1,2-trichloroethane, (c) tetrahydro- 
furan, (d) 1-heptene, (e) cis- 173-dichloropropene, (0 3-nitrotoluene (l-methyl-3- 
nitrobenzene), and (8) dibenzo-p-dioxin. Assume an average HO' steady-state 
concentration of 1 x 1 O6 molecule. cm-3 air. 

isooctane 

CI "Y 
1 ,I ,2-trichloroethane 

tetrahydrofuran 

Answer (a) 

For this molecule, only H abstraction is important, Hence, kLw = kko. (H-abstr.), 
which is given by (Table 16.3): 

kho. (€3-abstr. ) = 5 Ic,,,,F("C") + k,,f("C") + ktefil;( "C") 

= 5 (k,,, + k,,, -I- k,,,) F( "C") 

= [5(0.136) + (0.934) + (1.94)] (1.23) x lo-', cm3molecule~'s-' 

= 4.4 x cm3 niolecuk3 s-' 

[The experimental value is 3.9 x 

Insertion of this value into Eq. 16-23 together with [HO],, = lo6 moIecule.~m-~ 
yields a half-life of: 

cm3 ~nolecule-~ s-'; Atkinson (1989)l. 

Answer (b) 

As for isooctane [see (a)], only H abstraction has to be taken into account (Table 
16.3): 

kbo. ~1 k&. (H-abstr.) = k,,, F(C1) F(CHC1,) + k,,, F(C1) F(C1) F(CH,Cl) 

= [(0.934)(0.38)(0.36) f (1.94)(0.38)(0.38)(0.36)] x 

= 2.3 x 

cm3 molecule-' s-' 

cm3 molecule-' s-l 

[The experimental value is 3.2 x cm3 m~lecule-~ s-'; Atkinson (1989).] 

This corresponds to an estimated tl,,.,o. E 35 d. 

Answer (c) 

Again as in cases (a) and (b) H abstraction is important: 

kko. = kko. (€1-abstr.) = 2 k,,, F("C") F(0R) + 2 k,,, F("C") F(CH20R) 

No F(CH20R) value is available. However, it can be assumed that the overall kAo. is 
dominated by the first term since F(0R) = 8.4 (see Table 16.3). Thus: 
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khV = 2(0.934)( 1.23)(8.4) x cm3 molecule-' s-' 

= 1.9 x lo-'' cm3 molecule-' s-l 

[The experimental value is 1.6 x lo-'' cm3molecule-1 s-l; Atkinson (1989).] 

This corresponds to an estimated tlR,HO' E 10 h. - Answer (d) 

This reaction of 1 -heptene is dominated by addition of H O  to the double bond (Ta- 
ble 16.4), but abstraction of H-atoms cannot be completely neglected (Table 16.3): 

1 -heptene 

kko. = kkV (DB) + kk,. (H-abstr.) 

= (CH, = CH-) + 3 k,,, F("C")2 + k,,, F("C")F(CH3) + kprim F("C") 

= [26.3 + (3)(0.934)(1.23)2 + (0.934)(1.23)(1) + (0.136)(1.23)] x 

= 3.2 x lo-'' cm3 molecule-' s-' 

1 0-12 cm3 molecule-' s-' 

[The experimental value is 3.6 x lo-'' cm3 m~lecule-~ s-'; Atkinson (1989).] 

Note that for the double bond we have chosen a factor for a saturated carbon, 
F("C"), which is not really appropriate. However, because of the dominating role of 
HO' addition to the double bond, an F(C=C) value is difficult to derive. 
Nevertheless, the result shows that estimated and experimental value are in very 
good agreement. Using the estimated kkV value, a t1/2,HO' = 6 h is obtained. 

Answer (e) 

The reaction of cis-173-dichloropropene is dominated by addition of H O  to the dou- 
ble bond (Tables 16.4 and 16.5): 

\=/CHZCI 

cis-I ,3-dichloropropene 

CI 

1 -  

kHo. - kko. = (cis-CH-C<) C(C1) C(CH2C1) 

= (56.4)(0.21)(0.76) x 

= 9.0 x cm3 molecule-'s-' 

cm3 molecule-' s-' 

[The experimental value is 8.4 x cm3 m~lecule-~ s-I; Atkinson (1989).] 

Thus, the estimated half-life is t l l2 ,HO. z 21 h. 

Answer (f) 

For 3-nitrotoluene, addition of HO' to the aromatic ring is dominating. Hence, kAV 
3 kHu(Ar). Use Eq. 16-29 to estimate kAo. (Ar): 

&.A. 
4 NO2 

3-nitrotoluene 
log kko. ( Ar) = -1 1.7 - 1.34C, of 

Check which of the positions 2, 4, 5, or 6 has the most negative (least positive). 
E aj' value. Note that positions 2,4, and 6 have the same X a f  = -0.3 1 + 0.79 = 0.48. 
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x ~ f f o r  position 5 is -0.06 + 0.73 = 0.67. Insert the value of 0.48 into Eq. 1 to 
obtain: 

logkA,.(Ar) =-11.7 -0.64 =-12.34 

Because there are three equivalent positions to which HO' can add, the rate constant 
can be assumed to be three times the rate constant estimated above: 

ki,. = 3 kho. (Ar) = 1.4 x 1 0-I2 cm3 molecuk3 s-' 

[The experimental value is 1.1 x lo-'' cm3 m~lecule-~ s-'; Atkinson (1 989).] 

This corresponds to an estimated t1,2,H0. value of about I 7  d. 

7 \  @aD' Answer (g) 

The only possible reaction is addition of HO' to the aromatic rings. Note that all 
positions have the same COT value: 

dibenzo[l.4]dioxin 

+ED& ,meta = -0.50 + 0.25 = -0.25 
6 5  

Note that we neglect the second aromatic ring; that is, we consider addition of HO' to 
one of the benzene rings as being equivalent to addition to: 

0- C,H, 

0- C,H, 
I 

Insertion of Eoj+ rs -0.25 into Eq. 16-29 yields: 

log kL0. = log 4 k i o .  (Ar) = -1 1.7 + 0.34 = -10.76 

or: 

kk0.(Ar) = 1.7 x lo-'' cm3 molecule-'s-' 

Because there are two benzene rings to which HO' can add, the rate constant for 
dibenzo-p-dioxin can be assumed to be twice the rate constant estimated for 
compound I above: 

kio .  = 3.4 x lo-'' cm3 molecule-' s-' 

[The experimental value is 1.5 x lo-'' cm3 m~lecule-~ s-'; Kwok et al. (1994).] 

The estimated half-life is: tliZ,HO. = 22 h. 
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Questions and Problems 

Questions 

Q 16.1 

What is meant by the terms indirectphotolysis and sensitizedphotolysis? What types 
of reactions does indirect photolysis of organic pollutants include in natural waters? 
in the atmosphere? 

Q 16.2 

Why does one speak of transient photooxidants? Give examples of such species. 
How can their concentrations be measured? What are their major sources and sinks 
in natural waters? in the atmosphere? 

Q 16.3 

Describe the general kinetic approach that can be used to quantify indirect 
photolysis involving well-defined photooxidants in: (a) the water column of surface 
waters and (b) the atmosphere. 

Q 16.4 

Why is the hydroxyl radical (HO') a more important photooxidant in the atmosphere 
as compared to surface waters? What kind of reactions do organic pollutants 
undergo with HO'? How structure specific are these reactions? 

Q 16.5 

Somebody claims that the volume-averaged steady-state concentration of singlet 
oxygen (['O,]ss) in a well-mixed water body of 1 m depth is more or less independent 
of the DOM concentration, whereas at the surface it is proportional to [DOM], at 
least for [DOC] < 20 mg oc . L-'. Could this person be correct, and if yes, why? 

Q 16.6 

Why is '0, a more selective photooxidant than HO'? With what type of organic 
pollutants does '0, primarily react? 

Q 16.7 

Why is it difficult to quantify DOM-mediated photolysis of organic pollutants? 
What type of reactions do 3DOM* species undergo with organic chemicals? 

Problems 

P 16.1 How Important Are Reactions of Phenols with HO' and 'Oz in a Shallow 

Consider the shallow well-mixed pond (average depth = 2 m, T = 25°C; pH = 8.5; 
a(A) see Table 15.6; mean residence time of the water: 35d) introduced in 
Illustrative Example 16.2. In this pond, a midday, near-surface steady-state 
concentration of '02 ( [lO,l~s(noon)) of 8 x M has been determined using FFA 
as probe molecule (see Eq. 16-12). Recall that maximum '0, production occurs at 

Pond? 
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410 nm. The steady-state H O  concentrations in this pond have already been 
estimated in Illustrative Example 16.2. Calculate the 24 h averaged photolysis half- 
life of 4-methoxy- and 2-chlorophenol in this pond by assuming that only the 
reactions with HO' and '0, are important (note that for 4-methoxyphenol reactions 
with 3NOM may also be relevant). What is the relative importance of the two 
processes? How important are they compared to flushing? (see Section 12.4). In the 
literature you find the following data (Tratnyek et al., 1991): 

Q" 

OCH, 

4-methoxyphenol 
pK, = 10.2 

2-chlorophenol 
pK, = 8.5 

kb.lo2 (ArO-) = 7 x l 0 '  M-' s-' 

kb,lo, (ArOH) = 3 xl0'M-l  S-' 

$,lo, (ArO-) = 2 x 10' M-' s-' 

k b , ~ o ~ ( A r O H ) = 5 x 1 0 6 M ~ ' s ~ '  

For the reaction with HO' you can assume that both compounds react with a nearly 
diffusion controlled rate constant (see Fig. 16.3). 

P 16.2 Evaluating Reactions of Organic Pollutants with the Carbonate Radical 

As pointed out in Section 16.2 (Eq. 16-2), the major source for C0;- radicals in 
advanced oxidation processes, and possibly also in surface water, is reaction of 
HCO; and C0:- with hydroxyl radical (HO'). The major sink for C0;- is regarded 
to be DOM. The rate constant for reaction of C0;- with DOM is in the order of 
4 x 10' L.(mg.oc)-* s-' (Larson and Zepp, 1988), which is about 600 times smaller 
than for the reaction of HO' with DOM constituents (see Illustrative Example 16.1). 

(COT) 

(a) Estimate the near-surface carbonate radical steady-state concentration at noon 
( [CO;-]:s(noon)) and averaged over a day [CO;-]:s (24 h)) in Greifensee (47.5"N) 
on a clear summer day. The concentrations of the relevant water constituents are 
given in Illustrative Example 16.1. (Hint: Note that about 15% of the HO' produced 
is consumed by HCO; / C0:- ). Compare the carbonate radical concentrations with 
the [ HO' 1:) concentrations calculated in Illustrative Example 16.1. 

(b) For reactions of meta- and para-substituted anilines, Canonica and Tratnyek 
(2002) reported the following QSAR: 

log k~,,o;-(ArNH2)/(M-'s-')= 4 . 9 8 E o f  +8.71 

Calculate the 24 h averaged near-surface half-lives of 3,4-dimethylaniline (3,4- 
DMA) and 4-nitroaniline (4-NA) with respect to reaction with CO;. How impor- 
tant are these reactions relative to the reactions of the two compounds with HO'? 
Note that in analogy to using Dipara for delocalization of a negative charge (Chap- 
ter 8), o;,xa values have to be used in cases where a positive charge or a radical is 
delocalized (oj' values from Hansch et al., 1991; see also Table 16.6). 
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NO2 

4-nitroaniline 

P 16.3 Estimating Atmospheric Half-Lives of Organic Pollutants with Respect 

Estimate the kLo. and t,,2,H0. (for [HO'],, = lo6 molecule.cm~~3) values at 25°C of the 
following compounds using the group rate constants and substituent factors and 
constants given in Section 16.3 and in Tables 16.3 to 16.6. Compare the estimated 
values of kLIp with the experimental values given in parentheses. Try to explain any 
larger discrepancies (i.e., > factor 3). 

to Reaction with HO' 

2,3,5-trimethylhexane (exp: 8 x 10l2 cm3 moIeculeis-l) 

ethylcyclopentane (exp: 9 x 1 0-'2 cm3 molecule-ls-l) 

[Note that for the carbon denoted as 1, the 5-number-ring factor (Table 16.3) has to 
be applied.] 

1,2-dibromo-3-chloropropane (exp: 4 x 1 O-i3 cm3 molecule-'s-') 

- 
ethylacetate (exp: 1.8 x 10-l2 cm3 moleculeiSi) 

l-chloro-2,3-epoxypropane (exp: 4 x 10-13 cm3 moleculelsi) 

[Note that for the carbon denoted as 2, the 3-number-ring factor (Table 16.3) has to 
be applied.] 
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(0 
2-methyl-I ,5-hexadiene (exp: 9.6 x 10' '  crn3 molecule-lsl) 

a-terpinene (exp: 3.6 x ICI-'~ crn3 rnoleculels-') 

2,5-dimethylphenol (exp: 4 x 10-l' cm3 molecule-ls-l) 

- ._ 

CI 
(0 

4-chlorobiphenyl (exp: 4 x 1 0 l 2  cm3 mole~ule-~s-~) 

2,3,7,8-tetrachloro-dibenzo[l.4]dioxin (exp: 4 x ern3 molecule-ls-l) 
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Introduction 

Reactions mediated by organisms constitute a very important set of transformations 
affecting the fates of almost all organic compounds in both natural and engineered 
environments. As for abiotic chemical and photochemical reactions, these 
biochemical processes change the structure of the organic chemical of interest 
thereby removing that particular compound from an environmental system. One 
major goal of this chapter is to characterize the rates of such losses allowing 
biotransformations to be included in mass balance considerations for compounds of 
interest. The products that result from biotransformations, of course, exhibit their 
own partitioning properties, reactivities, overall fates, and effects. Hence, the 
appearance of these compounds may inspire new mass balance and toxicity 
considerations (e.g., the appearance of vinyl chloride from biotransformations of 
other chlorinated solvents). 

When we speak of biologically mediated transformations of organic compounds, we 
do not mean that these compounds are hlly mineralized. Mineralization may be 
defined as the complete conversion of an organic chemical to stable inorganic forms 
of C, H, N, P, and so on. Consequently, mineralization generally entails several 
successive biological transformations. As a result, experimental observations 
relying solely on the appearance of CO, to quantify the loss rate of a specific organic 
chemical place a lower limit on the initial transformation rate of this organic 
compound (i.e., d[COJdt 5 -d[i]/dt]). 

Biochemical transformations of organic compounds are especially important 
because many reactions, although thermodynamically feasible, occur extremely 
slowly due to kinetic limitations. For example, we might be interested in the 
question of whether benzene can be biodegraded under naturally occurring 
methanogenic conditions (see Illustrative Example 17.1). Such natural attenua- 
tion of this toxic aromatic substance may be thermodynamically allowed under the 
perceived conditions. But these conditions may not be accurate (e.g., the benzene 
and methane chemical activities in the system). Also other environmental factors 
may cause the rate to be unobservably slow. One possibility is that the relevant 
microorganisms are simply not active in the environment of interest. 

In this chapter we focus on transformations of xenobiotic organic compounds 
catalyzed by microorganisms. This immensely diverse group includes the most 
ubiquitous agents of biochemical processes determining the fates of organic chem- 
icals in the environment. We first describe a few general principles pertaining to 
the ecology and enzymatic capabilities of microorganisms, especially insofar as 
these characteristics influence what we can expect these organisms to do (Section 
17.2). Next, we focus on the major strategies microorganisms use to initiate xeno- 
biotic compound transformations: hydrolysis, oxidation, reduction, and additions. 
In Section 17.3, the goal is to develop a better understanding of what structural 
features of organic chemicals are susceptible to microbial attack by knowing the 
mechanisms of these biochemical reactions. These relatively detailed descriptions 
also provide some basis for mathematical formulations with which rates of such 
processes may be described. Finally, in Sections 17.4 through 17.6, we discuss 
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Figure 17.1 Sequence of events in 
the overall process of biotrans- 
formations: (1) bacterial cell con- 
taining enzymes takes up organic 
chemical, i, (2) i binds to suitable 
enzyme, (3) enzyme:i complex 
reacts, producing the transfor- 
mation product(s) of i ,  and (4) the 
product(s) is(are) released from the 
enzyme. Several additional pro- 
cesses may influence the overall 
rate such as: ( 5 )  transport of i from 
forms that are unavailable (e.g., 
sorbed) to the microorganisms, (6) 
production of new or additional 
enzyme capacity [e.g., due to 
turning on genes (induction), due 
to removing materials which pre- 
vent enzyme operation (activa- 
tion), or due to acquisition of new 
genetic capabilities via mutation or 
plasmid transfer], and (7) growth 
of the total microbial population 
carrying out the biotransformation 
of i. 

other reactants, 
e.g., 0, 

how we might approach predicting the overall rate of any particular biodegrada- 
tion. Several very different steps in the process may end up controlling the overall 
rate (Fig. 17.1). For example, processes that limit the rate of delivery of substrate 
molecules to micro-organisms (i or 0, as examples in Fig. 17.1) may determine 
the biotransformation rate. This effect is often cited as the reason why very hydro- 
phobic aromatic hydrocarbons are oxidized more slowly in the environment than 
their less hydrophobic congeners. Mass transport has also been recognized as im- 
portant for situations in which microorganisms form associations where some 
cells are buried beneath many others as in biofilms and flocs (Rittmann and Mc- 
Carty, 2001). In these cases, the diminished rate of molecular diffusion of the 
chemical or of necessary cosubstrates like 0, across intervening media (e.g., 
through polymeric microbial secretions, see Stewart, 1998 for review) may dictate 
the overall rate of xenobiotic chemical biotransformation. Obviously, one must 
know the average distribution of cells and other media, the tendencies of chemi- 
cals to partition between phases (e.g., solid-water partitioning), and the abilities 
of these molecules to move in each phase (e.g., by diffusion) to describe these 
transport processes mathematically. Probably, this is most critical whenever we 
are dealing with situations where most of a chemical of concern is sorbed, such as 
encountered in sediments, soils, and aquifers for very hydrophobic compounds. 

Other potential limitations may influence biological transformations of organic 
compounds. First, organic compound uptake by the isolated cells may be rate 
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limiting. Since many of the chemicals of interest to us are foreign to the micro- 
organisms, in general the cells may not have systems associated with their exterior 
membranes to pick up the substance actively and carry it rapidly to the interior of 
the cell. However, for nonpolar substances, the lipid-rich cell membranes, 
designed to separate charged metabolites within the cell from the ionic aqueous 
medium on the outside, allow hydrophobic chemicals to dissolve in these cellular 
boundaries (recall our discussions of biota-water partitioning, Chapter 10). Thus 
we see passive uptake as nonpolar species diffuse through the membranes to the 
interior of microbial cells. This uptake rate may limit the overall biotransforma- 
tions of interest. Castro et al. (1985) interpreted the relative rates found for reduc- 
tion of a series of organohalides by cultures of Pseudomonas putida as reflecting 
permeability limitations. In such a case, once the chemical arrives at the cellular 
site of enzymatic processing, it is rapidly transformed, so the overall chemical 
depletion rate is governed by the rate of substrate permeation into the cells. If 
permeation is the bottleneck, organic compound structural features affecting this 
uptake rate will be most important. 

Once the chemical and enzymes coexist, however, other processes still remain that 
may govern the overall biodegradation (Fig. 17.1). First, the presence of the 
chemical may cause the organism to produce more enzyme for the degradation of 
this substance. Such an increase in enzymes may be due to: (1) induction causing 
genes to be turned on for enzyme expression or (2) derepression causing existing 
enzymes to be activated for their catalytic roles. The requisite enzymatic apparatus 
may be constitutive (Lee, it is always in place), but its abundance may still be 
enhanced should conditions encourage that. It is also possible that genetic mutation 
results in an enzyme that operates more effectively. Obviously, if greater quantities 
or more effective enzymes result, the overall internal processing of the chemical will 
speed up. Although conditions may cause more or less of constitutive enzymes to be 
present, once these catalysts are available, the biotransformation rate may depend on 
the specific interactions of the compound with the enzyme: both insofar as they 
associate with one another and then as they become involved in bond breaking and 
making. These interactions are best quantified using Michaelis-Menten enzyme 
kinetics, which we discuss in Section 17.6. 

Finally, if the metabolism of the chemical results in substantial energy yield and/or 
cell-building materials, then the microorganism may increase in cell numbers in re- 
sponse. Then, the overall rate of biodegradation will be dictated by the rate of micro- 
bial population increase. In these cases, microbialpopulation dynamics, an approach 
developed by Monod (1 949), must be included in our analysis of the chemical of 
interest. This too will be expanded upon in Section 17.5. 

In sum, biotransformations may be limited by: (1) delivery of the chemical to the 
organisms’ metabolic apparatus capable of transforming the chemical, (2) the en- 
zyme’s ability to mediate the initial transformation of the chemical, or ( 3 )  the 
growth of a population of microorganisms in response to the presence of a new 
substrate. Depending on what limits the rate of biotransformation, different math- 
ematical frameworks are required to describe the kinetics of the process both with 
respect to the nature of the equations and the parameters they require. 
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In this chapter, we treat biotransformations from an organic chemist’s point of view, 
seeking to reveal how the structure of the chemical of interest dictates its initial 
biotransformation(s). We do not attempt to review the immense literature on biodeg- 
radation observations, nor deal with the complete metabolic pathways that are the 
focus of general biochemistry texts and are now found on the web (e.g., the Univer- 
sity of Minnesota site at http://umbbd.ahc.umn.edu/index.html). We also do not de- 
scribe much about microbial biochemistry and ecology, since excellent texts on 
these topics are available (e.g., Gottschalk, 1986; Madigan et al., 2000). Although 
biotransformation rates are probably the least well understood inputs to overall 
chemical fate modeling, we will find generalities to better anticipate, or at least 
interpret after the fact, biologically mediated reactions in environmental systems. 

Illustrative Example 17.1 

benzene 
(C,H,) 

ALrC&, ( I )  = +123.0 kJ.mol-I 

ALrC:,o ( I )  = -237.2 kJ . mol-I 
A,G:co; (aq) = -586.9 W . mol-I 

AfG&, (g) = -50.8 W. mol-l 
A,Gi,(aq) = 0 W . mol-I 

Is a Proposed Microbiological Transformation Thermodynamically Feasible? 

Problem 

A colleague suggests that benzene (C6H6) can be “naturally attenuated” by micro- 
organisms in ground water under conditions of methanogenesis producing bicar- 
bonate and methane. Check the thermodynamic feasibility of this transformation 
at 25°C assuming: the solution pH is 7, the bicarbonate concentration is 1 mM, the 
methane concentration is 100 pM, and the benzene concentration is 1 pM. In the 
literature (Hanselmann, 1991) you fmd the free energies of formation given at 
25°C in the margin. 

Answer 

First you need to balance a reaction in which some of the carbons in benzene (redox 
state -I) are oxidized to bicarbonate carbons (redox state +IV) and the rest are 
reduced to methane (redox state -1V): 

C6H6 + X HCO; y CH4 (1) 

This situation requires x + y = 6. Further, the total number of electrons provided by 
the oxidation of benzene to HCO; (5x electrons) must end up in the reduced 
product, methane (i.e., 3y electrons). Thus, from the two equations, 5x = 3y and x + 
y = 6 you get x = 2.25 andy = 3.75. To obtain the 2.25 times 3 = 6.75 moles of oxygen 
in the bicarbonate product, you need to add 6.75 moles of water to the benzene: 

C6H6 4- 6.75 H20 -3 2.25 HCO; 4- 3.75 CH4 (2) 

Finally, to balance the reaction stoichiometry (and charge), we see that the 19.5 
hydrogens of the reactants end up as 17.25 hydrogens on the bicarbonate and 
methane products, requiring 2.25 more protons to be adding to the products: 

( 3 )  C6H6 + 6.75 HZO -+ 2.25 HCO; -k 3.75 CH4 + 2.25 H’ 

Note that you could also express Eq. (3) as: 
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Next, you need to calculate the A r c o  for reaction 3 (see Section 12.2): 

ArGO = -AfGg6H6 (aq)- 6.75 AfGiZo(!> 
( 5 )  

+2.25 AfGicoi (aq) + 3.75 AfGgH4 (aq) + 2.25AfG:+ (aq) 

To obtain AfGg,H6 (aq), use A@'( !) and adjust it with this compound's solution 
phase activity when benzene occurs at "1 M y  standard concentration (see also 
Illustrative Example 14.1, nitrobenzene problem): 

AfGE6H6 (as> = AfGo<!)+RTInxC6H6W(1M) + RT1nYC6H6,,, (6) 

Since XC6Hbw, (1 M) is about 0.019 (note that the molar volume of benzene is 
88.6 cm3 mol-', and, therefore, there are about 50 moles H,O in a 1 M aqueous 
benzene solution), and since Ri%q&6, = GE6H6= 19.4 kJ.mo1-' (Table 5.2), you 
obtain: 

AfGg6H6(aq) = 123.0- 9.8 + 19.4 = +132.6 kJ-mol-' 

To obtain AfGgH, (as), use A,@,, (g) and adjust it with this compound's KH value 
given in Appendix C (= lo2.*' bar.mo1.L-'; see also Illustrative Example 12.2): 

AfG&, (aq> = (g)+ RT1n KCH,H 

= -50.8 + 16.1 = -34.7 kJ . mo1-l 

Inserting all the A@'(aq) values into Eq. 5 then yields: 

A r c o  = (- 1 3 2.6)-(6.75)(-23 7.2)+(2.25)(-5 86.9)+( 3.75)(-34.7)+0 

= +17.9 kJ.mol-' 

Hence, under standard conditions (i.e., all reactants and products at 1 M, and H20  as 
pure liquid) the reaction is unfavorable. At the conditions prevailing, the A,G is 
given by (see Section 12.2, Eqs. 12-7 and 12-8, and Eq. 3 above): 

ArG = A,Go + RTlnQ, 
17) 

{ HCO; } 2.25 { CH, } 3.75 { H' } 2.25 
= A,Ga + RTln 

IC,H,}{1}6.75 

Assuming an activity coefficient, of close to 1 for HCO; , insertion of the respective 
concentrations into Eq. 7 then yields: 

(10-3)2.25(104 )3 .57 (10-7)2.25 
A,G = +17.9 + 2.48 In 

)(1) 

= +17.9 - (2.48)1n(10-31.5) = -162 kJ.mol 

Thus, under the conditions prevailing in the aquifer, the reaction is thermo- 
dynamically feasible. 
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Some Important Concepts About Microorganisms 

Microbial Ecology and Interactions 

Although plants and animals can transform many xenobiotic organic chemicals. 
from an environmental system mass balance point of view, microorganisms often 
play the most important role in degrading organic compounds. Microorganisms 
include diverse bacteria, protists, and fungi. Representatives are present virtually 
everywhere in nature, evcn under extreme conditions of temperature, pressure, pH, 
salinity, oxygen, nutricnts, and low water content. 

Although widely present, only a fraction of the microorganisms are metabolically 
active in a particular environment, depending on the conditions. Dramatic 
differences such as oxic (0, present) versus anoxic (0, absent) conditions (see also 
Chapter 14), and less visual ones like high versus low nutrient or trace metal 
activities, affect the particular mixture of species that are active at any one place and 
time. Fortunately, with respect to biotransformations of organic compounds, subtle 
effects may not be too important since many organisms exhibit similar biochemical 
pathways and capabilities. However, environmental factors such as whether oxygen 
is present or not can have an extremely important influence on the metabolic 
capabilities of the microorganisms living at a site. As an example, the biodegra- 
dation of many hydrocarbons in oxic settings is well known; however, in oxygen’s 
absence, these compounds are often much more persistent (Fig. 17.2). Another 
example would be the commonly observed transformation of some chlorinated 
solvents (e.g., CCl,) under highly reducing conditions, while in oxic situations these 
compounds are persistent (Bouwer and McCarty, 1983b; Wilson and Wilson, 1985; 
Fogel et al., 1986). Since factors like temperature, pH, and oxygen concentration 
affect the composition, growth rate, and enzymatic contents of the microbial 
community, perhaps it is not surprising that such environmental conditions not only 
influence the rates of biologically mediated transformations, but sometimes they 
dictate whether these processes operate at all. 

Figure 17.2 Variation in time 
courses of naphthalene degrada- 
tion by microorganisms in labo- 
ratory soil-water incubations with 
O2 present (0) or no 0, present (0). 
Data from Mihelcic and Luthy, 
1988. 

0 10 20 30 40 50 

time (days) 
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Another important aspect to consider when dealing with biochemical trans- 
formations is how different microorganisms can form associations that benefit one 
another. It has long been recognized that “cooperating” species, termed consortia, 
may be required to execute a particular sequence of transformations (Gray and 
Thornton, 1928). For example, 3-chlorobenzoate is degraded by a consortium of 
bacteria (Dolfing and Tiedje, 1986). The first species removes the chlorine from the 
aromatic ring: 

O Y O  O Y O  

* (17-1) 0 + cr + H+ 
3-chlorobenzoate benzoate 

The degradation is continued by a second bacterial species: 

benzoate acetate 

The H2 produced by this second bacterium is subsequently used by the first microor- 
ganism, as well as by organisms that use it to make methane from CO,. Finally, 
another species utilizes the acetate and releases methane: 

8, + ti+ - - --+ CH, + CO, (1 7-3) 
H,C 

acetate methane 

Since the build up of products (benzoate, H,, and acetate) is prevented, the catalytic 
removal of 3-chlorobenzoate by the first microorganism can continue. This example 
of syntrophy illustrates how cooperation of different bacteria, each exhibiting 
specific enzymatic capabilities, may enable the degradation of a compound that 
would not have been performed by a single organism. In another case, seven 
different microorganisms were needed to process the herbicide, Dalapon (2,2-di- 
chloropropionic acid; Senior et al., 1976). Such findings suggest that if certain 
microbial species are absent or inactive so that the products of biocatalysis are not 
removed, overall biochemical pathways can be shut down. 

Microorganisms also interact via exchange of genetic material between species 
(Madigan et al., 2000). For example, plasmids, which are relatively short lengths of 
DNA, occur in many, but not all, bacteria and they have been found to code for a 
variety of degradative enzymes. Unlike the “normal” process in which DNA is 
passed “vertically” from mother to daughter during cell multiplication, plasmid 
DNA can be exchanged “horizontally” between non-progeny organisms. Thus, such 
exchange allows additional metabolic tools, or combinations of tools, to be acquired 
and utilized in a particular prokaryotic species. If the resulting metabolic capability 
proves beneficial, for example by providing a new energy or carbon source or by 
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Figure 17.3 Schematic repre- 
sentation of the change in acti- 
vation energy barrier for an 
enzymatically mediated reaction as 
compared to the analogous non- 
catalyzed chemical reaction. 

reaction coordinate 

eliminating a critical toxicant, the newly enhanced microorganism will maintain the 
genetic code and the derived enzymatic facility. However, should the extra tools 
prove not very worthwhile (i.e., not helping confer competitive advantage), then the 
newly acquired approaches will probably be lost. Through an amazing balance of 
metabolic and genetic cooperation, the microbial communities in the environment 
maximize their ability to live there. Since the introduction of xenobiotic organic 
chemicals could present new nutritional opportunities (source of C, N, S . .  .) or toxic 
threats, it is reasonable to expect microorganisms and their community structure to 
change in response to unfamiliar compounds in their milieu. 

Enzymology 

Organisms facilitate reactions via two important approaches. The first approach 
involves the use of special proteins, called enzymes, that serve as catalysts (Nelson 
and Cox, 2000). These reusable “biological tools” promote substrate interactions 
and thereby lower the free energy of activation that determines the transformation 
rate (Fig. 17.3). Enzymes can lower the activation energy of reactions by several 
tens of kJ per mole, thereby speeding the transformations by factors of lo9 or more. 
Some of this reaction rate enhancement arises because enzymes form complexes 
with substrates; by holding the reacting compounds in an advantageous orientation 
with respect to one another, the enzymes facilitate substrate interaction. 
Additionally, enzymes include polar and charged structural components that can 
alter the electron densities of the bound reactants (e.g., see the use of zinc by 
hydrolases in Section 17.3). This lowers the barriers to breaking existing bonds and 
encourages new bonds to be made. 

Second, organisms may invest metabolic energy to synthesize reactive species. For 
example, before it is used to oxidize hydrocarbons, O2 is converted to a much more 
reactive oxidant by complexation and reducing it with a compound the organisms 
had to spend energy to make (see Section 17.3). This scheme is similar to one 
previously discussed in photochemical transformations where, by absorption of 
light, activated species are formed that are much more reactive (Chapter 16). 
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In light of these insights, some principles controlling the types of enzymatic tools 
that microorganisms maintain can be inferred. First, since organisms evolved to deal 
with chemicals like amino acids, sugars, and fatty acids, and the corresponding 
proteins, carbohydrates, and lipids, we should expect much of their enzymatic 
apparatus is suited to performing the metabolic job of synthesizing (anabolism) and 
degrading (catabolism) such compounds. The corollary of this point is that recently 
invented chemicals with structures that differ from those usually processed by 
organisms are sometimes not met with a ready and abundant arsenal of suitable 
enzymatic tools when microorganisms first encounter them. Humans too have 

Hoo‘~-**R experienced this phenomenon: our own catabolic capabilities are specialized for 
’ \H handling L-amino acids (see margin); and thus synthetic D-amino acids made of the NH, H,N 

same atoms linked together in the same way but in the mirror image form can be 
used as food additives to stimulate our taste buds but not add to our caloric intake! 
Our expectation then is that structurally unusual chemicals will be somewhat refrac- 
tory in the environment with respect to microbial transformations. 

A second key principle is that enzymes do not have perfect substrate specificity. 
Enzymes, although “designed” for binding and catalyzing reactions of particular 
chemicals, may also have some ability to bind and induce reactions in structurally 
similar compounds. This imperfect enzyme specificity suggests that chemicals, 
exhibiting some structural part very like those of common substrates, may undergo 
biotransformation. For example, 5-phenyl pentanoic acid may become involved 
with the enzymatic apparatus designed to handle fatty acids (Fig. 17.4, Nelson and 
Cox, 2000). Thus, a certain level of biodegradation may occur for xenobiotic 
chemicals with structural similarities to naturally occurring organic compounds. 
This is part of the basis for the phenomenon of co-metabolism (Horvath, 1972; 
Alexander, 198l), in which nontarget compounds are found to be degraded by 
enzyme systems intended for transforming other substrates. 

R. ..* / 

H( c\ 

D-amino-acid L-amino-acid 

mirror plane 

I 

This imperfect binding specificity principle also helps us to understand why chemi- 
cals called competitive inhibitors may block the active sites of enzymes. These 
inhibitors are structurally like the enzyme’s appropriate substrate, enabling them to 
bind. But these compounds may be somewhat, or even completely, unreactive. Such 
enzyme inhibition appears to explain the limited microbial dehalogenation of 
3-chlorobenzoate in the presence of 3,5-dichlorobenzoate (Suflita et al., 1983). In 
this case, 3,5-dichlorobenzoate is initially transformed to 3-chlorobenzoate: 

- - 
0 A 2 e - + H + _  3 + cl- 2 e ’ +  H+_ & + cr (17-4) 

/ / 
CI / CI CI 

3.5-dichlorobenzoate 3-chlorobenzoate benzoate 

Subsequent degradation of the 3-chlorobenzoate does not proceed until most of the 
3,5-dichlorobenzoate is transformed. The explanation for this finding is that the 
dichloro aromatic substrate competes with the monochloro compound for the same 
enzyme active site. As a result, 3,5-dichlorobenzoate acts as a competitive inhibitor 
of the biochemical removal of 3-chlorobenzoate. Once nearly all the dichloro 
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Figure 17.4 Parallel “beta oxida- 
tion” pathways for a xenobiotic 
substituted benzene, 5-phenyl pen- 
tanoic acid, and a naturally occur- 
ring fatty acid, stearic acid melson 
and Cox, 2000). 

5-phenyl-pentanoic acid Stearic acid (a common fatty acid) 

OH 

1 H,O+ADP (CoA=coenzyme A) 

~ S C O A  oxidant / 

W S C O A  

L reductant + H+ 
oxidant T I 
(NAD+) 

(NADH) 

SCoA B s c o p  

R 1 L CH,CS-CoA 

SCoA SCoA 

3-phenyl propanoic acid palmitic acid 

compound is degraded, 3-chlorobenzoate molecules can increasingly access the en- 
zyme site and transformation to benzoate proceeds. 

This type of substrate-substrate interaction may be especially important for contam- 
inants introduced as mixtures in the environment. One example is the mix of polycy- 
clic aromatic hydrocarbons co-introduced in oil spills or in coal tar wastes. Labora- 
tory observations of the biodegradation of such hydrocarbons show that some of 
these components can inhibit the removal of other compounds in the mix (Guha et 
al., 1999). Such results indicate that the rate of a particular chemical’s biotransfor- 
mation may be a function of factors such as the presence of competing substrates 
interacting with the same enzyme systems. 

A third generality regarding the metabolic aptitude of organisms is that they always 
seem to have some relatively nonspecific enzymes available just for the purpose of 
attacking and utilizing unexpected or unwanted compounds (Schlichting et al., 
2000). This may be analogous to our carrying a Swiss Army knife readily available 
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to pry, hammer, pick at, slice, uncork, punch, and tweeze as the occasion presents 
itself. Organisms have long been bombarded with chemicals made by other species, 
and consequently, they have always needed to eliminate some of this chemical noise. 
The strategy for many bacteria often entails an initial oxidative step, converting the 
insulting chemical signal into something more polar. The resultant product may now 
fit into the common metabolic pathways; or since it is more water soluble, it may be 
returned to the environment. The lack of substrate specificity designed into this 
enzymatic capability concomitantly causes such proteins not to be especially 
abundant in most organisms. From the organism’s point of view, it would simply be 
energetically too expensive to maintain a high concentration of these enzymes (like 
carrying ten Swiss Army knives instead of one!) Nonetheless, this principle implies 
that sometimes organic chemicals, that are unusual to the relevant organisms, may 
be slowly degradable via the use of such relatively nonspecific enzymes. 

Whatever the origin of a capability for initial attack, the goal of these reactions is to 
transform the compound into one or several products structurally more similar to 
chemicals that microorganisms are used to metabolizing. As a result, after one or just 
a few transformations, the resulting chemical product(s) can be included in the 
common metabolic pathways and be fully degraded. A good example of this is the 
bacterial degradation of substituted benzenes. Initially these aromatic hydrocarbons 
are oxidized to catechol (ortho-dihydroxybenzene) or its derivatives by an 
oxygenase (using 0, and NADH, see Section 17.3) and a dehydrogenase: 

0 o x y ~ *  a:: d e h y e n a s e -  aoH (17-5) 
OH 

NADH + H+ N A D H + H + +  0, c 
benzene cis-cyclohexa- 

3,5-diene-l ,Z-diol 
catechol 

Catechol and its derivatives are also produced in the metabolism of numerous 
natural aromatic compounds, like salicylate or vanillate (Suzuki et al., 1991; Brunel 
and Davison, 1988): 

salicylate 

OH OH 

vanillate 

(17-7) 

As a result, pathways are available in many microoganisms for processing di- 
hydroxybenzene derivatives. Such continued breakdown proceeds via enzymatic 
pathways which open the ring between the two hydroxyl substituents (ortho 
cleavage) or adjacent to them (meta cleavage). The resulting chain compounds are 
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converted to small, useful metabolites. Thus for nonsubstituted aromatic com- 
pounds, the initial oxidation of the aromatic ring is the key to delivering the xenobi- 
otic compound into pre-existing catabolic pathways. 

Exceptions exist to this tendency for ready incorporation of the initial transforma- 
tion products of xenobiotic compounds into a common pathway. First, occasionally 
a product is formed which is unreactive in subsequent steps in a particular micro- 
organism. Such partially degraded compounds have been referred to as dead-end 
metabolites (Knackmuss, 198 1). An example of this is the 5-chloro-2-hydroxy- 
muconic acid semialdehyde produced by the meta cleavage of 4-chlorocatechol by a 
particular pseudomonad species: 

OH 
I 

OH 
I 

meta-cleavage ’ COOH qoH . CCH0 * (17-8) 

Cl CI 
4-chloro-catechol 5-chloro-2-hydroxymuconic 

acid semialdehyde 

Apparently, the presence of the chloro substituent blocks the next reaction, which 
normally operates on 2-hydroxymuconic acid semialdehyde to produce 2-0x0-pent- 
4-enoic acid: 

OH 

e C O O H  \ CHO - - eEzH ~ fCOOH (1 7-9) 

2-hydroxymuconic 
acid semialdehyde 

2-oxo-pent-4- 
enoic acid 

If a meta-cleavage pathway is the only one available to a particular microorganism, 
then the 5-chloro-2-hydroxymuconic acid semialdehyde (Eq. 17-8) will accumulate 
unless another “initial” biotransformation is performed on it. 

Another exception to the tendency for initial biotransformation products to be 
readily directed into subsequent steps in common metabolic pathways involves the 
formation of so-called suicide metabolites (Knackmuss, 198 1). These problematic 
products result when the biological transformations yield a compound which 
subsequently attacks the enzymes involved. If this attack debilitates one of these 
enzymes, the successhl operation of the relevant metabolic pathway is stopped. An 
example is the production of acyl halides from 3-halocatechol in certain 
microorganisms (e.g., Bartels et al., 1984): 

PH 
&OH meta-cieavage_ 

X 
3-halo-catechol an acyl halide 

( 1 7- 1 0) 

Such acyl halides react rapidly with nucleophiles, and consequently these com- 
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pounds may bind to nucleophilic moieties (e.g., -SH) of the enzyme near the site of 
their initial production: 

(17-1 1) 

The resulting change in the enzyme’s structure may prevent its continued operation, 
such as is seen for the meta-dioxygenase which formed an acyl halide from 3-halo- 
catechol. Thus, if biodegradation of the original compound (e.g., 3-halo-catechol) is 
to proceed, either a rapid hydrolysis of the acyl halide must occur before it can do 
damage (Mars et al., 1997; Kaschabek et al., 1998) or another metabolic pathway 
such as ring opening “distal” to the halogen (i.e., between the 1 and 6 carbons, 
Riegert et al., 1999) must be utilized. By avoiding these potential metabolic pathway 
problems, many xenobiotic compounds are successfully biotransformed after a 
suitable initial enzymatic attack is made. 

Finally, we should recognize that not all of the enzymes which organisms are 
genetically capable of producing are always present (i.e., they are not constitutive). 
In response to a new stimulus, such as the introduction of an organic compound, 
organisms can turn on the production of appropriate enzymes. Those enzymes are 
referred to as inducible. This process of gearing up for a particular metabolic activity 
may make the description of the rate of a pollutant’s biotransformation somewhat 
complicated because a time of no apparent activity, or a Zagperiod, would be seen. 
There are other possible reasons for lag periods including: 

1. enzymes that are already available are “repressed” (made to be ineffective) and 
some time must pass or some condition must change before they are altered so as to 
become active, 

2. time may be required for a few bacteria to multiply to significant numbers (see 
Section 17.5), 

3. an interval may be necessary for mutations to enable development of enzymes 
able to perform new or more efficient transformations, 

4. plasmid/DNA transfers may be required to allow existing microorganisms to 
develop or combine suitable enzymatic tools, or 

5. it may simply be that particular species of microorganisms must “immigrate” to 
the environmental region of interest or that cysts or spores that are present must 
germinate. 

These phenomena exhibit very different timescales, ranging from minutes for 
enzyme induction and derepression to days for sufficient population growth to 
undetermined lengths of time for ‘‘successful’’ mutations. Thus one or more of these 
factors may make it difficult to predict how fast a chemical in a particular 
environmental setting will undergo even the initial step of biodegradation. 
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Biochemical Strategies of Microbial Organic Chemists 

Our goal now is to learn to anticipate if an organic compound is biodegradable. In 
this effort, we will think like an organic chemist. Looking at the structure of a 
particular compound, we first direct our attention to the functional groups present. 
Next, we imagine the conversions needed to change the substrate’s structure so it 
becomes a more desirable product (e.g., more easily degradable, less toxic). Finally, 
we consider the catalysts and reagents available for use. Two steps will help us see 
how microbial chemists do this. First, we discuss what occurs when various 
chemical functionalities are exposed to microorganisms. This approach reveals that 
there are only a modest number of reaction types that these microbial organic 
chemists use to initiate the breakdown of xenobiotic compounds. These include 
(Table 17.1): 

1. hydrolysis through enzymatically mediated nucleophilic attacks (rxns 17- 12, 13, 14), 

2. oxidation using an electrophilic form of oxygen (rxns 17-15, 16, 17), 

3. reduction by a nucleophilic form of hydride (rxn 17- 18) or reduced metals like 
cobalt (mn 17-22), 

4. additions (e.g., using electrophilic carboxyl or nucleophilic hydroxyl) or free 
radical H-abstraction and addition of fumarate (rxns 17-19,20,21). 

Recognizing these types of microbial reactions, we need to discuss what 
biochemical tools are available. The pertinent tools are the enzymes (catalysts) and 
coenzymes (reagents); so the chemical nature of these biomolecules and the 
mechanisms employed to change substrate structures will be examined in the second 
part of this section. As a result, we can anticipate which mechanisms will be used as 
a means of initial attack (Table 17.1) given the structure of the organic compound of 
interest (Le., its functional groups). Further, we can see what cosubstrates ( e g ,  02,) 
are needed and that may be limited in the environment in which the microorganism 
lives. Additionally, this will provide a basis for understanding some of the 
mathematical expressions describing the rates of bioreactions when enzyme- 
associated processes limit the overall biotransformation rate (i.e., steps 2, 3, or 4 
shown in Fig. 17.1). 

Chemical Structure-Biodegradability Studies 

In order to identify structural features of organic compounds that enhance or inhibit 
their biodegradability, recent studies have sought structure-biodegradability 
relationships (e.g., Boethling et al., 1994; Gamberger et al., 1996; Rorije et al., 1999; 
Loonen et al., 1999; Tunkel et al., 2000). In these efforts, data are assembled 
quantifying a compound’s ease of biodegradation on a scale from “labile” to 
“recalcitrant”. For example, Japanese investigators examined the ability of micro- 
organisms in aqueous suspensions to degrade about 900 organic chemicals 
exhibiting a diverse range of functional groups (the MITI data set; Takatsuki et al., 
1995). A readily degradable substance was defined as one that experimentally 
showed consumption of dissolved O2 exceeding more than 60% of the theoretical 
oxygen demand needed for complete mineralization of the organic chemical 
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Table 17.1 Important Metabolic Approaches and Tools of Microorganisms for Initiating the 
Breakdown of Organic Pollutants 

Chemical / Environmental Factors Metabolic Approach and “Tools” 

Uneven Electron Density Due to Heteroatoms; Oxic or Anoxic Environment 

1. If leaving group on sterically accessible position then nucleophilic attack, e.g., via -CH,-S- 

2. If ester-like structure (2 = C,  P, or S; X = 0, S, or NR) then hydrolysis with 
a) base catalysis (e.g., serine-0-) or 
b) acid catalysis (Znz+ and -COO-) 

9 
f=X + L 

HO 

(1 7-1 2) 

(1 7-1 3) 

(1 7-1 4) 

Generally Even Electron Density; Oxic Environment 

3. If x ,  n electrons (N or S), alkyl rs-electrons then oxidation via electrophilic oxygen (e.g. Fe(’qO-) 

(17-1 5) 

(1 7-1 6) 

HO- CH, (1 7-1 7) _c_f 
n .. 

Enz-.q. w H- CH, 

4. If aliphatic -C(=O)- , -OH have partially oxidized / reduced carbon atoms then reduction I oxidation via nucleophilic H- transfers 
(e.g., from NAD(P)H) and Lewis acid catalysis (e.g., 
Znz+) 

HZF;’ 

-- 
(17-18) 

H’ +do + H-k-R, OH 

I 
R, 

Enz fN 
Enz 

i n +  
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Table 17.1 (cont.) 

Chemical / Environmental Factors Metabolic Approach and “Tools” 

Generally Even Electron Density; Anoxic Environment 

5. If benzyl, allyl, alkyl cs-electrons then H-abstraction via -9 radical 
and addition to fumarate 

6. If alkene 
then addition of water 

7. If enol (including phenol) 

Sterically Limited Access Due to Substitution; Anoxic (Micro)Environment 

8. If polyhalogenated 

(17-19) 

(1 7-20) 

then addition of carboxyl group via -B-COOH 

(17-21) 

then electron transfer from metals (Go(’), FeV)) 
to halogen and addition of H+ to the compound 

- 
i CI 

H\ IC‘ 

,c= YCl 
CI 

(17-22) 

within 28 days. The databases were then statistically analyzed looking for structural 
features of the substrates that widely correlate with the empirical biodegradability 
observations using an optimization of equations like (Tunkel et al., 2000): 

Y, = a ,  + a, f i  +a& + ... + a d ,  + a,,MW + e, (17-23) 

where y1 is the probability of chemical’s “ready biodegradation” 

a, is the model intercept 

a, is the optimized coefficient for the nth structural fragment 
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Table 172 Examples of Fragment 
Coefficients (Eq. 17-23) Indicating 
How a Given Structural Moiety 
Influences the Aerobic 
Biodegradability of a Compound 
(from Tunkel et al., 2000). 

fragment coefficient 
n a” 

-CHO +o .34 
-C(O)OR cO.28 
-C( O)NR, +o .22 
-C(O)OH ca. cO.2 
-OH ca. cO.1 

mw -0.001 
-0.03 
-0.04 

- 0 . 1  
arom.- NO, -0.24 

f, is the number of occurrences of structural fragment n in the chemical 

amw is the optimized coefficient for the compound’s molecular mass 

MW is the compound’s molecular mass 

e, is the equation’s error term with mean value of zero 

For oxic conditions, data such as the MITI results have been analyzed using Eq. 
17-23 or more complex mathematical forms. Several structure--biodegradability 
tendencies are found. First, it is widely seen that compounds including hydrolyzable 
groups like carboxylic acid esters (C(O)OR), amides (C(O)NR,), and anhydrides or 
phosphorus acid esters are readily degraded (Boethling et al., 1994; Rorije et al., 
1999; Loonen et al., 1999). This tendency is reflected in the positive coefficients in 
the optimized linear model (Table 17.2). Perhaps this result is not surprising since 
such structural features are very common in proteins, polysaccharides, and lipids 
and therefore in all organisms on earth. Thus all organisms have hydrolytic enzymes 
that process such functional groups (see Section 17.6). Next, the presence of 
hydroxy (-OH), formyl (-CHO), and carboxy (-COOH) moieties usually indicate a 
compound’s biodegradation will be facile (Tunkel et al., 2000). Again, such oxygen- 
containing moieties are very common in the primary metabolites of organisms (e.g., 
tricarboxylic acid cycle metabolites). Consequently, xenobiotic compounds that 
contain such functional groups are generally degraded with available microbial 
enzymes under aerobic conditions. 

In contrast, some structural features consistently diminish the ease of bio- 
degradability (see fragments with minus sign in Table 17.2). For example, chloro 
and nitro groups, particularly on aromatic rings, are seen to correlate with chemical 
recalcitrance (Boethling et al., 1994; Klopman and Tu, 1997; Rorije et al., 1999; 
Loonen et al., 1999; Tunkel et al., 2000). Although such moieties do occur in natural 
products, they are part of the so-called secondary metabolic pathways, implying that 
lesser transformation activities typically occur in most organisms. Further, certain 
structural features like quaternary carbons (CR,R,R,R, with no R = H) and tertiary 
nitrogens (NR,R,R, with no R = H) appear to discourage biodegradability. Again, 
we do not usually find these features in primary metabolites. Hence the enzymatic 
tools needed for transforming the naturally occurring analogs of xenobiotic 
substrates tend to be present at lower activities or even not at all. Examples would be 
oxidases like cytochrome P450 or dehaloreductases; such enzymes are inducible 
(i.e., their synthesis is turned on when suitable substrates are present), but they may 
not be maintained at high activities. 

Such structure-activity relationships (e.g., the fitted Eq. 17-23) of aerobic 
biodegradation prove capable of predicting qualitatively a compound’s lability in 80 
to 90% of the cases. As one might expect, structural influences on biodegradability 
exhibit fragment-fragment “interactions” that complicate the simple models that 
treat each functional group in isolation (Loonen et al., 1999). For example, the 
presence of a carboxylic acid moiety improves the degradability of an otherwise 
recalcitrant aromatic substrate; conversely, the addition of a halogen to a chlorinated 
compound disproportionately diminishes the biodegradability of that substance 
under aerobic conditions. 
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Another approach to capturing such interactions involves using “artificial intelli- 
gence rules” to anticipate biodegradability (Gamberger et al., 1996). In this ap- 
proach, a specific compound is expected to be readily biodegradable if it fulfills a set 
of conditions. For example, Gamberger et al. (1996) developed a rule like: A com- 
pound is readily degradable if (1) it has one C-0  bond, AND (2) it has no quaternary 
carbons, AND ( 3 )  it has no rings. Using the MITI database, these workers were able 
to correctly classify most compounds with only six such rules. 

One should note that specific chemical groups may influence biodegradability dif- 
ferently between oxic and anoxic conditions (Rorije et al., 1998). Fragments like 
hydroxyls, carboxyls, and esters encourage biodegradability under both conditions, 
implying the biological reagents are insensitive to 0,. However, a prominent 
distinction involves increased halogenation. This structural feature tends to facilitate 
biodegradation under anoxic conditions but retards transformation in oxic systems. 
This observation indicates that the biological reagents of anaerobes (e.g., reductive 
dehalogenases) operate in the absence of 0, (see below). Unfortunately, the 
databases necessary to explore structure-activity trends in anoxic environments are 
far less extensive than the corresponding sets under oxic conditions. 

These structure-activity considerations give us many useful insights. For example, 
one may use them to improve chemical designs so that the compounds can 
accomplish the technical tasks for which they are prepared (e.g., acting as a 
herbicide), but not cause subsequent environmental damage when their use is 
completed. Further, one can potentially foresee treatment procedures that take 
advantage of alternating oxic and anoxic conditions to complete the degradation of 
mixtures of diverse organic compounds. However, these data do not allow 
quantitative estimates of biodegradation rates, parameters that we would need to 
anticipate the fates of specific compounds in environmental and engineered systems. 
For those parameters, we need to examine the specific processes that limit the 
overall biodegradation of xenobiotic compounds of interest to us (see Sections 17.4, 
17.5, and 17.6). Nonetheless, studies of structure-biodegradability allow us to focus 
on a modest number of reaction types that microorganisms use widely to initiate the 
breakdown of xenobiotic compounds (Table 17.1). 

The major focus in the discussions below is on the chemical nature of the enzymatic 
catalysts and coenzymes used in the initial transformation step. We will also pay 
some attention to the details of these enzymatic mechanisms. This will provide a 
basis for understanding how mathematical expressions describing the associated 
transformation rates can be derived when enzyme-catalyzed reactions limit the 
overall biotransformation rate (i.e., steps 2, 3 or 4 shown in Fig. 17.1). 

Hydrolyses 

The first important metabolic approach used by microorganisms to initiate 
transformations of xenobiotic compounds involves hydrolyses. This set of reactions 
can occur under all environmental conditions. Also the enzymes that catalyze these 
degradation reactions are typically constitutive (ie., always present), although their 
activity levels can be regulated (e.g., hydrolytic dehalogenases, Janssen et al., 2001). 
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Table 17.3 Some Microbially Mediated Hydrolysis Reactions 

Substrate Product(s) Reference 

alkyl halides 

wcl + H,O - -OH + C l  + H' a 
S+ 

+ H,O - b 
S+ 

S+ 
CH,CI, + H,O - H,CO + 2C; + 2; C 

esters 

c l & ~ ~  + 

CI 

permethrin (insecticide) 

arnides 
7 cyJNr CI 

propanil (herbicide) 

e 

carbarnates 

H 
I "tom - CH,NH, + co, + "W f 

carbofuran (insecticide) 

diuron (herbicide) 

phosphates 

CH, - COOCH,CH, 
h f: / 

0 CH, - COOCHPCH, - CH,O-+-OH + HS-cY 
I lS+ / 
I I COOCH,CH, OCH, COOCH,CH, OCH, 

CH30-+- S- C(i 

malathion (insecticide) 

paraoxon (insecticide) 

a Scholtz et al., 1987a,b; ' Keuning et al., 1985; Kohler-Staub and Leisinger, 1985; Maloney et al., 1988; Chiska and 
Keamey, 1970; Ba,rtha, 1971;fChaudry and Ali, 1988; Ramanand et al., 1988; Englehardt et al., 1973; Rosenberg and 
Alexander, 1979; Munnecke, 1976 
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By examining the reactants and products of microbial hydrolysis transformations 
(Table 17.3), we see that xenobiotic organic compounds react at the same structural 
positions as expected for reactions with HO- or H20 (see Chapter 13). That is, the 
target compound always exhibits a central atom that is electron deficient (indicated 
by St) and thus is susceptible to nucleophilic attack. For example, when a compound 
has an electronegative leaving group, L, bound to a saturated carbon allowing 
backside access (see also Fig. 13. I), then the following biologically mediated 
reaction occurs: 

(1 7-24) 

As for comparable abiotic hydrolyses, these biochemical transformations yield 
alcohols. Likewise, when we have carboxylic acid esters or related compounds 
(Section 13.3), we have net bioreactions: 

(1 7-25) 

where Z is C, P, or S and X is 0, NR, or S. Again as for abiotic hydrolyses of esters 
and amides, these biochemical transformations yield acids and corresponding 
alcohols or amines. Such transformations facilitate release of the xenobiotic 
compound from the organism back into its aquatic environment and/or enable the 
continued catabolic breakdown of the substance. 

When mediated by microorganisms, hydrolyses generally proceed faster than the 
comparable abiotic reactions (e.g., Munnecke, 1976; Wolfe et al., 1980~). Since the 
cytoplasmic pH of organisms is not particularly different from the range of pH 
values seen in natural waters, these organisms must be using enzymatic methods to 
facilitate these reactions. First, organisms use strong nucleophiles (e.g., -S-) in an 
enzymatic context to make the initial attack. Moreover, they can bind the 
hydrolyzable moiety with an electron-withdrawing substituent to enhance the rate of 
attack in a manner analogous to what we have seen in acid- or metal-catalyzed 
hydrolyses (Chapter 13.3 and 13.5). Also, the enzymes hold the reacting species in 
the right positions with respect to one another, thereby enhancing the rate of their 
interaction by reducing any unfavorable entropy change of reaction (i.e., making a 
negative A S  of the catalytic step more positive). The combination of such influences 
greatly hastens the biological process over nonenzymatic mechanisms. Some 
examples of the enzymes that accomplish hydrolyses are detailed in the following. 

Biological Hydrolysis ofAlhyl Halides with Glutathione. One widespread hydrolysis 
approach used by organisms involves the use of the tripeptide, glutathione (GSH): 

HS 
critical thiol moiety 

GSH 
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This tripeptide (y-glutamic acid-cysteine-glycine) contains a thiol moiety which is 
an excellent nucleophile. In other enzymatically catalyzed hydrolyses, another 
amino acid nucleophile, the carboxylate anion of aspartate, is used (Li et al., 1998; 
Janssen et al., 2001). In both cases, the leaving group is displaced in an S,2 reaction 
process (see Chapter 13.2). 

Focusing here on GSH, compounds susceptible to nucleophilic attack like halides 
and epoxides have been found to be transformed using GSH in the first step 
(Vuilleumier, 1997). For example, this is the case for dichloromethane (Stucki et al., 
1981; Kohler-Staub and Leisinger, 1985): 

(17-26) 

This reaction is mediated by an enzyme called a glutathione transferase, which 
facilitates the encounter of GSH and the compound it is attacking (Mannervik, 1985; 
Vuilleumier, 1997). Formation of the GSH adduct (i.e., the compound formed 
when the two reactants are attached to one another) permits the attack of water on the 
previously chlorinated carbon; and since the resulting intermediate is not particu- 
larly stable in this case, it decomposes, releasing formaldehyde and regenerating 
glutathione in a reaction much like the dehydration of gem-diols: 

H+ 
"adduct" 

(17-27) 

The overall result is equivalent to hydrolysis of both of the original carbon-chlorine 
bonds: 

CH,CI, + H,O - CH,O + 2H+ + 2CI- (1 7-28) 

In sum, the excellent bionucleophile, GSH, is used to get the reaction started, and 
subsequent hydrolysis steps cause it to go to completion. The process works well 
enough that some bacterial species (e.g., a Hyphomicrobium isolate) can grow on 
methylene chloride as its sole source of carbon (Stucki et al., 1981). This 
microorganism is also capable of degrading other dihalomethanes, CH2BrC1, 
CH2Br2, and CH212 (Kohler-Staub and Leisinger, 1985). As mentioned above, other 
dehalogenases rely on moieties of amino acids like cysteine (Keuning et al., 1985; 
Scholtz et al., 1987a, b) or aspartic acid (Li et al., 1998: Janssen et al. 2001) 
contained within the protein structure. Like GSH-transferases, these enzymes first 
form the enzyme adduct: 

(1 7-29) Enz-Nu: + R-X - Enz-Nu-R + X- 

"adduct" 
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Illustrative Example 17.2 What Products Do You Expect from Microbial Degradation of 
l,2-Dibromoethane (EDB?) 

Problem 

Ethylene dibromide (EDB, also 1,2-dibromoethane) is a xenobiotic compound 
used as a gasoline additive and a soil fumigant. What initial biodegradation 
product would you expect from this compound? 

Br-CH2CH2-Br 

Answer 

From the structure of this organic compound, we note the presence of a good leaving 
group, Br-, attached to a saturated carbon accessible from the back side. Thus, we 
anticipate microorganisms would begin to degrade this compound using a nucleo- 
philic attack on the carbon to which the bromide is attached, with subsequent 
hydrolysis of the enzyme adduct: 

Enz-Nu- + Br-CH,CH2-Br -+ Enz-Nu-CH,CH,-Br + Br- 

-+ Enz-Nu-+ HO-CH,CH,-Br 

Thus the expected initial product is 2-bromoethanol. This is what Poelarends et al. 
(1999) found when they examined a Mycobacterium that could grow on EDB. 
Perhaps not surprisingly, they also found the second bromide was subsequently 
hydrolyzed too: 

Enz-Nil- + Br-CH,CH,-OH + Enz-Nu-CH,CH,-OH + Br- 

+ Enz-Nu- + Cd>CH, 
making the product, ethylene oxide. This product was ultimately mineralized to CO, 
and H,O. 

In a subsequent step, the enzyme adduct then detaches the alkyl group as an alcohol 
product. Sometimes, monohalogenated compounds act as growth inhibitors because 
the adduct formed is difficult to hydrolyze and thereby incapacitates the enzyme 
(recall suicide metabolites). However, assuming the adduct can be hydrolyzed, then 
the enzyme is prepared to serve again. 

Enzymatic Hydrolysis Reactions of Esters. Xenobiotic compounds containing esters 
or other acid derivatives in their structures (e.g., amides, carbamates, ureas, etc., see 
Table 17.3) are often readily hydrolyzed by microorganisms. To understand how 
enzymatic steps can be used to transform these substances, it is instructive to 
consider the hydrolases (i.e., enzymes that catalyze hydrolysis reactions) used by 
organisms to split naturally occurring analogs (e.g., fatty acid esters in lipids or 
amides in proteins). The same chemical processes, and possibly even some of the 
same enzymes themselves, are involved in the hydrolysis of xenobiotic substrates. 
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We begin by considering the enzymes using the hydroxyl group of serine (Bruice et 
al., 1962; Fersht, 1985) or the thiol group of cysteine to initiate the hydrolytic attack: 

hydroxyl group thiol group 

serine in a 
peptide chain 

cysteine in a 
peptide chain 

These amino acid functional groups play the role of nucleophiles and attack 
electron-deficient central carbons or other central atoms (e.g., P, S) in esters or other 
acid derivatives. Hence, the enzymatic mechanism in this case operates similarly to 
the base-catalyzed process discussed in Chapter 13.3. The general process proceeds 
by the following steps (Fig. 17.5). First, the substrate associates with the free 
enzyme (I) in a position suited for nucleophilic attack. To improve the ability of the 
nucleophile to form a bond with the electron-deficient atom, other amino acids (e.g., 
histidine and aspartic acid) may assist in this and subsequent steps by proton 
transfers (this group of amino acids is often referred to as the “charge relay system”). 
This amounts to converting the serine or the cysteine to the more nucleophilic 
conjugate bases, RO- or RS-, respectively (see I1 in Fig. 17.5). Subsequently, the 
nucleophile attacks, forming a tetrahedral intermediate (111) much as we saw 
previously in the chemical hydrolysis process (Section 13.3). Decomposition of this 
intermediate leads to the release of an alcohol, an amine, or another leaving group 
from the original compound. Continued processing involves enzyme-assisted attack 
of water on the enzyme adduct (IV, again with the help of the charge relay system) 
and release of the acid compound. 

Experience with various carboxylic acid esters and amides shows that either initial 
attack (the “acylation” step shown from I1 --+ IV) or release of the acid compound 
(the “deacylation” step shown from IV+ I) can be rate limiting, depending on the 
kind of compound hydrolyzed. For amides, the initial attack and release of an amine 
is often the slow step (Fersht, 1985), since these nitrogen compounds are very strong 
bases and thus poor leaving groups. In contrast, esters often have the deacylation 
steps as the bottleneck to reaction completion (Fersht, 1985). Since ionizable groups 
of various amino acids play critical roles in these hydrolysis reactions, such 
hydrolases exhibit some sensitivity to the medium pH. Generally, these enzymes 
operate best at near-neutral pHs, since more acidic conditions protonate the histidine 
and thereby negate its involvement. 

Another approach for hydrolysis of acid derivatives utilizes metal-containing 
hydrolases (see I in Fig. 17.6). In these enzymes, a metal, for example a zinc atom, is 
included in the active site of the enzyme (Fersht, 1985). The process begins with the 
association of the carbonyl oxygen (or its equivalent in other compounds) with a 
ligand position on this metal (11). As we found for the acid-catalyzed hydrolysis 
mechanism discussed in Chapter 13.3, this association with an electropositive metal 
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Figure 11.5 Schematized reaction 
sequence showing the hydrolysis 
of an ester by a serine hydrolase 
(Fersht, 1985). 

atom causes the central atom (e.g., a carbonyl carbon in an ester) to be even more 
electron deficient. The result is a very susceptible position for attack by nucleophilic 
moieties, such as the carboxylate of a nearby glutamate. An anhydride-type 
tetrahedral intermediate is formed (111), resulting in the release of the alcohol portion 
of the original ester (IV). The new enzyme-acid complex is more suited to attack by 
water than the original compound. Thus attack by water on (V) ultimately leads to 
the severance of the acid’s covalent linkage to the glutamate (VI). Ligand exchange 
at the zinc permits the release of the acid product. Thus, this overall biological 
hydrolysis operates analogously to an acid-catal yzed abiotic reaction. 
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deacylation step I 

I 

IV 

FH+ acylation step 

111 

Figure 17.6 Reaction sequence for 
hydrolysis of an ester by a zinc- 
containing hydrolase (Fersht, 1985). 

Now recognizing that hydrolases use mechanisms parallel to abiotic “base” and 
“acid” catalysis mechanisms, we can anticipate how the rates of transformations of 
related xenobiotic compounds will vary. This may help us understand and/or 
develop predictive relationships between the rates of biological and comparable 
chemical hydrolyses as long as these processes are rate limited by similar 
mechanisms. Empirically, it is found that enzymes that catalyze hydrolysis are not 
always very selective within a structurally related group of xenobiotic compounds. 
This was noted for enzymes induced by various kinds of substrates including halides 
(Keuning et al., 1985; Scholtz et al., 1987a b; Li et al., 1998), phenyl amides and 
ureas (Englehardt et al., 1973), and phosphoric and thiophosphoric esters 
(Munnecke, 1976; Rosenberg and Alexander, 1979). Also, hydrolysis enzymes 
suited for attack of xenobiotic compounds are commonly constitutive. Thus Wanner 
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et al. (1 989) were not surprised to see biodegradation of some hydrolyzable insecti- 
cides with no’lag period, after these compounds were spilled into the Rhine River. To 
sum, if a (xenobiotic) organic compound contains a hydrolyzable functionality, one 
should anticipate that microorganisms will attack at that point of the structure. 

Illustrative Example 17.3 What Products Do You Expect from Microbial Degradation of Linuron? 

Problem 

Linuron (see structure below) is a herbicide used by potato, rice, and wheat 
farmers. What initial biodegradation product would you expect from this 
compound? 

Answer 

From the structure of this compound, you see two good leaving groups in the 
chlorides, C1-, but you note that they are attached to electron-rich carbons (note n 
electrons) that cannot be approached from the back side. Hence, we do not expect 
microorganisms to use a nucleophilic attack displacing those chlorides. 

You also note the presence of an “amide” group (more accurately, an urea); in this 
case, R-Z(=X)-L is R-C(=O)-NHR. Thus, microbial attack likely starts with 
hydrolysis of this part of the structure: 

Enz-Nu- + R-C(=O)-NHR + Enz-Nu-C(=O)-R + NH,R 

-+ Enz-Nu-+ R-C(=O)-OH 

Thus, we anticipate the initial products are 3,4-dichloroaniline and N-methyl, 
N-methoxy-carbamic acid. 

This is what was found by Englehardt et al. (1973) for this compound using a 
hydrolyzing enzyme purified from a Bacillus sp.: 

linuron 

I fast 

(CO, + CH,NHOCH,) 

In their studies the enzyme activity decreased when reagents were added that 
complex with thiols; hence it was concluded that cysteine was probably the key 
enzymatic nucleophile. The production of this enzyme could be induced by 
exposure of the bacteria to various phenylamide- or phenylurea-containing 
herbicides and fungicides. The enzyme was also capable of hydrolyzing a variety of 
other phenylamides and phenylureas, albeit at somewhat different rates. 
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Oxidations Involving Electrophilic Oxygen-Containing Bioreactants 

The second approach used by microorganisms to initiate the degradation of xenobi- 
otic organic compounds involves the use of electrophilic forms of oxygen to oxidize 
organic substrates. Since 0, in the environment is not very reactive with most organ- 
ic compounds (see Eq. 14-40 and associated text), organisms must invest metabolic 
energy to convert this oxygen into a more effective oxidant. Generally, this involves 
enzymes with metals (e.g., oxygenases) and coenzymes like NAD(P)H (see below). 
If both atoms of oxygen from 0, are transferred, the enzymes are called dioxygena- 
ses. In contrast, monooxygenases deliver only a single oxygen atom. Since 0, is a 
co-substrate, this approach is generally only possible in oxic environments (Table 
17.1 for reactions 17-15, 17-16, and 17-17). 

The bio-oxidants that are formed are highly suited to attacking organic molecules by 
attracting the most readily available electrons in the substrates’ structures (Table 
17.4). Often these are n-electrons of aromatic rings and carbon-carbon double 
bonds: 

0- C-A 

/\ 0-G> 
dioxygenase (0,) + ‘f’ - dioxygenase + I I (1 7-30) 

/”\ + H,O (17-3 1) 
*.;ic-\‘\. 

rnonooxygenase + 
‘6 
/c\ 

rnonooxygenase (0,) + II - 
an epoxide 

In other structures, these are the nonbonded electrons of sulfur or nitrogen: 

.. 
rnonooxygenase (0,) + R, ,.$, - 

R, 

In the absence of such n- and n-electrons, oxidation can involve the o-electrons of 
carbon-hydrogen bonds (Ullrich, 1972; White and Coon, 1980, Guengerich and 
MacDonald, 1984): 

R, 

monooxygenase (0,) + ‘1 7’3 - rnonooxygenase + RirR3 + H,O (17-33) 
H H/O 

Whether one oxygen atom or two oxygen atoms are transferred to the organic 
chemical, the key that permits these reactions to occur is the attraction of the 
biologically produced oxidant to the electrons of the organic chemical. Thus it is 
clear that organisms can accomplish this by using an enzymatically prepared form of 
electrophilic oxygen. 

Recognition of these “electrophilic attack” approaches of microorganisms for 
executing oxygenation reactions enables us to make important predictions regarding 
such biotransformations. For example, if we consider attack of phenol by the 
electrophilic oxygen of a monooxygenase, we might expect that the compound 
reacts like an enol: 
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phenol 

(17-34) 

0 and the n-electrons adjacent to the hydroxyl moiety are most nucleophilic. Hence, 
we are not surprised to see the addition ortho (but not meta) to the hydroxyl moiety 
as seen for phenol monooxygenases (Suske et al., 1999): 

11 Tautomerization_ CC' - 
H 
"keto-form'' "enol-form" 

monooxygenase( FAD)- 0- OH + +H+ - 
(catechol) 

+ monoaygenase( FAD)- OH 

For alkenes, the presence of n-electrons encourages the reaction to occur at the 
double bond rather than at saturated positions of the molecule: 

- moncoxygenase( Fe)- 
A- 

monmxygenase( Fe)- 0 - 

(17-36) I 
0 

monooxygenase(Fe) + -*AH 
H CH3 

Furthermore, one might expect that electron-withdrawing substituents on aromatic 
systems (e.g., positive CT values) make the n-electrons of the ring system less 
nucleophilic and thus the rate of attack of the electrophilic oxygen on that ring 
slower. This is consistent with observations on a series of substituted benzoates 
where steric factors do not dominate (Knackmuss, 1981): 

CH3 

CHI CI Br CI 

coj= 0 -0.06 -0.16 0.22 0.23 0.37 0.40 0.59 0.74 

(see Table 8.5) 

faster biodegradation intermediate slower biodegradation 

This trend in relative biodegradability is consistent with a situation in which the rate- 
limiting step involves an electrophilic attack on the n-electrons of the ring. Such 
data also illustrate how variations in chemical structure may affect the rates of 
biotransformations. 
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Table 17.4 Some Microbially Mediated Oxidations 

Substrate Product Reference 

%electron attack 

toluene 

CI H 

trichloroethene 

n-electron attack 

aldicarb 

a-electron attack 

so, 
4-(3-dodecyl)-benzenesulfonate 

A 0 

camphor 

OH 
H 

cis-I ,2-dihydroxy-3-methyC 
cyclohexa-3,5-diene 

trichloro-oxirane 
(trichloro ethylene oxide) 

OH 

3 
s 0,- 

0 

R-CH, - R-CH,OH A R--CHO - R- COOH 

alkane alcohol aldehyde carboxylic acid 

b 

C 

d 

e 

f 

a 

~~ 

a Gibson et al., 1970; Yeh et al., 1977; Little et al., 1988; Jones, 1976; Swisher, 1987; Hedegaard and Gunsalus, 
1965; Conrad et al., 1965;fRatledge, 1984. 
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An Example of a Biological Oxygenation: Cytochrome P450 Monooxygenases. Or- 
ganisms have developed a very interesting approach for preparing and using electro- 
philic oxygen. We illustrate this methodology with the case of cytochrome P450 
monooxygenases, a widespread and well-studied bio-oxidation system (Ullrich, 
1972; White and Coon, 1980; Guengerich and MacDonald, 1984; Groves and Han, 
1995; Peterson and Graham-Lorence, 1995; Schlichting et al., 2000). The active site 
of these enzymes is an iron held within an organic ring system called aporphyrin. 
The metal-ring system combination is called a heme and is carried within a protein 
environment: 

iron 
porphyrin 

protein 

The entire iron-porphyrin-protein complex is called a cytochrome and such proteins 
are important electron-transfer components of cells. Generally, access to the 
macromolecular region in which the oxidation reactions occur is via a hydrophobic 
“channel” through the protein (Mueller et al., 1995). As a result, organic substrates 
are transferred from aqueous solution into the enzyme’s active site primarily due to 
their hydrophobicity and are limited by their size. This important feature seems very 
appropriate: hydrophobic molecules are “selected” to associate with this enzyme, 
and these are precisely the ones that are most difficult for organisms to avoid 
accumulating from a surrounding aquatic environment. 

After substrate:enzyme complex formation, (I -+ I1 in Fig. 17.7), the enzyme begins 
to be prepared for reaction. The iron atom is converted from Fe”’ to Fe” by an 
enzyme called a reductase and a reduced nicotinamide adenine dinucleotide, 
NAD(P)H, generated by a separate energy-yielding metabolism (111). Then 
molecular oxygen is bound by the iron (IV). Next a second electron is transferred to 
the iron-oxygen complex, again ultimately from NAD(P)H. The resulting anionic 
oxygen quickly protonates, and we now have a biologically produced analog to 
hydrogen peroxide (V like HO-OH). Subsequent steps form an electrophilic oxygen 
(illustrated by [Fe’”-O]+’ in Fig. 17.7 intermediate VI). This highly reactive species 
can now attract electrons from a neighboring source. Not coincidentally, since the 
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Figure 17.7 Reaction sequence for 
oxidation of an organic substrate, 
RH, by a cytochrome-P450 mono- 
oxygenase (after Ullrich, 1972, 
Schlichting et al., 2000). 

fr".. 
H+ 

V 

e- + H+ 
from NAD(P)H- 
cytochrome P450 
reductase 

RH 

IV 

I /fe- 

y E ( P ) H -  
cytochrome 
reductase 

111 

P450 

enzyme has bound an organic chemical earlier in the sequence, the electrophilic 
oxygen sees this chemical as its first opportunity to acquire electrons. The ultimate 
result is the addition of an oxygen atom to the substrate. Often the product itself is 
reactive (e.g., an epoxide), and it may subsequently add H,O. The product is now 
more polar than the original substrate, and it will tend to escape the nonpolar protein 
to the surrounding aqueous cytoplasm if it is not further degraded. 

Certain very specialized organisms can survive on their unique abilities to 
execute difficult oxidations. For example, bacteria called methanotrophs use a 
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monooxygenase to degrade methane, and white rot fungi use a peroxidase to oxidize 
lignin, the refractory polymer in woody tissues. These organisms must exhibit quite 
high activities of such enzymes to allow them to survive. Interestingly, methane 
monooxygenase and lignin peroxidase have been found to be quite capable of 
oxidizing many organic pollutants too (e.g., Wilson and Wilson, 1985; Fogel et al., 
1986; Bumpus et al., 1985; Hammel et al., 1986; Chang and Cohen, 1995, 1996; 
Chang and Criddle, 1997; Alvarez-Cohen and Speitel, 2001). Most other organisms 
do not maintain high levels of nonspecific monooxygenases, but such metabolic 
tools are ubiquitous in aerobic organisms. Thus, we can anticipate that in the 
presence of molecular oxygen, biooxidation of xenobiotic organic compounds will 
occur, albeit sometimes slowly relative to biological processing of more typical 
metabolites. The products of such oxidation reactions may be more effectively 
returned to the aquatic medium or catabolized in subsequent enzymatic steps. 

Illustrative Example 17.4 What Products Do You Expect from Microbial Degradation of Vinyl Chloride 
in an Oxic Environment? 

Problem 

Vinyl chloride (VC) is the monomer from which the common polymer, polyvinyl 
chloride, is produced. Hence, VC is produced on a very large scale. Not 
surprisingly, occasional releases of the rather toxic VC to the environment occur. 
What initial biodegradation product would you expect from VC if it were released 
into an oxic environment? 

CI 
J 

chloroethene 
(vinyl chloride, VC) 

Answer 

From the structure of this compound, you see a good leaving group in the chloride, 
C1-. But since the chloride is attached to a carbon that is enveloped by a n-cloud of 
electrons (see Fig. 2.6a), it cannot be approached by an electron-rich nucleophile as 
used in microbial hydrolases. Hence, we do not expect microorganisms to use a 
nucleophilic attack and a hydrolysis approach. 

But noting the presence of the n-cloud of electrons, an initial metabolic attack using 
an electrophilic “bioreagent” might be expected. Thus, microbial attack in oxic 
environments likely starts with use of an oxidase on this part of the structure: 

Enz-Fe(lV)-O - Enz-FdV)-O- CH,-CHCI 

1 
H CI 

Enr-Fe(Il1) + &c, 

Thus, we anticipate the initial product is the corresponding epoxide. 

This is indeed what was found by Hartmans and de Bont (1992) for VC degraded 
using a monooxygenase from a Mycobacterium aurum, a bacterium found to be 
capable of growth on VC as its carbon and energy sources. 
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Reductions Involving Nucleophilic Electron-Rich Bioreactants 

A third prominent set of biologically mediated reactions used for the initial 
transformations of xenobiotic compounds are reductions. As discussed in Chapter 
14, reduction reactions entail transferring electrons to the organic compound of 
interest. Microbially mediated reductive transformations involve the same structural 
moieties that are susceptible to abiotic reductions (Table 17.5). The common 
characteristic for the structures at the point of reduction is that electron-withdrawing 

Table 17.5 Some Microbially Mediated Reductions 

Substrate Product(s) Reference 

carbonyl group 

0 
II 
C 

H,C’ ‘H 

acetaldehyde 

- H,C- CH, -OH 

ethanol 

a 

nitro group 

NO, NO NHOH NH, 

2,4,6-trinitro-toluene 2,6-dinitro-4-nitroso- K(4-methyl-3,5-di-nitro- 4-amino-2,6-dinitro- 
(TNT) toluene pheny1)-hydroxylamine toluene 

sulfoxide and sulfone groups 

0 
I1 

/.% 
dimethyl sulfoxide 

(DMSO) 

halides (reductive dehalogenafion) 

CCI, 
carbon tetrachloride 

CICH,CH,CI 

1,2-dichloroethane 
(ethylene chloride) 

CI\ ,CI 

,= 
CI CI 

tetrachloroethene 

.. 
A\ - 
dimethyl sulfide 

- CHCI, 

chloroform 

_f H2C= CH, 

ethene 
(ethylene) 

H\ F1 
,c= c 

\ 
CI CI 

trichloroethene 

C 

f 

a Gottschalk, 1986 Sornrnerville et al., 1995; Vorbeck et al., 1998; Pak et al., 2000; Weiner et al., 
1988; Zinder and Brock, 1978; Griebler and Slezak, 2001; Castro et al., 1985; Holliger et al., 1992; 
fGantzer and Wackett, 1991; Glod et al., 1997a; Wohlfarth and Diekert, 1999. 
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heteroatoms are causing the formation of oxidized central atoms (recall Tables 2.5 
and 2.6): 

CI 0 
I + // 

0 
II 

R, - S-R, 
\ -  II 

0 
I1 R-N 

RIyC\R2 CI 0 0 
R-r-C' 

C(+") C(+lll) N(+IN S(+") 

Due to the electron-withdrawing nature of the attached heteroatoms, the oxidized C, 
N, and S atoms prove to be quite amenable to nucleophilic attacks in which electrons 
are added to the central atom. This is an important strategy employed by 
microorganisms for beginning the degradation of such compounds. 

Biological Reduction by Alcohol Dehydrogenases. Bioreductions of atoms doubly 
bound to oxygen are consistent with a mechanism for attack that would involve a 
nucleophilic form of hydrogen. Indeed such bioreductants occur in organisms. The 
reactive portion of one such reductant, the nicotinamide ring of NADH or NADPH 
(referred to as NAD(P)H), is: 

(1 7-37) 

k 
NAD(P)H 

R 

NAD(P)+ hydride 

This molecule has the marvelous property of holding a nucleophilic form of hydro- 
gen on the ring at the position opposite to the nitrogen atom. This hydrogen is en- 
couraged to be "thrown off' as hydride (H:-) since a stabilized aromatic n-electron 
system can be established using the nonbonded electrons of the N atom. The hydride 
is added to the electron-deficient part of an organic substrate being reduced. 
NAD(P)+ can later be reduced back to NAD(P)H as a result of other metabolic 
processes (e.g., tricarboxylic acid cycle). 

To illustrate the role of NAD(P)H in reductive reactions, we consider a class of 
enzymes called alcohol dehydrogenases (Fersht, 1985). This group of enzymes is 
ubiquitous, and they have been studied extensively in a variety of organisms (e.g., 
bacteria, yeast, mammals). These enzymes catalyze the conversion of alcohols 
(R,R,CH-OH) to carbonyl compounds (R,R,C=O) and vice versa (e.g., first 
reaction in Table 17.5) by facilitating the interactions of the substrate of interest with 
NAD(P)+/NAD(P)H. Note that although such enzymes are called dehydrogenases 
indicating they facilitate the oxidation of the substrate by H, removal (alcohol -+ 
carbonyl + H,); they can also catalyze reductions in the opposite direction. Hence 
these enzymes are members of the oxidoreductases (enzymes that catalyze 
oxidations and reductions). In the following, we examine this interaction in some 
detail to gain insights into the factors governing the overall rates. 

Alcohol dehydrogenases enable NAD(P)H to reduce carbonyls as shown in Figure 
17.8. First, the enzyme (I) binds the reductant (i,e., NAD(P)H) at a position 
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NAD(P)H 

\c 

Figure 17.8 Reaction sequence for 
reduction of a carbonyl compound 
by a dehydrogenase (Fersht, 1985). 

advantageous for interaction with the compound to be reduced (11). Next, the carbo- 
nyl oxygen of the organic substrate associates with an electron-accepting moiety 
(111); in the figure this involves the carbonyl associating as a ligand with a zinc atom 
in the enzyme (displacing a water molecule that previously occupied the position in 
11). The complexation of the oxygen of the organic substrate with the zinc serves to 
draw more electron density away from the carbonyl carbon, as well as to orient the 
organic substrate suitably for interaction with the previously bound NAD(P)H. Now 
the hydride carried by NAD(P)H can attack the carbonyl carbon, reducing this hnc-  
tional group to an alcoholic moiety in a two-electron transfer step (I11 -+ IV). Acqui- 
sition of a proton (ultimately from the aqueous medium, but initially from acidic 
groups near the reaction site) completes the structural changes and results in the 
release of the alcohol product from the enzyme (IV -+ V). Finally, the oxidized 
NAD(P)+ must be discharged from the enzyme; a new reductant must be bound, and 
only then can the reaction proceed again. 
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Several of the above-mentioned steps could limit the overall rate of this transforma- 
tion (Fersht, I 985): binding of NAD(P)H, binding of the carbonyl compound, bond 
making and breaking in the reduction reaction, release of the alcohol, and release of 
the NAD(P)+. For the reduction of aromatic aldehydes (Ar-CHO) with dehydroge- 
nase, release of the product alcohol controls the overall rate of the process (IV -+ 
V); but for acetaldehyde (CH,CHO) reduction by this same enzyme, it is hydride 
attack that is rate limiting (I11 -+ IV). These differences should remind us that par- 
ticular enzymes exhibit some specificity with respect to the chemicals they process. 
Overall, the transformation proceeds because organisms utilize reactive reductants 
(NAD(P)H) and because the enzyme lowers the free energy of activation for the 
reaction to proceed (recall Fig. 17.3). 

NAD(P)H is required in the bioreductions of many xenobiotic compounds. Howev- 
er, NADH or NADPH are not necessarily the entities that directly react with the 
organic substrate. Rather, the prosthetic groups of other enzymes are themselves 
reduced by NAD(P)H, and the resulting reduced enzyme components are the actual 
reactants involved in bond making and breaking of the xenobiotic substance. A 
prominent set of examples involves the flavin-dependent oxidoreductases. The key 
reactive portion in these flavoproteins is the three-ring flavin (FAD) which is 
reduced by NAD(P)H to FADH,: 

B fH+ 

&pNH2 N 

I 

NAD(P)+ FADH, ( 17-3 8) 

R 

NAD(P)H reducing FAD 

The resulting flavin can now participate in either hydride transfer or a pair of 
1-electron transfers since it can exist in three stable oxidation states: 

FAD FADH ’ FADH, 

y 2  

0 0  
- 1 1  I1 

HO OH 
H? 

R =  Hi; 
H I -  
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Due to the variety of enzymatic environments in which FAD/ FADH’/FADH, can be 
held, enzymes that contain them exhibit redox potentials ranging from -0.45 to 
+0.15 V at pH 7 (Bugg, 1997). Xenobiotic compounds whose structures suggest 
they can be reduced via free radical mechanisms or via hydride transfers may be 
reduced by such flavoproteins. 

An example of a xenobiotic compound reduced through the actions of such 
flavoproteins is TNT (trinitrotoluene). This compound is transformed by oxygen- 
insensitive nitroreductases (referred to as type I) that convert aromatic nitro groups 
sequentially to nitroso- and then hydroxylamino- moieties (Somerville et al., 1995; 
Vorbeck et al., 1998; Pak et al., 2000): NO* 

TNT 

+2e- + 2H+ +2e- + 2H+ 
ArN02 - ArNO - ArNHOH 

nitro- nitroso- hydroxylamino- H20 
(17-39) 

Most nitroreductases found in bacteria to date fall into this type I category. Type I 
nitroreductive transformations may be limited by the first of two electron transfers in 
a tight sequence of one-electron transfers since the enzymatic rates correlate with the 
corresponding E&(ArNO,) (see Eq. 14-32) values (Riefler and Smets, 2000). 
However, it has also been noted that the free energies of the one-electron and two- 
electron reductions correlate with one another, and therefore this thermodynamic 
data may not distinguish between the one- vs. two-electron possibilties (Nivinskas et 
al., 2001). 

A second type of nitroreductase, referred to as Type 11, is also known for anaerobic 
organisms (Somerville et al. 1995; Kobori et al., 2001). These enzymes are 
susceptible to disruption by 0, and are believed to proceed stepwise through one- 
electron transfers. Such enzymes are capable of catalyzing the degradation of 
nitroesters like nitroglycerin (Blehert et al., 1999): 

- 
0 0 -  l 

0 
l l  1 e- 1 e- n 9 : ~  I - H+ R-OH + NO, (17-40) 

R-0  0 
RnO.+O- - R ~ o A . o -  - 
A distinguishing feature is that nitrite (NO,) is released from the organic compound. 
These reductases are also flavoproteins and serve to demonstrate the reactive 
versatility of the flavin moiety. 

Biological Reduction With Reduced Metals in Enzymes. Some reductions occur on 
organic substrates whose structures are not suited to “hydride” attack at the carbon. 
For example, in the case of bromotrichloromethane, the bulky chloride moieties 
sterically block a nucleophile’s approach to the highly substituted carbon: 

(17-41) 

R 
NAD(P)H 
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CI 

CI 

tetrachloroethene 
a vinyl halide 

(chlorines on unsaturated carbon) 

2,3,4,5,6-pentachlorobiphenyl 
an aryl halide 

(chlorines on unsaturated carbon) 

Figure 17.9 Reduction of an akyl 
halide by a heme-protein such as 
cytochrome P450 (after Hanzlik, 
1981; Castro et al., 1985). 

In the case of vinyl and aryl halides, the n-electron clouds deter approach of a hy- 
dride to the carbons. 

Yet, microbially mediated reductions of polyhalogenated compounds have long 
been shown to occur (Hill and McCarty, 1967; Parr and Smith, 1976; Bouwer and 
McCarty, 1983a,b; Vogel et al., 1987; Egli et al., 1987; Ganzer and Wackett, 1991; 
Mohn and Tiedje, 1992). Recent studies have even reported reductions of aryl 
(Woods et al., 1999) and vinyl halides (Magnuson et al., 1998; Wohlfarth and 
Diekert, 1999; Magnuson et al., 2000). In these cases, transition-metal coenzymes 
(e.g., with reduced Fe, Co, or Ni) have been found to be capable of reductively 
dehalogenating these chemicals (e.g., Wood et al., 1968; Zoro et al., 1974; Krone et 
al., 1989a, b; Gantzer and Wackett, 1991; Holliger et al., 1992). 

As a first example, Castro and co-workers (Wade and Castro, 1973ab; Castro and 
Bartnicki, 1975; Bartnicki et al., 1978; and Castro et al., 1985) extensively 
documented the reactivities of one such set of bioreductants, the heme proteins (see 
cytochrome P450 discussed above), with various alkyl halides. During respiration, 
electrons are transferred to the iron atoms in cytochromes, causing those irons to be 
in their Fe(I1) state. In this state, the cytochromes have low reduction potentials (i.e., 
Ei(W) values between 0 and 0.4 V), thermodynamically sufficient to reduce many 
halogenated compounds (see Table 14.3 and Fig. 14.4). These hemes have also been 
shown capable of reducing other hnctional groups such as nitro substituents (-NO,, 
Ong and Castro, 1977). Based on studies of hemes outside their protein carriers, the 
reaction sequence is thought to begin when the halogenated compound is complexed 
with the reduced iron atom in an axial position (Fig. 17.9). Lysis of the carbon- 
halogen bond occurs after an inner sphere (i.e., direct) single-electron transfer from 

P 

reduced heme in protein, 
complexed with ligand, L 

halogenated 
substrate 

t 
R-  

X 

+ L  

+ (e.g., H source / lipids) 
\{:td 

1 oxidized heme + X- + RH 2 oxidized hernes + X- + RH 
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the iron to the accessible halogen (not the central carbon). For isolated hemes in 
solution, this is the rate-limiting step. The result is a very stable halide product (X-) 
and a highly reactive carbon radical (R’). Since free radicals are formed, dimers can 
occur as products: 

CCI, + e- - CCI, + c l  (1 7-42) 

2 ‘CCI, - cI,c-ccI, (17-43) 

When R’ escapes and collides with a good H donor (e.g., unsaturated lipids), a hy- 
drogen is abstracted, yielding RH and “damaging” the structure of the H-donor 
(Hanzlik, 1981): 

R~++R~ (1 7-44) 

H ‘-donor “damaged” 

Finally, should a second reduced heme provide a second electron to R’, a carbanion 
would be formed which would immediately be protonated on entering any 
surrounding aqueous cytoplasm or solution: 

Fe(ll)heme Fe(lll)heme HZO HO- (17-45) 
R ’  a R i  - RH 

Alternatively, if a suitable leaving group is present at a vicinal position (e.g., in 
hexachloroethane, HCA), elimination may result forming the corresponding unsat- 
urated compound (e.g., tetrachloroethene, PER): 

Fe(ll)heme Fe(lll)heme 

CI3C- CCI, - cI,c-tcI, + CI- (1 7-46) 

HCA 

Fe(ll)heme Fe(l1l)heme .. 
CI,C- CCI, - - [cI,c-ccI*]- - cIzc=ccIz + CI- ( 17-47) 

PER 

In the case of polychlorinated ethenes, cobalt-containing enzymes have been found 
to be capable of using reduction reactions to dechlorinate these compounds 
(Neumann et al., 1996; Schumacher et al., 1997; Magnuson et al., 1998,2000): 

CI,C=CXCl+ Enz-Co(1) + H+ + + HClC=CXCl + Cl- + Enz-Co(II1) (1 7-48) 

where X = H, F, or C1. With only one exception, all the enzymes studied to date that 
catalyze this type of bioreduction on a vinyl carbon have been found to contain a 
corrinoid cofactor, that is, a ring system containing a cobalt much like an iron 
porphyrin (I in Fig. 17.10, Wohlfarth and Diekert, 1999). Studies using a particular 
corrinoid, cobalamin or vitamin B 12, indicate that this reduction process is feasible 
when the cobalt is reduced to its +I state and exhibits a redox potential of about 
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BH 
\ 

Figure 17-10 Reduction of 
tetrachloroethene by a cobalt- 
containing reductase (after Glod et 
al. 1997a; Wohlfarth and Diekert, 
1999). 

I \ 
BH 

\ 

-ci- 

-350 mV (Gantzer and Wackett, 1991; Glod et al., 1997a; Shey and van der Donk, 
2000). The resulting "super-reduced corrinoid" is both a very strong nucleophile, 
and it is also capable of transferring a single electron to the halogens of substrates 
like tetra- and trichloroethene (see I1 + 111 in Fig. 17.10). The radical anion product 
releases chloride (Cl-) (111 + IV in Fig. 17. lo), apparently leaving a very short-lived 
vinyl radical! This radical is very quickly reduced, possibly by the nearby Co(I1) 
atom (IV -+ V in Fig. 17.10). Upon protonation, the substrate has had one of its 
previously bound halogens replaced by a hydrogen. The enzyme has returned to its 
Co(II1) base state (I in Fig. 17.10), awaiting reduction to the Co(1) condition before 
the cycle can be repeated. The key products of this sequence acting on trichlorethene 
prove to be cis- and trans-dichloroethene (as opposed to 1,l -dichloroethene), since 
the initial electron reductions are favored at the carbon with the most chlorines 
attached. 
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This mechanism apparently shifts to an addition reaction across the double bond for 
less chlorinated compounds like the dichloroethenes and vinyl chloride (Glod et al., 
1997b): 

n .. 
Enz- Co(l) + HXC= CHCl + H+ - Enz- Co(Ill)- CXH- CH,CI (1 7-49) u 

The addition product is then reduced and breaks down, yielding chloride and the 
Co(I1) form of the enzyme: 

n n r  
e -  + E n r  Co(”1)- CXH- CH, - CI - (17-50) 

The cis- and trans-lchloroethenes reacting by this addition mechanism are 
transformed more slowly than the tetra- and trichloroethenes that could form them and 
more slowly than the vinyl chloride that their reactions would form. Thus, these 
particular dicblorocompounds accumulate when microorganisms reduce tetra- and 
trichloroethene in anoxic environments contaminated by these solvents (see Glod et 
al., 1997b and references therein). Reduction reactions of 1 , 1-dichloroethene with the 
super-reduced corrinoids are more likely to form the very toxic product, vinyl chloride. 

Amazingly, some microorganisms are capable of using halogenated compounds as 
terminal electron acceptors (McCarty, 1997; Schumacher et al., 1997; Fetzner, 1998; 
Wohlfarth and Diekert, 1999). This amounts to these bacteria using compounds like 
tetrachloroethene instead of 0 2 ,  NOT, or SO:- to “breathe”! 

Several factors may limit the overall rate of enzymatic reductive reactions. First, the 
electron transfer to the reactive metal (e.g., Co, Fe, or Ni) may be limiting. It is also 
possible that access of the organic substrates to the reduced metals contained within 
enzyme microenvironments may be limited. Mass transfer limitation is even more 
important in intact bacterial cells. For example, Castro et al. (1 985) found that rates 
of heme-catalyzed reductive dehalogenations were independent of the heme content 
of the cells. 

In summary, organisms can use biological reductants such as NAD(P)H, capable of 
hydride transfer (two electron transfer), and reduced flavoproteins and metallo- 
proteins, capable of single electron donation. Although not necessarily intended to 
interact with xenobiotic organic compounds, when such organic chemicals come in 
contact with suitably reactive bioreductants in vivo, reductions can occur. 

Illustrative Example 17.5 What Products Do You Expect from Microbial Degradation of DDT in a 
Reducing Environment? 

Problem 

1,1 , 1 -Trichloro-2,2-di(4-chlorophenyl)ethane (DDT) is an insecticide used 
widely in the past against mosquitos. What initial biodegradation product would 
you expect from DDT if it accumulated in a reducing environment? 
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Answer 

From the structure of this compound, you see a good leaving group in the chloride, 
C1-, on several parts of this compound’s structure. But since the chlorines are 
attached to a carbon that is also substituted with three other large groups, or they are 
on aryl carbons, they cannot be approached readily from the back side by an 
enzymatic nucleophile as used in microbial hydrolases. Hence, we do not expect 
microorganisms to use a nucleophilic attack and a hydrolysis approach. 

DDT 

Since the environment is reducing, you infer that 0, is absent. Thus, an initial 
metabolic attack using an electrophilic form of oxygen would not be expected. 

Rather a nucleophilic reduction of the trichloromethyl group appears most likely 
since the three chlorines in close proximity may attract electrons from a reduced 
enzymatic prosthetic group ( e g ,  a reduced metal, Mered): 

Enz-Mered -t Cl-CCl,-R + H’ + Enz-Me”” + C1- + H-CC1, -R (1) 

analogous to the reduction of carbon tetrachloride (CC1,) to trichloromethane 
(CHC1,) shown in Table 17.5. 

The predicted product, 1,l -dichloro-2,2-di(4-chlorophenyl)ethane (DDD), is indeed 
c ~ L H ~ c i  found to be formed from DDT in a variety of anoxic systems like sewage sludges 

CHCI, 

DDD and sediments (Montgomery, 1997). 

Additions of Carbon-Containing Moieties or Water 

A final strategy used by microorganisms to initiate the degradation of xenobiotic 
organic compounds involves adding carbon-containing groups or water to the 
substrate. Two such carbon-containing groups are fumarate and bicarbonate (see 
margin). These transformations chiefly occur when the xenobiotic compound 
structure does not contain any functional group susceptible to attack under the 
conditions that apply. For example, such additions are seen in anoxic environments 
where use of electrophilic forms of oxygen held by oxygenases is precluded. By 
attaching carbon-containing moieties, the resulting addition compounds prove to be 
much more susceptible to further degradation, and so “investment” of reactants like 
fumarate proves to be worthwhile to the microorganism. The chemistries of these 
additions are described below so that we can anticipate where they are likely to 

- 0 Lqo- 
fumarate 

HO 8,- 
bicarbonate 

0 

apply. 

Fumavate Additions. One strategy used by some microorganisms to initiate the 
transformations of some organic compounds involves the addition of fumarate to the 
substrate: 
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To accomplish this, the enzymatic catalyst uses a site containing a free radical (Ek- 
lund and Fontecave, 1999). For example, in the enzyme, benzylsuccinate synthase, a 
free radical is formed from a glycine in the protein chain (see margin; Krieger et al., 
2001). This glycyl radical can abstract a hydrogen atom from a nearby cysteine res- 
idue and begin a catalytic cycle (I + I1 in Fig. 17.1 1; Spormann and Widdel, 2000). 
The cysteine-S-yl radical can subsequently abstract a hydrogen atom from suitable 
sites on the target organic substrate (I1 + IV). Benzyl and ally1 hydrogens are espe- 
cially reactive since the free radicals formed are resonance stabilized; hence com- 
pounds like toluene, xylene, cresols, and methylnaphthalene have been found to be 
transformed in this way (Beller and Spormann, 1997; Miiller et al., 1999; Arnweiler 
et al., 2000; Miiller et al., 2001). The substrate radical can now add to the double 
bond of fumarate, held in the active site of the enzyme (V). Returning the previously 
abstracted hydrogen from the sulfanyl moiety to the addition product yields the orig- 
inal organic substrate with a succinate (-OOC-CH2-CH2-COO-) added to the posi- 
tion of easiest hydrogen abstraction (VI). This addition product can be converted to 
the corresponding coenzyme A derivative which is now more readily degradable. 
For example, toluene is converted to benzoyl-CoA, a central intermediate in the 
anaerobic degradation pathway of many anaerobic substrates (Harwood and Gibson, 
1997; Heider and Fuchs, 1997): 

Due to the involvement of free radicals, this biological strategy is “poisoned” by the 
presence of the diradical, 02. 

Recently, evidence for this microbial transformation initiation strategy has also been 
seen for alkanes incubated in anaerobic cultures (JSropp et al., 2000; Rabus et al., 
2001). In one case, a denitrifying bacterium was involved, while in the other case, 
the alkane was metabolized by a sulfate-reducing organism. Consistent with the 
hydrogen abstraction-fumarate addition mechanism (Fig. 17.1 1), succinate was 
found attached to the subterminal carbons of alkanes like hexane and dodecane: 

HOOC- CH- CHZ- COOH 

H3C- CH- (CH,), C H 3 
H3C-CH,-(CY),CH, - H3C-CH-(CY),CH, - I (1 7-53) 

This secondary carbon position offers the best combination of “free radical stability” 
and ability to approach the enzyme’s reactive site. This addition product could be 
further transformed to yield 2-carboxy-substituted compounds (So and Young, 
1999), derivatives that are subsequently used in pathways involving fatty acids. 

Carboxylations. Another approach used by microorganisms to initiate the degrada- 
tion of some xenobiotic organic compounds in anoxic settings involves converting 
the substrate to a carboxylated derivative: 
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J 
HOOC &'*OH 

Figure 17.11 Sequence of reac- 
tions showing the action of benzyl- 
succinate synthase on m-xylene 
(after Spormann and Widdel, 2000). 

RH+HCO; -+ R-COO- + HZO (1 7-54) 

Such transformations have long been recognized for organic compounds capable of 
enolketo interconversions: 

enol form keto form 

Examples include phenols, cresols, and chlorophenols, and these compounds have 
been found to be degraded after an initial carboxylation (Tschech and Fuchs, 1989; 
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Figure 17.12 Enzymatic carboxy- 
lation reaction in which CO, from 
bicarbonate is held by a base (e.g., 
biotin) and magnesium, so as to 
present an electrophilic carbon to 
an enol-containing substrate (after 
Dugas, 1996). 

Bisaillon et al., 1991; Rudolphi et al., 1991; Heider and Fuchs, 1997; Huang et al., 
1999). Such aromatic compounds exhibit some nucleophilicity in the n-electrons at 
their ortho and para positions, and they may attack electrophiles held enzymatically. 
Under anaerobic conditions, bicarbonate can be bound by enzymes containing 
metals like magnesium and cofactors like biotin to form an electrophile (see I -+ I1 in 
Fig. 17.12). When an enol attacks the carbon derived from the bicarbonate (111), 
a carboxylated derivative of the original substrate is formed (IV). Tschech and 
Fuchs (1989) have observed carbon isotope exchange in the carboxyl position of 
4-hydroxy-benzoate, implying the reversibility of this addition reaction. After an 
initial aromatic ring carboxylation, further degradation can proceed via the benzoyl- 
CoA pathway (Heider and Fuchs, 1997). 

An important extension of this carboxylation strategy has recently been suggested 
by Zhang and Young (1 997) who studied the degradation of two polycyclic aromatic 
hydrocarbons (PAHs), naphthalene and phenanthrene, in a sulfate-reducing 
sediment. The naphthalene was found to be converted to 2-naphthoic acid and the 
phenanthrene to phenanthrene carboxylic acid (see below). Further degradation 
to C 0 2  was rapid after the presumptive initial carboxylation. Possibly carbon 
dioxide derivatives can be made so electrophilic by enzymatic interactions (shown 
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as interactions with a metal, Me+, and a base, B:, see Fig. 17.12) that even the 
n-electrons of PAHs are able to attack and add a carboxyl group. 

mcoo- / /  

naphthalene 

m -  / &coo- / /  

phenanthrene 

Hydrations of Double Bonds. Finally, a few scattered observations indicate that 
anaerobic microorganisms can use water to begin the degradation of isolated double 
bonds. Schink (1985a) reported that 1-hexadecene was degraded in the absence of 
0, to CH, and CO,. He found that 1-hexadecanol (i.e., the product of 1-hexadecene 
hydration) was also degraded by the same microorganisms without lag phase, 
consistent with his hypothesis that this alcohol was an initial metabolite of the 
alkene. Likewise, he also found that acetylene (H-C EC-H) was hydrated to form 
acetaldehyde (H,CCHO) in the initial anaerobic transformation of that alkyne 
(Schink, 1985b). Similar reactions are known for natural compounds like the 
hydration of oleic acid to 10-hydroxystearic acid (Yang et al., 1993). 

However, the enzymology of alkene and alkyne hydration is not well known. 
Recently, Meckenstock et al. (1 999) discovered that the enzyme responsible for 
anaerobic hydration of acetylene contains a tungsten atom and an [Fe-S] cluster. 
This may hint that the enzyme uses the tungsten as a Lewis acid to activate the 
double bond. Possibly, the [Fe-S] cluster then serves to deliver a hydroxide as 
known in many common metabolite hydrations (Flint and Allen, 1996). Having 
introduced an oxygen moiety in an initial hydration, anaerobic bacteria may now be 
able to continue the biodegradation of such compounds. 

Rates of Biotransformations: Uptake 

Having seen the major types of biologically mediated initial transformations of 
xenobiotic compounds, we now consider the processes that determine the 
biotransformation rates. These processes include (Fig. 17.1): transfers from 
unavailable to bioavailable chemical species, substrate uptake, enzymatic catalysis 
of substrate transformation, and microbial population growth. Recognizing the rate- 
limiting process for situations of interest is a critical step toward including 
biotransformations in mass balance models aimed at characterizing the fates of 
specific compounds in environmental and engineered systems of interest. 

Substrate Bioavailability and Uptake Kinetics 

The first process that can limit initial biotransformation rates involves delivery of 
the organic substrates from the environment to the microorganism’s exterior. This 
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corresponds to a case in which step 5 in Fig. 17.1 is rate-limiting. This situation is 
commonly referred to as a matter of bioavailability. 

Often, organic compounds are distributed among more than one interchanging gas- 
eous, liquid, or solid phase in environmental systems. A classic example involves the 
occurrence of an organic pollutant in sediment beds as both a “dissolved-in-the- 
pore-water’’ species and as a “sorbed-to-the-particles” species (see Chapter 9). If 
substrate molecules are “buried” in media that do not permit direct transfer into the 
microorganisms, then the overall degradation sequence may be limited by the 
chemical’s rate of transfer from such unavailable forms to a bioavailable one. For the 
case of unavailable sorbed molecules needing to move into an aqueous solution in 
which microorganisms occur, this would involve the rate of desorption: 

(17-56) 

where kdesorb is the rate constant reflecting mass transfer of an unavailable i species 
to become biologically available i [TI] 

(MsIV,) is the mass of solids per total volume (M solid . L-3) 

[i]sOrb,d is the concentration of the chemical species (e.g., sorbed) that is not 
directly available for biological interactions [M M-’ solid] 

Kid is the equilibrium solid-water distribution constant [L3 M-’ solid] (see 
Chapter 9) 

[iIw is the concentration [M L-3] of the bioavailable chemical species (e.g., 
dissolved if these solute molecules are taken up by the microorganisms) 

Xw is the fraction of the compound present in the bioavailable form (e.g., 
fraction dissolved as discussed in Chapter 9) 

When kdesorb is very slow (or even zero as when the compound is encapsulated in an 
authigenic mineral), [ilsorbed >> so we can neglect the second term in the 
gradient driving transfer. In this case, we refer to the compound as experiencing 
sequestration. The parameter, ( l-Aw), quantifies the extent of a compound’s 
sequestration in a particular case of interest when we are justified to assume that the 
dissolved fraction is equal to the bioavailable fraction. Quantitative evaluation of 
kd&, is taken up in Section 19.5. 

When transfers of molecules from media where the microorganisms do not occur 
(e.g., solids, NAPLs, gases) to phases where they are present (e.g., in water) are not 
rate-limiting, then it is possible that uptake by the microorganisms can be the 
slowest step in the sequence. Such a situation implies that the chemical fugacity of 
the chemical of interest in that system is not equal to the chemical fugacity inside the 
cells where the relevant enzymatic apparatus occurs. Now we have a case in which 
the rate of biodegradation is expressed: 
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where kuptake is the rate constant reflecting mass transfer of a bioavailable i species 
outside the organisms to i inside the organisms [ P I  

(F‘,/K) is the volumetric fraction occupied by water (-) 

[i], reflects the concentration of chemical species that is directly available 
for biological uptake [M L-3] 

[i]bio is the substrate concentration within the organisms [M Mi:] 

Kibio is the equilibrium biota-water distribution constant [L3 M& (See 
Chapter 10) 

This does not mean that only dissolved molecules can be directly taken up by the 
organisms! Rather, it means that uptake is proportional to the difference in chemical 
activities/fugacities between the outside and the inside of the organism. When 
uptake is limiting, then [i], >> [i]bio/Kl%io , so this latter quotient can be neglected. 
One consequence of the presence of multiple chemical species is that the 
bioavailability of the compound of interest is reduced by a factor that relates the 
concentration “driving” chemical uptake (e.g., dissolved) to the total concentration 
(e.g., dissolved plus sorbed). Hence, we see that a compound’s bioavailability in this 
case is quantified by the fraction which is pushing chemical uptake (i.e.,X,,> in Eq. 
17-57 when we assume the dissolved species plays this role). 

The parameter, kuptake, can have different physical meanings depending on the 
situation. For example, if the relevant microorganisms occur embedded in afloc (a 
suspended aggregate of microorganims) or a biofilm (a natural polymeric coating 
containing cells on a solid surface), then this mass transfer coefficient must reflect 
the substrate’s diffusivity in the floc or biofilm and the average distance into the film 
that the compound must diffuse [i.e., kuptake is proportional to Dibiofilm . (film thick- 
ne~s/2)-~] .  Rittmann and McCarty (2001) have developed a comprehensive 
treatment of such biofilm kinetics. Stewart (1998) has reviewed information on 
substrate diffusivities in microbially generated polymeric media. 

Alternatively, kuptake , may represent the rate constant associated with transfers from 
immediately outside the cell to the interior spaces where the relevant enzymes occur. 
In this case, we need to focus on how long it takes for microorganisms to be 
equilibrated with medium in which they occur (step 1 in Fig. 17.1). This requires an 
evaluation of the time for chemicals to be transported from the outside of the 
microorganisms across their cell envelope to the relevant enzymes. The cell 
envelope of bacteria differs from species to species (Sikkema et al., 1995) and can 
even be changed by a single microbial strain in ways that affect cross-membrane 
transport in response to environmental conditions (e.g., Pinkart et al., 1996; Ramos 
et al., 1997). However, a general description is useful in the context of molecular 
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membrane-bound POrin 

cytoplasmic enzymes 

periplasmic enzymes 

"gram positive" 

Figure 17.13 Barriers separating 
periplasmic enzymes (gram-nega- 
tive bacteria) and cytoplasmic en- 
zymes (gram-negative and gram- 
positive bacteria) from substrates 
in the surrounding environment 
(Madigan eta]., 2000). 

"gram negativen 

uptake. First, bacterial envelopes exhibit one of the following series of chemical 
barriers (Fig. 17.13, Madigan et al., 2000). In so-called "gram-positive bacteria" 
(named because they stain with a particular dye), the outside of the cell is separated 
from the inside by two barriers: a porous cell wall made from a mix of peptides and 
sugars and a lipid bilayer. This contrasts with the "gram-negative bacteria" (which 
do not stain with the same dye) that use three barriers: an outer lipopolysaccharide 
membrane, a thin peptide-sugar cell wall, and an inner cytoplasmic lipid membrane. 
These barriers separate the cytoplasmic and periplasmic enzymes from organic 
substrates that occur in the exterior environment. 

The lipid membranes are a few nanometers thick. They contain proteins whose role 
is to actively transport particular target chemicals across these nonpolar barriers. 
The outer membranes of gram negative bacteria also have protein channels called 
porins that allow passage of small polar and charged substrates. 

For the most part, nonpolar chemicals move across the layers of the cell envelope by 
passive diffusion (Nikaido, 1979; Konings et al., 1981; Sikkema et al., 1995; Bugg 
et al., 2000). Experimental observations using nonmetabolizable compounds like 
trichlorobenzene (Ramos et al., 1997; Ramos et al., 1998) and metabolically 
incompetent mutants with phenanthrene (Bugg et al., 2000) show that passive 
transfer nonpolar compounds occurs quickly, taking only seconds to minutes. 

Since passive permeation into cells occurs on time scales of hours or less, nonpolar 
compounds that are somewhat recalcitrant (i.e., lasting for days or more in the 
environment) are probably not limited by their ability to enter microorganisms from 
surrounding aqueous media. This expectation is supported by the observations that 
the relative rates of dehalogenation of a series of a,c+dichlorinated alkanes by 
resting cells of Rhodococcus ewthror?olis Y2 uaralleled the results using: a uurified 
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dehalogenase enzyme (Damborsky et al., 1996). Clearly the transport of these hy- 
drophobic substrates to the dehalogenase enzyme in the cells did not control the 
overall degradation. 

Recently, it has been shown that a mechanism, referred to as an eMux pump, exists 
to actively transport nonpolar substance out of some bacteria (Ramos et al., 1998; 
Bugg et al., 2000). This partially explains why some microorganisms are capable of 
maintaining the integrity of their membranes and surviving in situations where high 
concentrations of hydrophobic substances occur. 

We should also note that microorganisms have “water-filled pores” (porins) through 
their exterior membranes (Fig. 17.13) which permit the passive entrance of small 
hydrophilic substances (Madigan et al., 2000). In studies of enteric bacteria, passive 
glucose uptake exhibited transmembrane uptake time scales of less than a 
millisecond (Nikaido, 1979). Thus, the rate of passive uptake of small, hydrophilic 
molecules (< 500 molecular mass units) via membrane pores of bacteria is not likely 
to cause them to avoid biodegradation for prolonged times. 

Porins are somewhat selective. Larger hydrated chemical species diffuse in more 
slowly. Negatively charged chemicals experience electrostatic repulsions that limit 
their ability to enter. This may explain the situation for highly charged organic 
compounds like ethylene diamine tetraacetate (EDTA) which are thought to be 
recalcitrant because of slow or nonexistent passive uptake by most microorganisms. 
Only cation-complexed (e.g., with Ca”) forms whose charge is neutralized appear 
suited for uptake (see Egli, 2000). 

- 
OOCCH, ,CH2 - COO- 

OOCCH, CH, - COO- 

)- CH, - CH, -N - \ 

EDTA 

However, active uptake mechanisms have now been found in some bacteria for 
various xenobiotic organic anions. These include 4-chlorobenzoate (Groenewegen 
et al., 1990), 4-toluene sulfonate (Locher et al., 1993), 2,4-D (Leveau et al., 1998), 
mecoprop and dichlorprop (Zipper et al., 1998), and even aminopolycarboxylates 
(Egli, 2001). Such active uptake appears to be driven by the proton motive force 
(i.e., accumulation of protons in bacterial cytoplasm). These transport mechanisms 
exhibit saturation kinetics (e.g., Zipper et al., 1998), and so their quantitative 
treatment is the same as other enzyme-limited metabolic processes (discussed below 
as Michaelis-Menten cases). 

Finally, assuming bioavailability and biouptake do not limit the rate of biodegrada- 
tion, then we expect the biodegradation kinetics to reflect the rate of growth due to 
utilization of a substrate or the rate of enzyme processing of that compound (both 
discussed in more details below). In these cases, the rate of biotransformation, kbl0, 
has been studied as a function of the substrate’s concentration in the aqueous media 
in which the microorganisms or enzymes occur. Hence, for an environmental 
system, we can write: 
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(d[i]tot4 / dt)bio = - v w  q-' (d[i]w /dt)bio = - v w  kbio [i]w 

= - vw v-' kbio f;w Li1total ( 1 7-5 8) 

where kbio is a pseudo first order biodegradation rate coefficient ('I?). 

The parameter,f;, , again serves to quantify the bioavailability of the chemical rela- 
tive to its total concentration in the system and the coefficient, kbio, represents the 
rate of processing a fully available chemical species. Now we need to examine the 
processes that likely dictate the magnitude of kbio, and we consider two situations in 
the following. In the first case, the rate of growth of a population of microorganisms 
may be controlled by the utilization of the organic chemical of interest, and when 
this is so, the rate of cell number multiplication controls the overall rate of chemical 
loss (step 7 in Fig. 17.1). Since long ago microbial population growth was 
mathematically modeled as a function of a limiting substrate by Monod (1949), this 
type of situation will be referred to here as a Monod-type case. In contrast, when a 
specific enzyme-mediated reaction limits the overall rate of removal of a chemical 
of interest (steps 2,3 and 4 in Fig. 17. l), we shall refer to this as a Michaelis-Menten- 
type case. Almost 100 years ago these investigators developed a mathematical 
model reflecting the dependency of the rates of enzymatic processes on substrate 
parameters (Nelson and Cox, 2000). 

Rates of Biotransformations: Microbial Growth 

Monod Population Growth Kinetics 

In the following, we consider situations in which the concentration of the chemical 
of interest to us limits the growth of the degrading microorganisms (step 7 in Fig. 
17.1). Such situations may occur when there is a large new input of a labile substrate 
into the environment. To illustrate, let's examine the removal of p-cresol by a 
laboratory culture (Fig. 17.14; Smith et al., 1978). In this case, microorganisms that 
could grow onp-cresol were enriched from pond water. When a suspension of these 
microorganisms at lo7 cells. L-' (corresponding to about 1 to 10 pg biomass per 
liter) was exposed to a 40 to 50 pM solution ofp-cresol (ca. 5000 pg substrate .L-'), 
it initially appeared that the chemical was not metabolized because no change in p- 
cresol concentration could be detected. In this case, since the microorganisms were 
selected to be metabolically competent to degrade p-cresol, it can be assumed that 
the apparent absence of degradation was not due to their enzymatic deficiencies. 
Rather, initially the microbial population was too small to have any discernible 
impact on the p-cresol mass. Obviously, the cells multiplied very quickly in the 
period from 2 to 16 hours (Fig. 17.14), and when they finally reached abundances 
greater than about lo9 cel1s.L-', enough bacteria were present to cause significant 
substrate depletion. Thus, to describe the time course of this chemical removal in such 
cases, the microbial population dynamics in the system has to be quantified. This can be 
done using the microbial population modeling approach developed by Monod (1949). 

We begin by considering the relationship of cell numbers to time for a growing 
population limited by a substrate like p-cresol. In response to a new growth 
opportunity, the cell numbers increase exponentially, and this period of so-called 
exponential growth can be described using: 
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Figure 17.14 Time courses for cell 
numbers and p-cresol concen- 
trations in a laboratory experiment 
(Smith et al., 1978) immediately 
after this substrate and bacteria 
capable of degradingp-cresol were 
mixed together. 
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-- d[B1 - p.[B] or [B], = [B], .ep‘ 
dt 

(1 7-59) 

where [B] is the cell abundance (cells .L-’), and p is the specific growth rate (h-I). 
Hence, In [B] will change in direct proportion to t: 

ln[BIt, = 1n[Blt, + p .  (t2 - t , )  (17-60) 

Put another way, during exponential growth the microbial population will double in 
number for every time interval, t = (In 2)/p. 

Monod ( I  949) recognized that the growth rate of a microbial species was related to 
the concentration of a critical substance (or substances) sustaining its growth. More 
“food” means faster growth, at least up to a certain point when the maximum growth 
rate, pmax, is achieved. At this point some other factor becomes limiting. Monod 
mathematically related this population growth response to the concentration of the 
substance limiting growth with the expression: 

(17-61) 
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Figure 17.15 Relationships of: (a) 
microbial population specific 
growth rate, p, versus substrate 
concentration after Monod ( I  949), 
and (6) consequent substrate 
disappearance rate, d[i]/dt, versus 
substrate concentration. 

2 
;2. 112 
-0 

[ i ]  (mol1L-1) 

where k,, is the fastest possible growth rate (e.g., h-I) corresponding to the 
situation when the limiting chemical is present in excess 

[i] 

KiM is the Monod constant (mol . L-’) equivalent to the chemical concentra- 
tion of i at which population growth is half maximal 

is the concentration (mol . L-I) of the growth-limiting chemical 

KiM is often denoted with K, in the microbiology literature, but here we use the sub- 
script iM to emphasize Monod growth on i is rate-limiting. This formulation yields a 
hyperbolic dependency of p on [i] (Fig. 17.15 and case 1 in Box 17.1). That is, when 
i is present at low levels ([i ] << KiM), its concentration limits the rate of increase in 
cell numbers. However, when there is a surplus level of the “food” chemical, other 
factors limit the rate of population increase. 

The conceptual model expressed by Eq. 17-61 implies that no other substance is 
simultaneously limiting microbial population growth. This assumption may be 
invalid; for example, an electron acceptor like 0, may be simultaneously needed for 
the degradation of the organic chemical of interest. Such dual-limiting substrate 
cases require modifying Eq. 17-6 1 to reflect the impacts of both chemicals (see Case 
2 in Box 17.1). An interesting remediation situation where such co-substrates are 
important involves the combination of the electron donor, H,, and unusual electron 
acceptors like tetrachloroethene (Haston and McCarty, 1999). Half saturation 
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constants for 14, used to dechlorinate compounds like tetrachloroethene are near 10 
to 100 nM (Smatlak et al., 1996; Ballapragada et al., 1997). Since this key electron 
donor is commonly at low nanomolar concentrations in subsurface environments of 
interest, the dual-substrate limiting model may be most appropriate (Haston and 
McCarty, 1999). Whenever environmental settings exhibit concentrations of the 

Box 17.1 

Case 1: Single limiting substrate, i (Monod, 1949): 

Monod Limiting-Substrate Models of Microbial Population Growth 

where p is the specific growth rate of the microbial population [T'] 

,urn,, is the maximum growth rate [ P I  of the microbial population in the presence of excess i, 

[i] is the concentration of substrate i [ML"] 

KIM is the concentration of i when growth is half-maximal [ML-3] 

Case 2: Limitation by two substrates, i and j ,  whose simultaneous bioreaction limits population growth (Bae and 
Rittmann, 1996): 

Examples: 

i may be an organic compound like toluene and j would be an inorganic species like 0,, or i may be an inorganic 
species like H, andj  could be an organic compound like tetrachloroethene. 

When either [i] >> KiM or [i] >> KjM, Eq. 2 simplifies to Eq. 1. 

Case 3: Limitation by n growth substrates processed by the same single bottleneck metabolic step (Guha et al., 1999): 
Ptot  = c n L4 

i=l 
and: 

( 3 )  

where p,,,, is the maximum specific growth rate when i is limiting 

KiM is the half-saturation coefficient for substrate, i 

KjM is the half-saturation coefficient for each of the competing substrates,j, including i 

Example: 

Substrates are a mixture of structurally similar hydrocarbons all oxidized for growth by a common rate-limiting 
enzymatic process. 
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limiting co-substrates that are near or below the applicable half saturation constants, 
additional terms will be needed to accurately quantify microbial growth kinetics 
(e.g., Case 2 in Box 17.1). However, we may often be justified to use the one- 
limiting-substrate model (i.e., Case 1 in Box 17.1). 

It is also possible that more than one organic substrate contributes carbon and energy 
to a single microbial species. If such substrates are all processed by the same 
enzymatic approach, and therefore compete with one another at a single metabolic 
transformation step, then overall population growth will reflect the contributions of 
numerous substrates (see Case 3 in Box 17.1). This may occur when structurally 
related mixtures of compounds (e.g., a mix of polycyclic aromatic hydrocarbons) 
that commonly co-occur in the environment are simultaneously degraded (Guha et 
al., 1999). In this case, the overall growth of the microbial population reflects the use 
of all the substrates (see Eq. 3 in Box 17.1). Since all the substrates are competing for 
the same enzyme, the chemical concentration in the denominator of each 
compound’s Monod expression is modified by a factor ( (KiM / K,M) . [ j ]  fromj = 
1 to n in Eq. 4 of Box 17.1) that quantifies the relative usage of the competing 
chemicals,j, at the bottleneck step. The degradation for any one organic chemical 
can be enhanced or diminished relative to the case where it serves as the only 
growth-limiting substrate! It is possible that the overall microbial growth rate will be 
enhanced by the use of multiple compounds and thereby increase the rate of removal 
of a single substrate of interest. It is also possible that competitive effects involving 
access to a key enzyme cause particular substrates to be “ignored” and their 
degradation decreased (Guha et al., 1999). Each case will reflect a balance of these 
effects. 

For now, we focus on cases in which microbial growth is limited by the substrate of 
interest to us (i.e., Case 1 in Box 17.1). In order to evaluate changes in the limiting 
chemical’s concentration, we need to relate microbial growth to changes in 
compound concentration. This can be done by recognizing that degrading a certain 
amount of chemical mass enables a proportional enhancement in microbial biomass: 

(1 7-62) 
cells grown 

moles of substrate i used 
= Y (  

d [  B] / dt (cell. L-lh-’) 
d[  i] / dt (mol . L-’h-’ ) 

This proportionality is called the yield of the particular biological process, and it is 
commonly denoted as Y. For carbon-limiting substrates oxidized by aerobes, 
biomass yields are usually near 0.5 g biomass .g-’ carbon (Neidhardt et al., 1990). 
Using yield information relevant to a particular compoundmicrobial species 
combination, we can now relate the production rate of new cells to the disappearance 
rate of the chemical of concern: 

(17-63) 

And, upon rearranging: 

(1 7-64) 
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Substituting Monod’s mathematical description of microbial population growth, p, 
as a fimction of substrate concentration, [i], (Eq. 17-61) into Eq. 17-64, we have: 

(1 7-65) 

This variation of chemical removal rate, d[i]/dt, with its concentration, [i], has a 
hyperbolic form (Fig. 17.15). 

The relationship of microbial growth and chemical removal (Eqs. 17-64 and 17-65) 
implies that when the chemical is present at low levels ([i] << KiM), its instantaneous 
rate of degradation (i.e., at a particular time t, and microbial abundance, [B],) is 
linearly proportional to its concentration and the “concentration” of the 
microorganisms “reacting” with it: 

(17-66) 

where kbio (L3cell-’T’) is effectively a second order rate coefficient equal to ,urnax 
K& y.-’ when [i] << KiM. In contrast, when the chemical is present in large amounts 
relative to the microbial community needs ([i] >> KiM), then its rate of removal 
becomes independent of its concentration: 

(17-68) 

Consequently, kkio (ML-3T“) is equal to pmax Y,-l for [i] >> KiM. In both of these 
limiting cases, and obviously for the transitional conditions between, we need 
information on the factors quantifying microbial growth, /A,,,, KiM, and q., and on 
the abundance of cells, [B],, to be able to predict transformation rates of the com- 
pound when it limits population growth (see Illustrative Example 17.6 on page 747). 

Returning to the example ofp-cresol degradation (Fig. 17.14), we can see how some 
of these biological parameters are deduced. First, we recognize that in the early part 
of the experiment, when p-cresol levels do not change (< 10 h), we have the 
condition Ip-cresol] >> Kp-cresolM, so the changing cell numbers reflect kax. From the 
upper portion of the figure, we see that cell numbers increase from about lo7 
cells. L-’ at 2 hours to a little more than 1 O9 cells. L-’ at 10 hours. Using Eq. 17-60, 
we estimate: 

(1 7-70) 

Examining the results between about 10 and 14 hours, we can estimate the yield 
factor: 
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rB]14h - LB]lOh Y =  
[ p  - cresol],,, - [ p  - cresol],, 

(17-71) 
(9.4 - 1.3) x lo9 cells-L-' 
(44 - 1.3) x mol -L-' 

_= 2 x 1014 cells-mol-* - - 

Since bacterial cells weigh about 0.3 pg dry weight per cell (Madigan et al., 2000) 
and their dry mass is about 50% carbon, this yield appears reasonable (i.e., about 60 
g of cells from 100 g ofp-cresol). 

Finally, to deduce KiM we need to examine growth rates over a range of levels of the 
substrate. Inversion of Eq. 17-61 yields: 

Hence a fit of [il-' versus p-' yields an intercept = and a slope divided by the 
intercept of KiM. For example, using the data shown in Fig. 17.14, we may fit and 
find hax = 0.69 h-' and KLM = 6.1 pM using the whole time course. 

Using such microbial population dynamics factors, we are now in a position to 
estimate biodegradation rates for compounds supporting growth like p-cresol. In the 
situation depicted in Fig. 17.14, we have for the early part of the experiment: 

(1 7-73) 
= 3 x mol . cell-' h-I 

0.69h-' 
2 x 1014 cells - mol-' 

- - 

Thus, early in the time course when [i] >> KiM, the rate of p-cresol removal was 
independent of p-cresol concentration and was continuously changing as the 
microorganism population increased, ranging from about 3 x 1 O-' mol . L-' h-' at 2 h 
[when [B]2h - lo7 cells .L-'] to about 3 x mol .L-' h-' at 10 h [when [B],,, - lo9 
cells. L-'I. Subsequently, the rate of p-cresol removal became a function of the 
concentration of this substrate; so near the end of the incubation (say 14 hours with 
[p-cresol] at 3 pM) we have: 

- - (0.69 h-')(lO1° cells.L-')(3x104 mo1.L-') (17-74) - 
(9 x mol . L-')(2 x 1014 cells. mol-' ) 

~ l x l O - ~  mol.L-'.h-' at 14 h 

Now, we can see how to estimate the biodegradation of chemicals that prove to be 
growth-limiting substrates of particular microbial species. 
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Table 17.6 Some Monod Biodegradation Parameters Obtained from Pure or Enrichment Cultures Grown on the 
Substrate Indicated (Yields Estimated Assuming Cell Mass of 0.3 pg per Cell) 

Substrate i 
Pmx K,, Y 

Source of Microorganisms (h-7 (pM) (cells.mo1-’) 

glucose a 

glycerol 

acetate 

p-cresol 

quinoline 

methyl parathion 

malathion 

3-chlorobenzoate 

methane f 

methane g 

propane f 

toluene f 

toluene 

phenol 

naphthalene 

phenanthrene 

pyrene 

dichloromethane J 

chloroethene (vinyl 
chloride) 

tetrachloroethene 

pure cultures: Vibrio, Aerobacter, E. 
coli, Achromobacter 

pure cultures: Achromobacter, 
Aerobacter 

Pseudomonas sp. 

enrichments from pond water 

enrichments from pond water 

enrichments from creek water 

enrichments from river water 

Pseudomonas sp. 

enrichment from landfill 

enrichment from aquifer solids 

enrichment from landfill 

enrichments from aquifer solids 

enrichments from aquifer solids 

enrichments from aquifer 

enrichment from soil 

enrichment from soil 

enrichment from soil 

enrichments of Pseudomonas sp. 
mutants 

Mycobacterium aurum L 1 

various, reduction with H, 

0.40-0.65 

0.55, 1.2 

0.28 

0.69 

0.74 

0.61 

0.37 

0.13 

0.02 

0.07 

0.02 

0.02 

0.03 

0.05 

0.23 

0.037 

0.0008 

0.11 

0.04 

0.04 to 
0.3 

17-46 

11,120 

1600 

6.4 

1.2 

10 

2.2 

50 

70 

400 

20 

10 

10 
- 

200 

4 

0.5 
- 

3 

0.1 to 
200 

- 

- 

7 1013 

2 x  1014 

2 1014 

2 1014 

4 x 10’O 

2 1014 

2 1013 

2 1013 

I 10’4 

9 1013 

2 1014 

1 1014 

2 1014 

3 1014 

3 1014 

1013  to 
1014 

5 1013 

ca. 

a Jannasch, 1968. Jannasch, 1967. ‘Tros et al., 1996. dSmith et al., 1978. eParis et al., 1975.fChang and Alvarez-Cohen, 1995. gChang 
and Criddle, 1997. Jenal-Wanner and McCarty, 1997. Guha et al., 1999,’Bmnner et al., 1980. kHartmans and de Bont, 1992. 
‘Rittmann and McCarty, 2001. 

Various natural and xenobiotic compounds have been studied for their ability to be the 
sole support of growth for microorganisms (Table 17.6). Sometimes “enrichments” 
simply isolate a pre-existing subpopulation of bacteria from the mixture of organisms 
present in a natural sample; however, other times a mutation must occur which permits 
survival on the chemical provided (e.g., Brunner et al., 1980). From the data shown in 
Table 17.6, a few cautious generalizations can be made. First, maximum cell growth 
rates for acclimated cultures appear to correspond to doubling times of hours (recall 



Rates of Biotransformations: Microbial Growth 747 

= In 2/&%). This is not too different from cells grown on “normal” substrates like 
glucose. An exception may be for organisms growing on highly insoluble compounds 
like pyrene (Guha et al., 1999). Next, KIM values reported for the few xenobiotic com- 
pounds studied in this manner are between pM and mM levels. Finally, the cell yields 
fall in the range such that 10 to 50% of xenobiotic compound carbon mass is translated 
into biomass carbon. An obvious exception to this is seen for malathion (Y = 4 x loio 
cells. mol-*= 1 O4 g .cells. g-’ substrate). Malathion was found to be hydrolyzed to the 
monoacid and ethanol. The ethanol was used as a growth substrate, but the acid pro- 
duct was accumulated without being used further. Obviously, the gross yield in such 
cases would not be as large. 

Given the typical values of &ax, KiM, and Y,, under conditions where excess xeno- 
biotic chemical is added to an environment containing some cells capable of living 
on it (i.e., [i] >> KIM), we might expect kiio to be (Eqs. 17-68 and 17-69): 

I 0.1 to 1 h-’ 
kbio zz 

loi4 cell / mol 
(1 7-75) 

= to - mol . cell-’ h-’ 

The factor controlling the time it would take for total compound degradation would 
be the abundance of the microbial subpopulation, [B],, capable of growth on the 
compound. This, then, brings us to the major weakness in trying to quantify 
degradation limited by microbial growth: how does one know what subset(s) of 
microorganisms are involved and what their abundance is for any particular 
occurrence of interest? As indicated in Illustrative Example 17.7, this may not be too 
much of a problem as long as other critical species such as electron acceptors like O2 
or nutrients such as nitrogen or phosphorus species are present in sufficient 
quantities to permit unchecked microbial growth. In some systems, especially ones 
we engineer, we may anticipate that the microbial population grows up to some 
steady-state condition reflecting a balance of growth versus microbial losses due to 
die off, wash out, or predation. In natural environments where microorganisms have 
to respond to dynamic conditions (e.g., inputs due to spills), some uncertainty will 
derive from our ignorance of the presence of suitable microbial species. 

Illustrative Example 17.6 Evaluating the Biodegradation of Glycerol by Microorganisms Growing on 
that Substrate in a Well-Mixed Tank 

Problem 

You need to purify a waste water stream containing a readily biodegradable 
compound, glycerol, present in fairly high concentrations, 100 pM (9 ppm). If one 
can deliver this waste water into a well-mixed tank (often called a continuously 
stirred tank reactor or CSTR; see also Section 12.4) which is simultaneously 
receiving all other necessary supplies needed for microbial growth (e.g., 0,, 
nutrients), then one can build up a microbial population capable of degrading the 
glycerol to innocuous substances like C02 and H20 before the water is 
discharged. 
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i = glycerol 

Calculate the output glycerol concentration (pM) after the microorganisms have 
increased their biomass to a steady-state level. Also calculate what the steady- 
state biomass level is (cells .m-3). Assume you have a tank with V= 10 m3, a waste 
water flow Q = 50 m3 d-I, and a microbial inoculum with growth properties like 
those shown in Table 17.6 for the Aerobacter sp., a die off coefficient b of 0.1 d-', 
and a glycerol-to-biomass yield of 1014 cells .mol-'. 

Answer 

The tank will reach steady-state conditions when the concentration of bacteria, [B], 
present has increased to a constant cell density dictated by a balance of their ability 
to grow on glycerol against their losses due to wash out and die 0%. 

d[B]/dt = + p[B] - (Q/V)[B] - b[B] 

= 0 at steady-state (ss) 

Therefore, the growth rate, p, for this bacterial culture, after an initial phase of very 
rapid exponential growth, will ultimately settle down to a value fixed by the rates of 
wash out plus die ofE 

pSs =<Q/V)+b (2) 
= (50 m3 d-'/lO m') + (0.1 d-') = 5.1 d-' 

Note: Such a culture apparatus is widely used in the laboratory for the study of 
microorganism-substrate interactions and is referred to as a chemostat. The key 
idea is that at steady-state, the physical properties (volume and flow) determine the 
biological property (growth)! 

Now you can solve for the resultant steady-state glycerol concentration using the 
Monod growth relation, Eq. 17-61, and values of hax = 28.8 d-' and KiM = 120 pM 
from Table 17.6: 

implying: 

so that: 

[gly~erol],~ = (5.1 d-'. 120 pM) / (28.8 d-' - 5.1 d-I) 

= 26pM 

Note that this result is independent of the concentration of glycerol in the input 
stream as long as the other necessary nutrients for growth are sufficient. This result 
is also independent of the original size of the inoculum. The bacteria simply increase 
in number until their use of glycerol in the tank (100 pM - 26 pM = 74 pM) 
corresponds to the bacterial biomass they form during a tank detention time. To 
obtain an estimate of this steady-state bacterial biomass, we use the glycerol mass 
balance equation: 
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d[glyceroll = (Qi,/V)[glycerol], - (Q,uJV)[glycerol]s, - biodegradation 
dt 

where the glycerol biodegradation term is given by Eq. 17-64: 

When the system is at steady state (d[glycerol]/dt = 0), then we may find: 

It is interesting to note that had the tank been inoculated with a 1-liter cell suspen- 
sion at lo9 cel1s.L-' (resulting in an initial cell density of only lo5 cells .L-' in the 
tank), due to exponential growth at p,,, (28.8 d-I), this steady-state cell density 
would be reached in only about 0.6 days. 

Also note that the oxidation of glycerol completely to CO, requires 3.5 moles of O2 
for every mole of glycerol consumed. Thus, the degradation of 74 pmol glycerol. L-' 
can just be accomplished with the 0, present at saturation (ca. 280 pM). 

Illustrative Example 17.7 Estimating the Time to Degrade a Spilled Chemical 

Problem 

Imagine a case in whichp-cresol (PC; for structure see Fig. 17.14) is spilled into a 
pond and dispersed to a initial concentration, [PC],, of 1 mM (ca. 100 ppm). How 
long (days) would you think it would be before this contaminant was mostly 
degraded by the indigenous microorganisms living in the pond water? 

Answer 

Some subpopulation of the microorganisms is likely capable of taking advantage of 
this opportunity and growing on this chemical. This implies that as they metabolize 
PC, they will rapidly increase in number. You can estimate the critical bacterial cell 
abundance, [BIcrit, by defining it as the cell density sufficient to consume all of the 
chemical during the next doubling interval: 

(1) [BIcrit / cells. L-' = [PC], / mol . L-' . Y / cells .mol-' 

From Table 17.6, we find Y for a particular pond population was near 2 x 1014 
cell. mol-I. Taken together with the initial PC concentrations: 

[BIcrit / cells. L-' = mol L-' .2  x 1014 cells. mol-' (2) 
= 2 x 10" cel1s.L-' 

If such cells were 1 pm in radius, each cell would occupy about 4 x L; and if 
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they were 10% carbon by weight, the [B],,, level would correspond to about 80 mg 
cell carbon per liter! 

Since the population is increasing exponentially, we deduce the time period, tcrit, 
after the spill to reach [BIcrit by calculating: 

L i t  z W[Blcrit / PI,) 1 pmax (3) 

From Table 17.6, you find p,, is about 0.7 h-' for some pond bacteria growing on 
PC. Unfortunately, you do not have any information on [B],, although the total 
bacterial cell numbers are typically near lo9 ce1ls.L-'. Assuming 1% of this 
population participates in the use of PC as a growth substrate, we estimate: 

tcrit = ln[(10-3 M) (2 x 1014 cells.mo1-l) / (lo7 cells.L-')] / 0.7 h-' ( 5 )  
= ln(2 x lo4) / 0.7 h-' = 14 h (6) 

The table in the margin shows how tcrit estimates change if we vary the initial 
[BI, tcrit subpopulation cell concentration. 

1 o7 
1 O6 
1 05 
104 
103 

(cells-L-I) (hours) 

14 
17 
21 
24 
27 

Clearly the result is not very sensitive to the guess of the initial cell abundance! Of 
course, all of this presumes that other factors do not limit the microbial population 
growth in this catastrophic incident-type case. Such factors would include 
difficulties of mass transport of pollutant molecules (e.g., in an oil slick or tar balls) 
to microorganisms in a water column (e.g., Uraizee et al., 1998). Also other critical 
substances like O2 or the nutrients such as nitrogen or phosphorus species must be 
present in sufficient quantities to permit unchecked microbial growth. 

17.6 Rates of Biotransformations: Enzymes 

Now we consider situations in which transformation of the organic compound of 
interest does not cause growth of the microbial population. This may apply in many 
engineered laboratory and field situations (e.g., Semprini, 1997; Kim and Hao, 
1999; Rittmann and McCarty, 2001). The rate of chemical removal in such cases 
may be controlled by the speed with which an enzyme catalyzes the chemical's 
structural change (e.g., steps 2,3 and 4 in Fig. 17.1). This situation has been referred 
to as co-metabolism, when the relevant enzyme, intended to catalyze 
transformations of natural substances, also catalyzes the degradation of xenobiotic 
compounds due to its imperfect substrate specificity (Horvath, 1972; Alexander, 
1981). Although the term, co-metabolism, may be used too broadly (Wackett, 
1996), in this section we only consider instances in which enzyme-compound 
interactions limit the overall substrate's removal. Since enzyme-mediated kinetics 
were characterized long ago by Michaelis and Menten (Nelson and Cox, 2000), we 
will refer to such situations as Michaelis-Menten cases. 
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Michaelis-Menten Enzyme Kinetics 

In general, Michaelis and Menten envisioned enzyme-mediated reactions as involv- 
ing the following simple sequence: 

binding step: i + Enzyme - i:Enzyme (1 7-76) 

reaction step: i:Enzyme - product: Enzyme (1 7-77) 

release step: product:Enzyme - Enzyme + product (1 7-78) 

In this conceptualization, it is assumed that the product is rapidly released and re- 
moved so that back reactions do not occur. With this somewhat simplified view (i.e., 
compare this sequence with somewhat more detailed enzymatic processes examined 
in Section 17.3), a kinetics expression for the removal of i can be written assuming 
the reaction step is rate limiting (see Box 12.2 for derivation): 

(1 7-79) 

where k, is the rate constant for the enzyme-catalyzed reaction step (mol com- 
pound i . mol-’ enzyme. T’) 

[Enz],,, represents the total free and substrate-complexed enzyme concen- 
tration (mol enzyme. L-3 ) 

[i] 

K j M M  is the “half-saturation’’ constant reflecting concentration of i when the 
enzymatic rate is half maximal (mol compound i . L-3) 

is the free substrate’s concentration (mol compound i . L-3) 

KiMM is given the subscript, MM, to remind us that it reflects Michaelis-Menten 
enzyme kinetics as distinguished from KIM used above to model microbial growth 
kinetics (see Monod cases above). Note, K I M M  is the same as KE1 in Box 12.2 when 
it’s value represents the reciprocal of the equilibrium constant for the binding step. 

For Michaelis-Menten cases we expect: 

(17-80) 

Commonly, d[i]/dt is referred to as the “velocity” of the reaction and denoted v. This 
reaction velocity expression captures the dependency of d[i]ldt on [i] (see Fig. 
17.16). Eq. 17-80 implies that the reaction velocity increases linearly with [i] (slope 
of kE [Enz],,, / K i M M )  as long as [i] << KiMM, and the reaction velocity is maximal 
(called V,,, = kE [Enz],,,) when [i] is much greater than K j M M .  Hence, Eq. 17-79 is 
commonly written: 

(17-81) 

This kinetics expression indicates the rate’s dependency on catalyst availability 
through the [Enz],,, term imbedded in V,,, (see Illustrative Example 17.8 on page 765). 



752 Biological Transformations 

Figure 17.16 Relationships of 
biodegradation rate, v, to substrate 
concentration, [ i ] ,  when Michaelis- 
Menten enzyme kinetics is appro- 
priate: (a)  when plotted as hyper- 
bolic relationship (Eq. 17-79 in 
text), or (b) when plotted as inverse 
equation, llv = (KIMM/Ymax)(l/[i]) 
+( l/VmaX), Factors governing Vma, 
and K,MM differ depending on rate- 
limiting step in the enzymatic se- 
quence. 

The interpretations of the parameters, kE and K j M M ,  are not always as straightforward 
as implied by the simple reaction sequence shown above (Eqs. 17-76 to 17-78). Let's 
discuss Michaelis-Menten cases in more detail. 

Organisms may not grow on particular substrates for various reasons. First, the avail- 
able concentration of the substrate may be insufficient to support microbial multiplica- 
tion. For example, Tros et al. (1996) showed that 3-chlorobenzoate was needed at 
concentrations above 10 pM to allow a Pseudomonas species to grow on it as a sole 
source of carbon and energy. Lower concentrations were metabolized if another 
growth substrate like acetate was provided. In such cases where the organisms have 
alternative and abundant primary substrates to use for growth (e.g., acetate), the trans- 
formations of the xenobiotic compounds are incidental processes occurring as second- 
ary metabolism (i.e., involving enzymes that transform minor substances). 

Alternatively, a population of organisms may be using a particular substrate for 
growth, and due to imperfect enzyme specificity, they also transform compounds 
with similar structures at the same time. These unintended substrates may be so 
recalcitrant that they alone cannot support microbial growth. An example of this 
involves a culture of bacteria that could grow on quinoline (Q); the microorganisms 
also degraded benzo[flquinoline (BQ) if it was present (Fig. 17.17; Smith et al., 
1978). However, transformation of BQ did not support cell growth (see upper panel 
ofFig. 17.17). 
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Figure 17.17 Time courses for cell 
numbers and benzo[f‘Jquinoline 
(BQ) concentrations in a batch 
culture experiment (Smith et al. 
1978). 

quinoline (a) 

benzo[f]quinoline (BQ) 
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In such a case, the organisms have an enzyme capable of oxidizing Q. Only 
degradation of Q allows the bacteria to obtain carbon and energy sufficient to 
maintain and multiply the population. Due to imperfect substrate specificity, the 
same enzymatic reaction takes place with BQ too. Similar “co-metabolism” by 
enzymes intended for natural substrates has been reported for many xenobiotic 
compounds like chlorinated solvents (Semprini, 1997), chlorophenols (Kim and 
Hao, 1999), and chlorobiphenyls (Kohler et al., 1988). 

Hence, sometimes phenomena associated with enzyme kinetics control the rate of 
biotransformations. If suitable enzymes are present in the microbial community, for 
example due to consumption of structurally related growth substrates, then we may 
see immediate degradation of compounds of interest like BQ when they are added to 
these metabolically competent microbial communities (Fig. 17.17). For such cases, 
if the abundance of the bacteria is varied, the rate of removal changes accordingly. 
Consequently, the removal of BQ could be described by a second-order rate law 
(Smith et al., 1978): 

-- d[BQ1 - -kb,, -[B][BQ] 
dt 

(1 7-82) 

where kbio is a second-order rate constant (e.g., L.cell-’ h-’), and [B] is the 
concentration of bacterial cells degrading BQ (cell. L-I). kbio is marked with a prime 
to indicate that it is normalized to cell concentration. To be consistent with the 
Michaelis-Menten model (Eq. 17-79), [BQ] must have been small compared to K j M M  
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and the concentration of enzyme catalyzing BQ removal, [Enz],,,, must have been 
proportional to the concentration of bacterial cells. This implies kbio was: 

(17-83) 

Now we can see the types of biochemical factors that determine the rate constant, 
kbio for Michaelis-Menten cases: the ability of the enzyme to catalyze the 
transformation as reflected by the quotient, kE/KiMM, and the presence of enzyme in 
the microorganism population involved, as quantified by [Enz],,,/[B]. In the 
following section, we develop some detailed kinetic expressions for one case of 
enzyme-mediated transformations. Examination of these results will help us to see 
how structural features of xenobiotic compounds may affect rates. Finally, we will 
improve our ability to understand the relative rates for structurally related chemicals 
that are transformed by the same mechanism and are limited at the same 
biodegradation step. 

An Example of Enzyme Kinetics: Hydrolases 

We begin by considering the degradation kinetics for organic compounds, R-L, 
whose biotransformation begins with an enzymatic hydrolysis reaction separating 
"L" from the rest ofthe molecule (e.g., Eqs. 17-12 to 14 in Table 17.1). Recalling the 
mechanisms discussed in Section 17.3 (Figs. 17.5 and 17.6), the steps of such a 
reaction sequence may be written: 

Step 1 : Enzyme:substrate association: 

(17-84) 
kl 

kl 
Enz-Nu + R-L ======- (Enz-Nu:R-L) 

where the colon indicates the noncovalent enzyme-substrate association. 

Step 2: Nucleophilic addition reaction, release of leaving group (alkylation or 
acylation step): 

(Enz-Nu-;) + L- (17-85) 
k2 )=r ( Enz-Nu: R-L 

Step 3 : Second nucleophilic reaction, release of remainder of substrate (dealkylation 
or deacylation step): 

k3 

k 3  
(Enz-Nu-$) + H,O - Enz-Nu + R-OH + HC (1 7-86) 

Under special conditions, simplified kinetic expressions can be derived (Box 17.2). 
For example, when the initial nucleophilic reaction is the slowest step in the overall 
process (see Fig. 17.1 8a), the kinetic expression simplifies to: 

(1 7-87) 

where [Enz] is the total hydrolase concentration (e.g., mol enzyme L-') 
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Figure 17.18 Schematic energy 
profiles for hydrolysis reactions 
carried out by enzymes when (a)  
the first nucleophilic reaction is 
rate limiting and (b) the second 
nucleophilic step is the slowest 
process in the sequence. 
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k, is the rate constant for the alkylation or acylation step 

K,  is the equilibrium constant quantifying enzyme:substrate association 

Alternatively, if the second reaction (dealkylation or deacylation of the enzyme) is 
rate limiting (see Fig. 17.18b), we may deduce that: 

(17-88) d[R - L] - _  - k3[HzOl[Enzlmt[R -Ll 
dt (Ki)-' (K2 )-' [ L- J + (Kz )-I [L-] [R - L] + [R -L] 

where K2 is the equilibrium constant quantifying the ratio of chemical species es- 
tablished in step 2 whenever step 3 proves to be the slowest in the sequence 

k3 is the rate constant associated with the dealkylation of deacylation step 
in the enzyme-catalyzed hydrolysis 

Both of these rate expressions (Eq. 17-87 and 17-88) are hyperbolic as a function of 
substrate concentration, [R-L]. That is, at low concentrations of [R-L], the rate 
linearly increases with [R-L]; but at high concentrations, the rate becomes 
independent of [R-L]. 
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Box 17.2 Kinetic Expressions for Enzymatic Hydrolysis of R-L Under Simplifying Assumptions 

Assume initial nucleophilic reaction (alkylation or 
acylation) is slowest step 

Assume second nucleophilic reaction 
(dealkylation or deacy1ation)is slowest step 

(1) -----=-kz[Enz-Nu:R-L] d[R-L] 
dt 

d[R-L] 
(6) 7- k3[HzO][Enz - Nu - R] 

Assume the complexation step is describable 
by an equilibrium constant: 

Assume the complexation step and the first 
nucleophilic reaction are describable by 
equilibrium constants: 

[Enz - Nu:R - L] 

[Enz-Nu][R-L] 
(2) Ki = 

(3) [EnzItot = [Enz- Nu] + [Enz - Nu:R - L] 

Use Eqs. (2) and (3) to find: 

[Enzltot[R-Ll (4) [Enz-Nu:R-L] = 
K;'+[R-L] 

[Enz - Nu:R - L] 

[Enz-Nu][R-L] 
(7) K I =  

[Enz - Nu - R][L-] 

[Enz - Nu:R - L] 
(8) & =  

(9) [EnzItot = [Enz- Nu]+[Enz-Nu:R -L]+ [Enz- Nu - R] 

Use Eqs. (7), (8), and (9) to find: 

[Enzltot[R - Ll (10) [Enz- Nu+ - R] = 
[L-]K;'K;'+[L-][R-L]K;'+[R-L] 

Substitute (4) into (1) Substitute (10) into (6) 

d[R-LI- k3[Hz01 [Enzltot[R - Ll (11) 
dt [L-]K;'K,' + [L-] [R - L]K;' +[R - L] 

These kinetic expressions now enable us to understand what chemical and biological 
information is imbedded within the Michaelis-Menten type formulation typically 
used to describe such enzyme kinetics (Eq. 17-79 or 17-8 1; Fig. 17.16). First, we see 
that K i M M  is given by: 

1 

K i M M  =' 
Kl 

when enzyme alkylatiodacylation is rate limiting, or: 

(17-89) 

(1 7-90) 

when enzyme dealkylationldeacylation is rate limiting. 
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This means that we can sometimes use physical chemical insights to enzyme-sub- 
strate complexation to anticipation K i M M  (i.e., when Eq. 17-89 applies), but we need 
to be aware that this parameter can be quite complicated in other cases (e.g., when 
Eq. 17-90 applies). 

Next we see that V,,, (the rate when [R-L] is large relative to KiMM) is different for 
our two cases of hydrolysis limitation. This parameter always reflects the product of 
the rate constant of the slowest step and the concentration of total hydrolyzing 
enzyme present: 

Vm,(lst nucleophilic attack slowest) = -k2[EnzItot (17-91) 
or: 

Vma,(2nd nucleophilic attack slowest) = -k3[H20][En~]~,~ (1 7-92) 

If such enzymes occur at the same levels in relevant microbial populations, V,, may 
be directly related to other metrics of biomass presence such as cell numbers, 
biomass dry weight, or protein concentrations. In an attempt to enable extending 
results from one system to another (e.g., from laboratory observations to field 
situations), one often normalizes V,,, by such biomass parameters. For example, in 
Table 17.7, the observed V,, values are normalized to the protein contents of the 
tested microbial populations or isolated enzymes, and the result is given as values 
V;,, (the prime is added to emphasize the normalization). To apply such information 
to new situations, one must multiply the normalized maximum velocities by a 
measure of the relevant enzyme concentration or biomass protein in the new system 
of interest (e.g.,VLax x microbial protein content in new case involving intact 
microorganisms). Of course, one is assuming that the ratio of enzyme to total protein 
is the same in the old and new situation. 

We also note the importance of the rate constants k2 and k3 for these two rate-limiting 
situations. For conditions where hydrolyzable substrates are present in excess of 
their K ~ M M ’ s ,  we might be able to understand the relative rates of hydrolysis of 
structurally related compounds by using our knowledge of how variations in 
chemical structure are known to influence the ease of nucleophilic attacks. In this 
context, an interesting case involves hydrolyses of a set of carboxylic acid esters 
with the same acid moiety by the enzyme, chymotrypsin (Fig. 17.19; Zerner et al., 
1964). The hydrolyses of these compounds turn out to be limited at the second 
nucleophilic attack (deacylation) step. Since the same Enz-Nu-acid complex is 
cleaved for all members of this set of esters in this rate- limiting step (as in Eq. 17- 
86), we expect all of these esters to exhibit nearly the same overall rate of 
biotransformation. This is consistent with the rate data that vary by only 21 5% (Fig. 
17.19). Conversely, when esters of N-benzoyl glycine are hydrolyzed with the first 
nucleophilic attack (i.e., enzyme acylation) as the slowest step in the process (Epand 
and Wilson, 1963), the biotransformation rates are more variable (+40%) even 
among closely related compounds (Fig. 17.19). In these cases, as the alcohol moiety 
becomes larger (more steric hindrance) and more electron-donating, the rates of 
enzyme attack decrease (with the exception of the isobutyl compound). When an 
electron-withdrawing substituent, (pyridine-4-yl)-methyl, is present, the rate of 
enzyme acylation increases so much that the step is no longer rate limiting. This 

-H,C-(--J - 

(pyridine-4-yl)-methyl 
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Table 17.7 Apparent Michaelis-Menten Parameters Reported for Microbial Degradation of Various Substrates 

Substrate KiMM v:,, (mol . kg-' protein. s-') 

A .  Natural populations a 

Toluene in seawater 
Biphenyl in seawater 
Toluene in stream 
Benzene in lake water with methanotrophs 
m-Cresol in estuarine seawater f 
Chlorobenzene in estuarine seawater 
Trichlorobenzene in estuarine seawater 
Nitrilotriacetic acid in estuarine seawater 

B. Intact Microorganisms 

Benzene by Methylosinus trichosporium g 

Toluene by Cycloclasticus oligotrophus 
Toluene by Pseudomonas sp . 
3-Chlorobenzoate by methanogenic consortium 
3,5-Dichlorobenzoate by methanogenic consortium 
Trichloroethene by methanotrophs (geom mean of N = 15) J 

Trichloroethene by toluene or phenol degraders (N = 8)' 

Trichloroethene by methanotroph mixed culture 
cis-Dichloroethene by methanotroph mixed culture ' 
Vinyl chloride by methanotroph mixed culture ' 
C. Cell-pee extracts or  isolated enzymes 

Naphthalene by sMMO from Methylosinus sp. 
4-Chlorobenzoic acid -+ 4-hydroxybenzoic acid 
Fluoroacetate + hydroxyacetate (glycolate) 
Chloroacetate -+ hydroxyacetate O 

1 -Chlorohexane -+ 1 -hexanol P 
1 -Chloropropane -+ l-propanol 4 

1 -Bromopropane -+ 1 -propano1 
1 -1odopropane --+ 1 -propano1 

CH2BrC1 ' 
2-Hydroxybiphenyl-+ 2,3-dihydroxybiphenyl 
2-sec-Butylphenol-+ 2,3-dihydroxy -sec-butylphen~l ~ 
Linuron + (3,4-Dichlorophenyl)- 1 -methox y - 1 -methy lure a t  
o-Nitrophenol -+ catechol ' 
Nitrobenzene -+ hydroxylaminobenzene " 

CH2C12 ' 

18 nM 
1.5 nM 
2 PM 
2 P M  
6-17 nM 
9-46 nM 
25-38 nM 
290-580 nM 

- 

100 nM 
500 nM 
67 pM 
47 ruM 
30 (1 to 200) 

luM 
10 (1 to 80) phl 

15 ,uM 
30 pM 
60 pM 

6 x lo-'' 
4 x 

ca. 2 x 10-~ 
54000 x 

2 4  x 10-8 
1-2x 10-8 

- 

4-400 x 10-7 

2 x 10-3 
7 x 10-3 

3.6 x 10-5 

to 1 x 10-2) 

8 x 10-5 
(3 x 10-5 to 3 x 104) 

3 x 10-5 
2 x 10-3 
2 x 10-3 

8 x 10'' 
1.1 x 10'' 

3 x 10" 
(8 x 

9 x 10-5 
2 x 10-3 
- 

- 

4.7 x lo4 
1.7 x lo4 
1.1 x 10-3 
1.3 x 10-3 
1.7 x 

1.5 x 
6 x 

4 x 
2.5 x 10-3 
8 x 

2 x 10' 

a Cell counts were converted to protein assuming 1 x 
potein. 'Reichardt et al., 1981. dKim et al., 1995. McNeill et al., unpub.fBartholomew and Pfaender, 1983. Burrows et al., 1984. 

Button, 1998. Suflita et al., 1983.'Alvarez-Cohen and Speitel, 2001. kchang and Criddle, 1997. 'Chang and Alvarez-Cohen, 1996. 
mKoh et al., 1993. Marks et al., 1989. Goldman, 1965. Scholtz et al., 1987a. 4Scholtz et al., 1987b. 'Kohler-Staub and Leisinger, 
1985. Suske et al., 1997. 'Englehardt et al., 1973. ' Zeyer and Kocher, 1988. "Somerville et al., 1995. 

kg of protein per cell. Assuming 0.3 pg dry mass per cell, and dry mass is 50% 
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latter result emphasizes the point that, if different steps are rate limiting within a 
compound family, we cannot expect the enzyme-catalyzed rate within the substrate 
set to exhibit consistent dependencies on substituent properties like polarity and 
steric nature. 

The study of Scholtz et al. (1987a, b) is another instructive example of an enzymatic 
hydrolysis. These investigators found that in cell-free extracts (i.e., cells broken 
open and membranes and organelles removed before experimentation) from an 
Arthrobacter sp., alkyl halides hydrolyzed at similar rates as in pure cultures of the 
intact bacteria. Hence differential biouptake limitations can be neglected in this 
case. These investigators proposed an enzymatic sulfhydryl group was involved in 
the reaction leading ultimately to the corresponding alcohols. The VA,, values 
derived from their cell-free extract data for a series of alkyl halides are summarized 
in Table 17.8. If the first nucleophilic reaction step (enzyme alkylation) of the 
hydrolase was the slow step, we would expect the rates for alkyl chlorides, alkyl 
bromides, and alkyl iodides would differ since different C-X bonds were being 
broken in the rate-limiting step. Further, we might expect the longer carbon chain 
compounds to react somewhat more slowly due to steric hindrance of the initial 
nucleophilic attack. Generally the data in Table 17.8 indicate all of the alkyl halides 
shown reacted at about the same rate, which does not support either of these 
expectations. Thus, the initial nucleophilic attack is apparently not the rate-limiting 
step. Dealkylation (i.e., release of the alkyl group bound covalently to the enzyme 
after the initial attack) may indeed be slow; the inability to break up such adducts is 
frequently blamed for the toxic effects of alkylating agents (i.e., substrates that 
cause alkyl groups to attach to macromolecules so as to damage their function). 
Consequently we focus on the second nucleophilic attack since it appears to 
determine the rate of these alkyl halide hydrolyses. In this case, the leaving group 
(i.e., the enzyme itself) has become identical for all compounds involved, so we 
would not expect any rate variations because of this factor. Further, if owing to the 
action of the enzyme, the steric arrangement of the atoms involved in the second 
nucleophilic substitution reaction has already been optimized, then there might not 
be too much difference in steric accessibility between the various homologues. The 

Table 17.8 Observed Maximal Rates (nmol . m i d  mg-’ protein) of Hydrolysis in 
Cell-Free Extracts of Arthrobacter sp. Grown with 1 -Chlorobutane for Primary 
Halide Compounds Present at 5 mM (in Great Excess of their KjMM) a 

“Q R-OH + Enz-SH 

enzyme 
alkylation Enz- +R 

H+ + L- 

enzyme -i-- dealkylation 

R-L + Enz-SH 

“L” R = Methyl- Ethyl- n-Propyl- n-Butyl- 

- 40 -c1 
-Br - 70 70 40 
-I 50 60 80 50 

- - 

a Data from Scholtz et al. (1987a), corrected for fraction dissolved in the experimental media using 
Ki,, values and air-water ratios. 
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Figure 17.19 Rates of hydrolysis 
of two families of esters by a 
hydrolase, chymotrypsin. The 
esters of N-acetyl-L-phenylalanine 
exhibit very similar rates because 
the process in each case is limited 
by the same enzyme deacylation 
reaction (Zerner et al., 1964). The 
esters ofN-benzoyl glycine exhibit 
rates varying by more than a factor 
of 3 because their hydrolyses are 
mostly limited by the initial 
enzyme acylation step (Epand and 
Wilson. 1963). 

k2 or k3 = -!E?%-- initial ester Acylated enzyme Acid product 
tEn*l,,t 

77s-' <.I;: DN0* 

b) esters of Kbenzoyl-glycine 
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data shown in Table 17.8 support the conclusion that the release of the enzymatic 
sulfhydryl group is rate determining in this reaction. However, if another step in the 
dehalogenation of these alkyl halides is the same, such a step could be rate limiting. 
In either case, these data suggest it is possible to make reasonable estimates of VA,, 
values for other alkyl halides for this organism and these conditions. In sum, if one is 
correct in the assumption that the enzyme reaction mechanism is the same for all 
compounds in a family of interest, then it may be feasible to predict rates for new 
compounds in that family based on data from related data on other compounds. 

With deeper understanding of the rate laws applicable to these hydrolases, now we 
need to deduce the parameters that combine to give corresponding kbio values for 
Michaelis-Menten cases (Eq. 17-80). We may now see that the mathematical form 
we used earlier to describe the biodegradation of benzo[fJquinoline (Eq. 17-82) 
could apply in certain cases. Further we can rationalize the expressions used by 
others to model the hydrolysis of other pollutants when rates are normalized to cell 
numbers (e.g., Paris et al., 1981, for the butoxyethylester of 2,4-dichlorophenoxy 
acetic acid) or they are found to fall between zero and first order in substrate concen- 
tration (Wanner et al., 1989, for disulfoton and thiometon). 

This understanding also helps us to anticipate how fast a set of related compounds 
should be hydrolyzed by a particular enzyme. First compounds with structures that 
encourage their binding to the hydrolase (i.e., increase K,) will be processed more 
quickly. Interestingly, some hydrolases such as chymotrypsin (Berezin et al., 1970) 
and many oxidases like cytochrome P450 (Mueller et al., 1995) are known to bind 
their substrates in large measure owing to hydrophobic interactions. Put another 
way, compound binding in such instances should correlate with measures of 
compound hydrophobicity (e.g., y:it or Kj0J although larger substrates may be less 
able to fit in the relevant enzyme’s active site. Additionally, if we know something 
about the rate-limiting step, we can understand how structural variations within a 
compound class should influence enzymatic reaction coefficients like k2 or k3. Thus 
working with insights on susceptibility to comparable solution attacks (e.g., 
chemical hydrolysis rates by hydroxyl anion) and substrate hydrophobicity, one 
might find predictive relationships to describe relative biological hydrolysis rates of 
related sets of compounds. 

Estimating Biotransformation Rates for Michaelis-Menten Cases 

Now we are in a position to estimate biodegradation rates when the overall process is 
limited by enzyme kinetics. For cases of interest to us, we need information on: the 
enzymatic parameters, Via, and KjMM, for the compound, organisms, and conditions 
of interest. Often previous investigators have examined situations that are similar to 
new ones we are trying to model, and values of enzymatic parameters have been 
determined (Table 17.7). Half-saturation constants (KiMM) for a wide variety of 
xenobiotic compounds are often in the micromolar range, although nanomolar and 
millimolar cases have also been measured. Perhaps not surprisingly, values of VA,, 
vary widely since active microbial species abundances also vary widely between 
natural and engineered systems. Nonetheless, for instances in which the 
environmental setting of interest is tested for the short-term degradation of the 
substrate as a function of that substrate’s concentration, values of V k ,  and K I M M  that 
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allow reasonably accurate predictions can be found. For example, with information 
on a microbial species of interest, one can anticipate the degradation of a specific 
organic compound in an engineered reactor (see Illustrative Example 17.8; see 
below). Likewise, using laboratory information on an enzymatic process of interest, 
one may be able to predict the impact of biodegradation in a field setting (see Illus- 
trative Example 17.9 on page 765). 

To conclude, by recognizing cases of enzyme-limited biotransformation, these ap- 
proaches allow us to estimate rates for a wide range of xenobiotic and trace natural 
organic compounds. We also need to emphasize several points of caution. In order to 
have confidence in techniques used to evaluate the reactivities of a compound, we 
must know several facts about the system. First, we must be sure that transport 
limitations are not controlling the overall rate; that is, desorption from nearby solids 
or transport into the cell must not be the slowest step in the process (steps 1 or 5 in 
Fig. 17.1). Second, we must know that the enzymes acting on the substrates of 
interest are essentially unchanging in their abundance (i.e., [Enz],,, is not increasing 
as indicated by steps 6 or 7 of Fig. 17.1). Finally, we must know KiMM and V,, 
values. Since KiMM values are frequently found to be in the micromolar or even 
nanomolar range (Table 17.7), we may expect millimolar and higher levels to exhibit 
saturation enzyme kinetics. Conversely, in Michaelis-Menten cases biodegradation 
rates for nanomolar and lower concentrations may be characterized with rate 
constants, kbio, given by: 

kbio = Vmax [B]/KjMM (17-93) 

where [B] reflects a measure of the biomass present in the environment of interest in 
the units to which Viax has been normalized. While KiMM data may be applicable 
from case to case as long as the same key enzyme is involved, one should not expect 
the same to hold for ViaX information since this parameter depends on the 
concentration of active enzyme, which in turn is certainly dependent on the 
abundance of the relevant microbial species. Despite such complications, 
understanding the nature and dependencies of enzyme-limited biotransformations 
has proven very helpfbl in problems like designing field remediations (e.g., 
Semprini, 1997; McCarty et al., 1998), and may eventually permit future clean-up 
designs using enzymes directly (e.g., Glod et al., 1997a). 

Illustrative Example 17.8 Evaluating the Co-Metabolic Biodegradation of Trichloroethene by 
Microorganisms Growing on Methane in a Well-Mixed Tank (CSTR) 

Problem 

You need to purify a waste water stream containing a recalitrant compound, 
trichloroethene, present in fairly high concentrations, 100 pM (13 ppm). If one 
can deliver this waste water into a well mixed tank (i.e., a continuously stirred 
tank reactor or CSTR) virtually saturated with methane at 500 pM and oxygen at 
1000 ,uM and all other nutrients needed for microbial growth on methane, then 
one can build up a methanotroph population capable of degrading the trichloro- 
ethene by cometabolism to innocuous substances like CO:, and H,O before the 
water is discharged. 



Rates of Biotransformations: Enzymes 763 

trichloroethene 
W E )  

Calculate the steady-state output trichloroethene concentration (pM) after the 
methanotrophs have increased their biomass to a steady state level (cell. m-3) 
assuming a tank with a volume of either V =  10 m3 or 50 m3. Assume you have a 
waste water flow, Q, of 5 m3 d-I, a microbial inoculum with growth properties like 
those shown in Table 17.6 for the landfill-derived methane oxidizers, and a die-off 
coefficient b of 0.1 d-'. 

Answer 

The tank will reach steady-state conditions when the concentration of methane-oxi- 
dizing bacteria, [B], has increased to a constant cell density dictated by a balance of 
their ability to grow on methane against their losses due to wash out and die off 

d[B]/dt = +p[B] - (Q/v)[B] - b[B] 
= 0 at steady state 

Therefore, the growth rate, p, for this bacterial culture, after an initial phase of very 
rapid exponential growth, will ultimately settle down to: 

Psteadystate = CQ/V + b 

- - For the 10 m3 tank, this will be: = ( 5  m3 d-'/lO m3) + (0.1 d-') 

and for the 50 m3 tank: = ( 5  m3 d-'/50 m3) + (0.1 d-') - - 

0.6 d-' 

0.2 d-l 

Note that growth rate needed to maintain a steady-state methanotroph popu-ation in 
the 10 m3 tank (0.6 d-I) is greater than the pmax for these bacteria (0.48 d-')! This 
means that the physical flushing exceeds the ability of these organisms to multiply, 
and thus the methanotrophs will wash out leaving [B] = 0 in that case. Hence, we 
only consider the 50 m3 tank below. 

Now we can solve for the steady-state methane concentration assuming this 
substrate is limiting growth and using the Monod relation, Eq. 17-61 and values of = 

0.48 d-' and KiM = 70 pM from Table 17.6: 

p = (&ax [methanelsteady state (KiM -k [methanelsteady state (3) 

(4) 

implying: 

so that: 
[methanelsteady state = (p*KiM)/(%ax - p ) 

[methane]steady State = (0.2 d-' .70 pM)/(0.48 d-l - 0.2 d-') 

= 50pM 

To obtain an estimate of this steady-state bacterial biomass, we use the methane 
mass balance equation: 

d[methane]/dt = (Qin/V)[methaneIin - (Qout/V)[methane] - kbio [methane] 

where the methane biodegradation term is given by Eq. 17-64: 

= (Qin/V)[methaneIi, - (Q,,,/Q[methane] - p [B] / Y (5) 
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When the system is at steady state (d[methane]/dt = 0), then we may find: 

LBlsteady state = (Q/V)([methanelin - [methanelsteady state)(Y) 1 p (6) 

= (5 m3 d-'/50 m3)(500 x 

= 2.3 x lo', cell m-3 

- 50 x mol m-3)(2 x l O I 3  cell mol-')/(0.2 d-') 

It is interesting to note that had the tank been inoculated with a 5 liter cell suspension 
at lo9 cell. L-' (resulting in an initial cell density of only 2 x lo4 cell. L-' in the tank), 
due to the slow exponential growth near ,urnax (0.48 d-'), this steady state cell density 
would only be reached after about 3 to 4 weeks! 

We also note that the oxidation of methane completely to CO, requires 2 moles of 0, 
for every mole of methane consumed. Thus, the degradation of 450 pmol methane 
L-' can be accomplished with the 0, present (ca. 1000 pM). 

Once the methanotroph-containing CSR has been established, we expect it can 
cometabolically oxidize some of the TCE incidental to the use of the primary 
substrate, methane. The rate of TCE biotransformation is dictated by the 
effectiveness of the methane mono-oxygenase for interacting with TCE rather than 
methane. This enzymatic processing of TCE can be described using a Michaelis- 
Menten expression: 

(d [TCEl/dt)co-metab = v"max LB1 LTCE1 / (KTCE MM + LTCE1) (7) 

From Table 17.7, we find that methanotroph cultures exhibit VkaX values near 2.8 x 
lo4 mol TCE kg-' methanotroph protein s-' and KTCE MM values near 30 pM. 
Assuming methanotrophs are 50% protein and each cell has 3 x kg of biomass, 
then the Vzax is also equal to: 4.2 x mol TCE 
cell-' d-'. Together with the steady-state cell density calculated above, this implies a 
TCE biodegradation rate "constant" near: 

rnol TCE cell-' SS' or 3.6 x 

max P I  / (KTCEMM + [TCEI) k = V" 
bio 

= 3.6~10-'~molcell-' d-'.2.3x10'2cellm-3/(30x10-3molm~3+[TCE]) 

= 8.3 x d-'/ (30 x rnol m-3 + [TCE]) 

We can find the steady-state concentration using the TCE mass balance equation: 

which at steady state (d[TCE]/dt = 0) yields: 

[TCElsteady state = 48 pM 

This implies only about half of the TCE is co-metabolically biodegraded by the 
methanotrophs in the 50 m3 tank. Obviously, one could increase the size of the tank 
to improve this performance. 
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Illustrative Example 17.9 Estimating Biotransformation Rates of an Organic Pollutant in a Natural 
System 

Problem 

You are concerned about the fate of 2-nitrophenol (NP) found at a concentration 
of about 10 ppb (0.07 pM) in some groundwater. According to the literature 
(Zeyer and Kocher, 1988), this compound can be degraded aerobically by soil 
bacteria. The biodegradation pathway begins with an oxygenase that converts NP 
to catechol: 

oxygenase 

2-nitrophenol 
(NP) 

catechol 

In order to anticipate the biodegradation of NP, a soil pseudomonad is grown and 
enriched, and the protein fraction containing the oxygenase is isolated and 
purified by a factor of 40. With this protein isolate, you observed the rate of NP 
degradation as a function of that substrate’s concentration (see data given below). 

(1) Using these data, calculate the protein-normalized V’,,,, and KNp MM for this 
enzymatic reaction. 

(2) Assuming the NP biotransformation is limited by reactions with such an 
oxygenase in groundwater microorganisms, what kbio would you estimate for NP? 

(3) Assuming the NP exhibits a Kd for the aquifer solids of 5 L . kg-’, what overall 
half-life do you expect for NP in this groundwater assuming biodegradation is the 
chief removal mechanism? 

“PI (PM) d[NP]ldt[EnzI,,, 
rate of degradation 

Wmol. g-’ 
protein. m i d )  

2 
3 
4 
5 

10 
20 

1040 
1420 
1920 
2150 
2480 
2530 

Answer 

To deduce the enzyme parameters, fit the laboratory data using a variation of the 
Michaelis-Menten equation (Eq. 17-81) in which that hyperbolic equation is 
inverted to yield a linear form: 

(1) l/v = (KNp MM / V,,,) (l/[substrate]) + ( l/Vma,) 

Now we see that l/v depends on l/[substrate] with a slope of (KNPMM / V,,,) and an 
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intercept of (l/V,,). With the data from the table above, a least squares fit yields: 

l/v = 0.00131 (1/[NP]) + 0.000263 (2) 

From the intercept we have, ( l/Vkax) = 0.000263. So the protein-normalized result is: 

vk, = 3800 mmol. g-' protein isolate. m i d  (3) 

Remembering this represents the result using a 40x purified fraction of the cell 
protein, to normalize to whole-cell protein, divide by this factor: 

VAax = 100 mmol . g-' protein. min-' (4) 

To estimate the rate per g biomass (assume bacteria dry mass is 50% protein): 

Via, = Via, / 0.5 = 200 pmol. g-' dry biomass .min-' ( 5 )  

or per cell (assume a bacterial cell weighs between 0.1 and 1 picogram): 

VEX = Via,= (0.1 to 1 pg cell) = 2 x ( lopi7 to mol . cell-' min-' (6) 

Such "per cell" or "per biomass" maximum rates may be used with estimates of cell 
densities or bacterial biomass for systems of interest to approximate the V,, values 
for those cases. 

Finally, recalling that the slope of the fit gave (KNp / VA,,), we find: 

KNPMM=(&MM/ V~,,)(V~,,)=(0.00131)(3800)=5~M (ca. 700ppb) (7) 

To estimate a rate applicable to the specific groundwater, one needs to "tune" for the 
abundance of microorganisms participating in NP removal there. Unfortunately, 
such information is typically unavailable. Here we use a plausible soil pseudomonad 
abundance of lo6 cells .L-'. In this case, one estimates V,,, to be: 

V,,, = 2 x (1 0-17 to 1 O F 6 )  mol .cells-' min-' x 1 O6 cells. L-' 

= 2 x (lo-'' to lo-'') mol . L-' min-' (8) 

Now we may find a value for kbio: 

k i o  = Vmax / (KNP MM + "PI) 

= 2 x (lo-'' to lo-'') mol. L-' min-' / ( 5  pM + [NP]) 

(9 )  

(10) 

Recalling that [NP] was present in the groundwater at 0.07 pM, we simplify: 

kbio = 2 x (lo-'' to lo-'') mo1.L-' min-' / (5  pM) = 4 x to min-' (11) 

In light of the degradation rate estimated above, one may now estimate the overall 
biodegradation half-life of NP in the subsurface system. Assuming that the rates of 
desorption and uptake do not limit the overall biotransformation process, then we 
may expect (Eq. 17-58): 
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With KNPd of 5 L. kg-' and r,, of 10 kg . L-' (porosity of 0.2), we find: 

fNpw = (1 + rswKNpd)-' = 0.02 

[NPltot,t = [NPItot,t=O exp(-Vw v;'fNpw kbio t ,  

(13) 

The solution to Eq. 12 is: 

(14) 

So the half life is given: 

tl,* = In 2 / (fNpw kbi,,) = 0.693 / (0.2 x 0.02 x 4 x ( 104 to 

= 4.3 x (lo6 to lo7) minutes or 3000 to 30,000 days 

m i d )  

This result has a good deal of uncertainty, especially deriving from estimates of the 
abundance of NP-degrading bacteria. 

17 7 Questions and Problems 

Questions 

Q 17.1 

Why can the rate ofbiotransformation be greater than the rate of mineralization (i.e., 
conversion to COZY HN03, H2S04, H3P04, etc.)? 

Q 17.2 

List three processes that can limit the macroscopically observed rate of a chemical's 
biodegradation. 

Q 17.3 

Indicate the type of initial biotransformation and product you would expect for the 
following compounds if they occurred in an oxic stream. Note that you might expect 
no significant biological transformation in some cases. 

cHc' (a) propane n 
(9) 1 ,I ,2-trichloropropene 

CI 

(h) 1 ,I ,2,3-tetrachloropropene 
)-OH 

(b) isopropanol (2-propanol) 

(c) n-propyl chloride -C' 

(d) chlorobenzene (i) acetone (2-propanone) 

(j) propanoic acid 
(e) n -propyl acetate JOH 

R 
-o+o- (f) di-n-propyl phosphate 

0- 
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Q 17.4 

Indicate the type of initial biotransformation and product you would expect for the 
compounds listed in Q 17.3 if they occurred in an anoxic groundwater. Note that 
you might expect no significant biological transformation in some cases. 

Q 17.5 

Give two re;isons why an organic compound present in a system at "high" 
concentrations can be found to be biodegraded at a rate that is independent of that 
compound's concentration. That is, the loss can be modeled: 

Q 17.6 

When a labile compound is catastrophically released to an environmental system, 
why does its removal typically show a lag period? 

Q 17.7 

What mathematical expression could be used to represent the growth rate of a 
microbial population limited by three substrates all used in the same utilization step? 
How many parameters do you need to know to apply such an expression to a new 
system of interest? 

Q 17.8 

Why are some compounds able to be biodegraded even though microorganisms 
cannot use them as a sole source of carbon and energy? 

Q 17.9 

What factor must be used to convert a Vmx value determined using a pure culture of 
a particular microbial species and given in mol substrate. kg-' protein. s-' to a V,,, 
value in units of mol substrate. L-'sd? What does that factor represent? 

Q 17.10 

Given the enzymatic scenario depicted in Fig. 17.5, why would the enzymatic 
hydrolysis of an ester be sensitive to the environmental pH? 

Q 17.11 

Given the enzymatic oxidation scenario depicted in Fig. 17.7, why would the 
enzymatic oxidation of a hydrocarbon be enhanced by the addition of a substrate like 
formate? 

Problems 

P 17.1 How Much Biomass Do You Expect? 

You want to grow a bacterial culture capable of using dichloromethane (CH,CI,) as 
its sole source of carbon. 
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(a) Write a stochiometrically balanced reaction in which 50% of the carbon in 
CH2C1, is oxidized to CO, and the other 50% is used to make new biomass (CH20). 

(b) If 50% of the carbon in this CH,CI, is converted to CO, (energy use) and the 
other 50% is used to synthesize new biomass (assume composition CH,O), what 
yield in units of g cells. g-' substrate do you expect? 

(c) If a single cell weighs 0.3 pg (0.3 x lo-', g), what yield do you expect in units of 
cells. mol-'substrate? 

(d) What values do you get if the substrate is toluene? Why are the results so 
different? 

toluene 

P 17.2 Optimizing a Bioreactor 

Suppose you are interested in improving the degradation of glycerol by the 10 m3 
bioreactor discussed in Illustrative Example 17.6 (recall that glycerol was decreased 
by 74% in a 10 m3 reactor in that case). 

(a) One option is to vary the volume of the well-mixed reactor. What percent of 
incoming glycerol do you expect will be degraded if you double the tank volume to 
20 m3? 

(b) Another suggestion is to feed the effluent from the first 10 m3 tank into a second 
similar 10 m3 tank (with additional O2 and nutrients as necessary). What percentage 
of the original glycerol will be degraded in this second tank? 

P 17.3 How Effective Will This Low-0, Bioreactor Be at Removing Toluene? 

You have a 10 m3 bioreactor containing a diverse mixture of bacteria. It is fed at 
2 m3 d-' with a waste water containing 100 pM toluene (for structure see P 17.1). 
The waste water also contains a complex mixture of nontoxic organic chemicals. 
Due to the biodegradation of all the substances in the waste, the steady-state 0, 
concentration in the reactor is only 3 pM. If the toluene oxidizers in the tank exhibit 
the properties shown below, what will the steady-state toluene concentration (pM) 
be exiting the tank? How would this result change if 0, could be added to maintain 
a 30 pM steady-state concentration of 0, in the reactor? 

p,,, = 0.5 d-' Y = 2 x 1 celkmol-I die off at 0.1 d-' 

P 17.4 A Case of Oxygen-Limited Biodegradation 

Isopropanol (rubbing alcohol) is continuously discharged into a shallow (2 meters) 
pond. As a result, a bacterial species with pmm of 0.3 hr-', Kiisopropanol of 100 pM, 
and Y,sopropanol of 2 x 1014 cellsmol-' has increased in numbers throughout the pond. 
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After a time, the isopropanol concentration becomes constant at 30 pM (i.e., inputs 
are exactly balanced by biodegradation). 

(a) If air-to-water exchange limits the input of oxygen to the pond to only 1 x mol 
0, rn-, hr l ,  and this oxygen flux limits the degradation of isopropanol, what is the 
maximum rate of isopropanol degradation in the pond (mol.m-3 hr-I) assuming it is 
completely mineralized to CO, and H,O? Assume the pond is well-mixed vertically. 

(b) For this isopropanol biodegradation rate, what bacterial cell density (cells. m-3) 
is necessary? Assume the steady state [O,] 7 KOzM. 

isopropanol 
(2-propanol) 

P 17.5 Can Phenanthrene Degradation Limit Bacterial Growth in an Oxic 

Phenanthrene is present in an oxic sediment bed at 10 pmol . kg-'. You know that some 
bacteria have been shown to use this polycyclic aromatic hydrocarbon as a growth sub- 
strate in the laboratory. Those bacteria exhibited a &ax of 0.9 &', a KM of 4 pmol . L-', 
and a yield of 3 x lOI4  cells .mol-' when their growth was limited by phenanthrene. 

Assuming such bacteria in the oxic sediment bed are removed by predation at 0.2 d-I, 
could they establish a steady-state population growing on phenanthrene dissolved in 
the porewater? Assume the sediment bed has a porosity of 0.6, Kphenanthrened is 
200 L . kg-', and desorption is fast compared to biodegradation. 

Sediment Bed? 

phenanthrene 

P 17.6 Biodegradation of Nitrilotriacetic Acid (NTA) in a Lake 

Ulrich et al. (1 994) reported that the kbio values necessary to explain the mass bal- 
ance of nitrilotriacetic acid (NTA) present in a Swiss lake at l to 10 nM ranged from 
0.02 to 0.05 d-'. In another study, Bartholomew et al. (1983) tested an estuarine 
water for NTA biodegradation as a hnction NTA concentration, and they found V,,, 
between 0.3 and 3 nmo1.L-' h-' and K i M M  between 300 and 600 nM. Are the results 
of these two investigations consistent? Identify any assumptions you must make. 

0 

nitriloacetate 
(NTN 
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P 17.7 Assessing the Rate of Toluene Biodegradation in a Shallow Stream 

Ground water leachate from a waste site causes a stream to have 4 pM toluene (for 
structure see P 17.1) at the point of exfiltration. This concentration decreases to 
about 0.01 pM some 400 meters downstream. Could this concentration change be 
due to biodegradation? 

Assume the following apply: (a) the stream bottom is covered with a "film" of 
organisms 1200 g biomass .m-2 of stream bottom; (b) using film scrapings in a 
laboratory suspension at 2 g biomass. L-', you find that toluene added at 0.2 pM 
disappears at a rate of 1.2 hr'; and (c) using film scrapings in a laboratory 
suspension you find the rate of toluene degradation is half maximal at 2 pM. Also 
assume the stream is 0.1 m deep, flows at 200 m.hr-', and does not incorporate 
significant additional exfiltrating ground water in the 400-meter-long reach in 
question. Finally, assume that toluene and 0, mass transfers from the shallow water 
column into the biomass film are not rate limiting. 

P 17.8 Estimating the Biodegradability of Linuron in a River 

You are concerned about the longevity of the herbicide, linuron, leaching into a river 
from some neighboring farmland. Given the structure of this urea derivative, you 
expect it will be biodegraded via a hydrolysis mechanism. You recall a report of a 
hydrolase enzyme from a common bacterium that exhibits a half-saturation 
constant, K ; M M ,  for linuron of 2 pM and a maximum degradation rate, V,,,, for 
linuron of 2500 pmol . kg-' protein. s-'. 

(a) Experimenting with some river water, you find that linuron added at 0.1 pM 
degrades with a half-life of 60 days. What would the hydrolase enzyme concen- 
tration (kg pr0tein.L-') in the river water have to be if biodegradation via such an 
enzyme accounted for all the linuron removal? Assuming a bacterial abundance in 
the river water of lo9 cel1s.L-', that they are 70% water and average 1 pm in 
diameter, and that their dry mass is half protein of specific density 1.5 g . mL-', is the 
hydrolase concentration feasible? 

(b) Would you expect linuron biodegradation in the river water to exhibit a lag 
phase? 

(c) If linuron leached into the river at 0.01 pM, what biodegradation half life (days) 
would you expect it to have assuming the hydrolase concentration in the river water 
proved to be 3 x lo-'' kg protein. L-'? 

linuron 

P 17.9 Biodegradation to Remove Trichloroethene from a Subsurface Site 

In order to degrade trichloroethene (TCE) contaminating some groundwater at 5 pM 
(660 ppb), you want to inject toluene (for structure see P 17.1) and O2 below ground 
and grow a bacterial community capable of growing on the toluene and 
simultaneously co-metabolizing the TCE (after McCarty et al., 1998.) 
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CI c'Mc' H 

trichloroethene 
W E )  

Using one liter of subsurface site material (containing 0.33 L of water and 0.67 L of 
solids; Ktoluene = 0.1 L . kg-') in an enclosed column in the laboratory, you flush it 
with water containing 100 pM toluene and O2 (added as H,02) in stoichiometric 
excess. You find the steady-state dry biomass is 10 mg bi0mass.L-' (ie., 30 mg 
biomass. L-' of water). By varying the influent toluene concentration, you find the 
,urnax on this substrate is 1 d-I, the die-off coefficient is 0.15 d-', the half-saturation 
constant with respect to dissolved toluene is 10 pM, and the dry biomass yield from 
toluene is 8 x lo4 mg biomass. mol-' toluene. 

(a) Assuming the laboratory parameters apply at the contaminated site, if toluene is 
injected at 100 pM, what half life (time for toluene concentration to decrease to half 
its initial concentration in days) would you expect for this growth substrate? Also 
assume toluene losses in the field should be modeled with: 

wherej&,  is the fraction of toluene dissolved in the groundwater and you assume 
sorptive exchange is fast relative to biodegradation. 

(b) Does the half life (time for toluene concentration to decrease to half its initial 
concentration in days) change if you inject toluene at 10 pM? Explain why it does or 
does not. 

(c) You are interested in how closely treatment wells should be placed in the field. 
You reason that you want injected toluene to be present at significant concentrations 
everywhere in the treatment area. Using three times the toluene degradation half life 
(100 pM case) as a metric for the time in which toluene would be consumed below 
ground, how far (meters) into the aquifer would you expect the toluene-oxidizing 
bacteria to occur assuming the toluene/O, solution was injected at 40 L.min-' 
through a well with a 5-meter-long screen? Assume flow into the subsurface is 
cylindrical and recall that the porosity is 0.33. 

(d) If the bacteria grown on toluene in the laboratory also co-metabolize TCE with 
K T C E  MM of 10 pM and VAax of 11 mol . kg-'protein. d-', estimate the below-ground 
kbio (d-') for trichloroethene assuming the bacteria establish a steady-state dry 
biomass equivalent to 10 mg dry biomass. L-' of intact aquifer and the bacteria are 
50% protein. Also, assume KTCE d = 0.1 L . k g ' .  

P 17.10 Do Soil Methanotrophs Degrade Significant Amounts of Atmospheric 

Methane (CH,) in the atmosphere is an important greenhouse gas. You wonder ifthis 
compound is degraded by bacteria that occur in the upper layers of oxic soils. You 
estimate that the diffusive flux of methane from the atmosphere (present at about 

Methane? 
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1500 ppbv or 6 x lo-* mol. L-') into the upper 10 centimeters of soil could be near 
1 x mol.cm-2 s-' assuming an average soil gas concentration in this layer of 
500 ppbv. 

For this problem, assume an air-water partition constant, KCH4aw = 30 and an 
organic carbon-water partition coefficient K c H ~ ~  = 10 L . kg-'oc. Also assume the 
air-plus-water-filled soil porosity is 0.4, the soil solid density is 2.5 g .mL-', the soil 
water content is 12% by weight, and the organic carbon content is 5% by weight. 
Finally, assume the methane biodegradation obeys: d[methane]to,a,ldt = - fCH4w . kbio 

[methaneltotal . 

(a) What is the fraction in dissolved form for methane ( fcHIW) in this surface soil? 

(b) Now, consider the hypothesis that methanotrophs, bacteria that use methane as a 
growth substrate, consume the methane in the upper 10 cm soil layer. What value of 
KCH~M (mo1.L-' water) would such a growing methanotroph population need to 
have if the methanotroph cell density in this upper soil layer was lo6 cells. g-' soil 
and they exhibited a hax of 0.5 d-' and a yield of 2 x 1013 cells.mo1-I? Assume 
~ c H ~ ~  is 0.1. 

(c) Alternatively, the methane may be co-metabolized by bacteria growing on other 
substrates. What methanotroph cell density (cells. g-' soil) would be necessary to 
degrade the incoming methane if the co-metabolic parameters were: KcH,, MM = 10 
pM and V&, = 1 x mol . kg-'protein . s-'? Is this feasible if the total bacteria are 
present at lo9 cells. g-'? Assume methanotrophs are half protein in their dry mass 
and individually weigh 0.3 pg. Assume ~ c H ~ ~  is 0.1. 
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PART IV 

MODELING TOOLS: TRANSPORT AND REACTION 

Working in natural systems, that is, conducting environmental organic chemistry, 
requires tools which we don’t need in the laboratory. This includes combining differ- 
ent kinds of processes, for instance, transport and reaction processes. We do that by 
using mathematical equations to extrapolate knowledge acquired under well-con- 
trolled conditions (often in the laboratory) to natural (and often uncontrolled) condi- 
tions. Frequently, the mathematical concepts will be more complex than most of the 
equations which we have used so far. Many scientists would only call such sets of 
equations models and distinguish them from fundamental relations such as Henry’s 
law. Yet, there are just gradual differences between them, although - as the reader 
will see - the mathematics may become rather complicated when we move forward 
from Henry’s law to the modeling of turbulent transport of PCBs through the water 
column of Lake Superior. 

In this and subsequent chapters we intend to guide the reader through the complex 
world of mathematical modeling. More specifically, we will discuss those kinds of 
environmental models which, as we believe, are central for tackling the task outlined 
in Chapter 1 that is, to evaluate the fate and behavior of anthropogenic organic com- 
pounds in the environment. The ultimate goal would be to describe the concentration 
distributions of selected compounds in space and time, Ci(x,y,z, t), where sy,z are the 
three space coordinates (Cartesian or others) and t is time. A model capable of fulfill- 
ing this task must combine characteristic properties related to the compounds with 
properties related to the environmental systems in which the compounds move 
(ocean, lakes, atmosphere, rivers, groundwater aquifers etc.). The former have been 
extensively treated in Parts I1 and I11 of this book; the latter are discussed in Part V. 

Part IV, lying in between, prepares the ground for the construction of models of 
chemicals in real environmental systems. The path toward this goal can become 
extremely difficult and might turn away some readers (strong through their inten- 
tions may be), unless certain precautions are taken. First, we do not intend to climb 
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the “C,(x,y,z,t)-mountain” in one single tour de force. There will be steps and inter- 
mediate halts where climbers can rest or even turn back without loosing the insight 
gained so far. Those who continue the ascent will always be reminded that the very 
top of the mountain will never be reached - in fact, it cannot be reached by means of 
a model, since the top is the “real world,” that is, real concentration distributions 
which could only be pictured by a “model of everything”. Such a model would obvi- 
ously violate one of the central goals of modeling, that is, simplicity. 

Second, we should not mix up mathematical models with their representation as com- 
puter programs. Although the software market offers an increasing number of sophis- 
ticated, often rather user-friendly modeling programs, the uncritical application of 
such programs may be dangerous, especially if the result must serve as the basis for 
far-reaching and perhaps very costly measures. We strongly believe that every user of 
such programs should have some understanding of how models are built, how they 
work, and where they meet their limits. Often it is helpful to check the plausibility of 
modeling programs by comparing the results obtained for simple conditions with the 
analytical tools that will be derived in the following chapters. Obviously, this can be 
done only by a person who understands the different elements which are needed to 
describe a complex environmental system. Therefore, we put the emphasis on under- 
standing the mathematical equations and their solutions that is, on the “reading skills” 
of the mathematical language. Only little will be said about computer programs, 
though we all know that, once the basics are understood, analytical solutions are now 
only seldom used for tackling actual problems. Again, we try to progress stepwise, 
from the familiar set of equations with one or more unknowns via simple linear differ- 
ential equations to certain simple partial differential equations. The chapters are stmc- 
tured such that the reader can skip over certain more complicated parts at the end of 
each chapter without losing the ability to continue his or her ascent in the following 
chapter. Where suitable, mathematical tools will be presented in specially designed 
boxes to which we can refer whenever necessary. 
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Chapter 18 

TRANSPORT BY RANDOM MOTION 
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18.1 Introduction: Advection and Diffusion 

In natural systems there are two types of transport phenomena: (1) transport by ran- 
dom motion, and (2) transport by directed motion. Both types occur at a wide range 
of scales: from molecular to global distances, from microseconds to geological 
times. Well-known examples of these types are molecular diffusion (random trans- 
port) and advection in water currents (directed transport). There are many other 
manifestations such as dispersion as a random process (see Chapters 24 and 25) or 
settling of suspended particles due to gravitation as a directed transport. For simplic- 
ity we will subdivide such transport processes into those we will call diffusive for 
ones caused by random motions and those called advective for ones resulting from 
directed motions. 

This chapter deals with the mathematical description of diffbsion. Since it is easier 
to understand the nature of random transport by comparing it with directed transport, 
we briefly discuss advection as well. A more complete discussion of advective trans- 
port follows in Chapter 22. 

A Thought Experiment in a Train 

Imagine sitting in the dining car of that wonderful train which takes you through the 
steep mountains of eastern Switzerland to St. Moritz. While you travel uphill along 
the winding track, through loop-tunnels and narrow valleys, you order a cup of cof- 
fee. You add some milk and stir the coffee with your spoon. Then you lift the cup and 
take the first sip. Though in this wonderful environment it may sound frivolous, you 
suddenly ask yourself the question: How is the milk moving? You begin to analyze 
the situation. First, relative to the ground outside, the milk is traveling along the 
railway track toward St. Moritz. This motion is determined by the directed move- 
ment of the dining car. In a formal sense, the motion can be described by the three- 
dimensional velocity vector (i.e., by a set of three numbers which are the compo- 
nents of the velocity along the three axes of a Cartesian coordinate system: v = (vx, 
vy, v,).) Note that all other objects in the dining car, the coffee cup, the table, your- 
self, etc. are transported along the same path. The transport is directed or advective. 

Next you ask the question: How does the situation change when you lift the cup to 
your mouth? Obviously, this is a movement relative to the dining car; most objects in 
the car don’t experience this movement of your arm. But the movement as such is 
still directed and shared by all the fluid elements in the cup and by the cup itself. 
Thus, this is still an advective motion, although on a smaller scale compared to the 
motion of the dining car. The combined effect on the milk molecules from the mo- 
tions of car and cup can be expressed as the sum of two vectors: v,,, = v,,, + vcUp. 

So far, we have not considered the effect of stirring the milk in the coffee. How 
should we characterize this motion? At first sight, the motion of the fluid produced 
by the spoon may look like advection as well, since it sets the coffee into a directed 
rotational motion. But this is not the only result. By stirring, the spoon has intro- 
duced enough mixing energy into the coffee such that the flow becomes turbulent. 
Although the movement of the spoon is not really random, it triggers the random 
process, that is, turbulent diffusion, which is necessary to achieve a uniformly mixed 
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coffee and milk. If you could look even closer, you would see that the final job of 
mixing is done on the molecular level by random motions of the constituent mole- 
cules or molecular diffusion. 

Before leaving our comfortable dining car, let us perform another experiment. For a 
moment you forget all your manners, take the salt shaker, put some salt into the 
sugar bowl, and mix both salt and sugar with your spoon. Not concerned that a later 
customer may not be very happy about your experiment, you consider how to classi- 
fy your action as an advective or a diffusive process? The answer depends on the 
scale at which you are looking. At the scale of the sugar bowl, you have randomly 
mixed the individual sugar and salt grains so as to reach a homogeneous mixture of 
particles of both kinds. This is a diffusive process. Yet, at the level of the individual 
grains, the picture looks different: The molecules contained in an individual crystal 
were advectively, that is, jointly moved around. Thus, the distinction between ad- 
vective and diffusive motion is context or scale dependent. 

Real environmental transport processes contain all these phenomena that we en- 
countered in the dining car. For instance, large ocean currents, such as the Gulf 
Stream, act as the dining car. Within these currents there are parcels of water called 
turbulent eddies which move relative to each other. In addition, small plants and 
animals carried in the current move relative to the surrounding water, take nutrients 
up, and mix them within their bodies. 

In fact, wherever we look at a compartment of the environment, we usually find the 
simultaneous actions of advective and diffusive motion. In this chapter we focus on 
the latter. 

18 2 Random Motion 

Random motion is ubiquitous. At the molecular level, the thermal motions of atoms 
and molecules are random. Further, motions in macroscopic systems are often de- 
scribed by random processes. For example, the motion of stirred coffee is a turbulent 
flow that can be characterized by random velocity components. Randomness means 
that the movement of an individual portion of the medium (i.e., a molecule, a water 
parcel, etc.) cannot be described deterministically. However, if we analyze the aver- 
age effect of many individual random motions, we often end up with a simple mac- 
roscopic law that depicts the mean motion of the random system (see Box 18.1). 

We can analyze the connection between randomness at small scales and order at large 
scales by an infinite one-dimensional array of discrete boxes which are positioned 
along the x-axis (Csanady, 1973). The boxes are numbered by m = 0, f 1, f 2, . . . where 
the box m = 0 is situated at x = 0 (Fig. 18.1). Let us assume that at time t = 0 an object 
(molecule, particle, etc.) begins its random walk at box m = 0 (Fig. 18.1, top line). At 
fixed times t = At, 2At, 3At . . . the object jumps randomly either to the left or to the 
right. The path marked by A represents the path of an object which jumps twice to the 
left, then once to the right and once to the left again and finally twice to the right. At 
time t = 6At, the object happens to end up in the same box (m = 0) fiom which it started. 
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space (x) 

Figure 18.1 Random walk of an 
object through an infinite array of 
discrete boxes numbered by m = 0, 
f 1, & 2, . . . .At time t = 0 the object 
is located in box m = 0 (probability 
1) and then moves with equal prob- 
ability to the two adjacent boxes m 
= k 1 (probabilities U2). The time 
steps are numbered by n.  The re- 
sulting occupation probabilities, 
p(n,m), of being in box rn after time 
step n are the Bernoulli coefi- 
cients (Eq. 18-1). Curve A shows a 
typical individual path. Curve B 
represents the unlikely case in 
which the object jumps six times in 
the same direction. 
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Another path marked by B shows the extreme case of an object which jumps six 
times to the right. Its end position represents the largest distance which an object can 
travel within six time steps. Obviously, this distance grows with increasing number 
of time steps, n. 

Bernoulli Coefficients 

Although the path of an individual object cannot be predicted, we can conduct many 
experiments and then count the probability for an object to reach a given box m after 
n time steps,p(n, m). You can easily convince yourself that these probabilities corre- 
spond to the numbers shown in Fig. 18.1, provided that at each box the chance is 
exactly 1/2 for the object to jump on either side. In Fig. 18.2 we have plottedp(n, m )  
as a function of m for two times ( t  = 4 At and t = 6 At).  Note that m corresponds to the 
spatial coordinate, x, so the probability plots represent spatial distributions of objects 
which move at random from a given origin (m = 0 or x = 0) along the x-axis. 

There is a simple recipe to construct the values ofp(n, rn) for increasing values of n. 
When moving from one line of Fig. 18.1 (e.g., line n = 2) to the next (n  = 3), 50% of 
the contents of box m is added to box m-1 , the other 50% to box m+l . For instance, 
the value of the box at n = 3, m = - 1 is derived from the two boxes at {n=2, m= -2) 
and ( ~ 2 ,  m=O} as follows: 1/2[( 1/4)+(2/4)]=3/8. The resulting numbers, known as 
the Bernoulli coefficients, can be expressed by the equation: 

n! 
(18-1) p(n ,  m) = 
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Box 18.1 Deterministic and Random Processes 

Classical physics is based on the concept that things happen deterministically: From A follows 3 and from B follows 
C and each of these successive outcomes can be described with some exact functional relationship. Such are New- 
tons’s laws and Maxwell’s equations, to mention just two examples. Of course, scientists like Newton, Maxwell, 
and others were well aware of the seemingly irregular, unpredictable (random) nature of certain phenomena. The 
movement of the smoke from a chimney and the flow of the water in a river look rather irregular. Yet, these 
scientists were convinced that if only we were able to break down the description of the system to the smallest 
possible level (e.g., the molecules), the motion would turn out to be deterministic again. 

Physicists and chemists invented an ingenious method to overcome the seemingly irregular nature of complex 
systems by the definition of macrovariables such as temperature (the average kinetic energy of molecules) or 
pressure (the average force of moving molecules exerted on a wall). They assumed that the average behavior of a 
large number of identical objects can be described by deterministic relationships (such as the law of the ideal gas), 
although the behavior of the individual objects cannot be known exactly. 

At the beginning of the twentiest century, the French mathematician, Henri Poincark, found that the solution of 
certain coupled nonlinear differential equations exhibits chaotic behavior although the underlying laws were fully 
deterministic. He pointed out that two systems starting with slightly different initial conditions would, after some 
time, m.ove into very different directions. Since empirical observations are never exact in the mathematical sense 
but bear a finite error of measurement, the behavior of such systems could not be predicted beyond a certain point; 
these systems seem to be of random nature. A random process - in contrast to a deterministic process - is character- 
ized by: From A follows B with probabilityp,, C with probability pc etc. 

The idea of a fully deterministic world received its final blow from the modem physics of the twentiest century. 
Quantum mechanics abandoned the model of complete determinism. From a pragmatic point of view it is not 
relevant whether nature is inherently nondeterministic (as quantum theory states) or whether randomness is just a 
consequence of the complexity of natural systems. In fact, most descriptions (or models) of natural processes are 
made up of a mixture of deterministic and random elements. 

where n! = 1.2.3 . . .(n - 1)m is n-factorial. You may convince yourself that the coef- 
ficients are symmetric in m {i.e.,p(n,m) =p(n,-m)} and that the sum over m for any 
n is 1. Note that the values of rn from -n to +n run only through even or odd numbers 
depending on whether n is even or odd. 

Normal Distributions 

The analytical expression, Eq. 18-1, is not easy to evaluate for large values of n. 
Fortunately, the French mathematicians, DeMoivre and Laplace, found that with 
increasing n, the Bernoulli coefficients converge to the function: 

(1 8-2) 

In this expression n and m are no longer restricted to integer values. As shown in Fig. 
18.2 for n = 4 and n = 6, the continuous representation of the Bernoulli coefficients 
is surprisingly good even for small n values; it becomes even better if n is large. 
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Figure 18.2 Bernoulli coefficients 
p(n,m) for n = 4 and n = 6 (open 
circles with numbers) compared to 
the normal density approximation 
p,,(m) by DeMoivre and Laplace. 
Note that in most mathematical 
handbooks, the Bernoulli coeffi- 
cients are listed as p(n, k) = 

1 n! 
where _- 

2n k !  (n -k)! 

k = (1 / 2 ) ( n  + m). 
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A curve with the shape given by Eq. 18-2 is called a normal (or Gaussian) distribution. 
Usually it is denoted as p,(x) where x is the spatial coordinate and 0 is the standard 
deviation which characterizes the width of the distribution along the x-axis. The math- 
ematical definition and properties of the normal distribution are presented in Box 18.2. 

To show the relationship betweenp,(m) expressing the probabilities of numbers and 
p,(x) describing a continuous spatial distribution of a quantity like concentration, we 
make use of the analogy between the integers n and m, which describe the simple 
random walk model shown in Fig. 18.1 , and the time and space coordinates t and x, 
that is: t = n At and x = m Ax. The incremental quantities, At and Ax, are characteristic 
for random motions; the latter is the mean freepath which is commonly denoted as 
h = Ax, the former is associated with the mean velocity u, = AxfAt = hlAt. Thus, we 
get the following substitution rules: 

m=x/Ax=xlh , n=t/At= U , t A  

which we can insert into the exponential function of Eq. 18-2: 

To transformp,(m) into a normalized spatial distribution we still have to divide the 
nondimensional prefactor of Eq. 18-2 by the average distance between two adjacent 
occupied boxes. Since at any time only every second box is occupied (see Fig. 18. l), 
this distance is 2Ax = 2h. Finally we get: 

112 
2 1 p,(xl=-=[- P n  ( m )  1 -exp 

2h n(u,tlh) 2h (18-3a) 
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Box 18.2 The Normal (Gaussian) Distribution 

The one-dimensional normal (or Gaussian) distribution along the x-axis is defined by 

where o is the standard deviation and o2 is the variance of the distribution. 

p,(x) has the following properties: 

Normalization: 

Mean value: 

Variance: 

m 

Integrals within finite boundaries have the following fixed values: 

7 p,(x)dx = 0.954 
-2 0 

For other numerical values see Table A. 1 in Appendix A. 

where we have introduced the standard deviation (see Box 18.2): 

112 
(3, = (u,h t )  (18-3b) 

This is an extremely important result. It says that the standard deviation of the one- 
dimensional spatial distribution of objects moving randomly along a space axis 
grows as the square root of time and that this growth is controlled by the product of 
the mean free path and the mean velocity, (u,h). Note that this quantity has the 
dimension [L'T']. Its meaning will become clear below. 
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Two Basic Descriptions of Transport by Random Motion: Mass Transfer 
Model and Gradient-Flux Law 

Imagine that in Fig. 18.1 at some position x, we put a virtual wall and calculate the 
net flux along the x-axis, F,, of objects per unit time. F, is the difference between the 
number of objects crossing the wall from left to right (Le., in the positive x-direction) 
and the number passing from right to left. F, can have either sign; a positive F, 
means that there is a net flux of particles moving in the positive x-direction. It is easy 
to see that the net flux is proportional to the occupation difference between adjacent 
space elements. Furthermore, the flux is directed “against the gradient.” That is, 
there is net transport from the box with a larger occupation number to the box with a 
smaller content. 

There are two mathematical methods for formulating transport by random motion. 
The first, often called a mass transfer model (Cussler, 1984), relates the net flux to 
the difference in occupation numbers between two adjacent subsystems, A and B: 

FAIB = - constant .[occupation number B - occupation number A] 

In the framework of the model of Fig. 18.1, the occupation numbers would be the 
probabilities p(n,m) of two adjacent boxes. For instance, the net flux in the time 
interval from t = 4 At to 5 At between the boxes m = 2 and m = 4 is proportional to 

1 4  3 
- [p(4,4)-p(4,2)] = - [ - --] = - 

16 16 16 

In environmental systems fluxes are usually expressed as mass per unit area and per 
time (dimension ML-’T’) and the occupation numbers as concentrations (dimen- 
sion ML”). Then, the constant appearing in the flux expression must have the di- 
mension of a velocity (LT-I). Later we will use the term transfer or exchange veloc- 
ity and designate it as vNB or v,, to discuss the speed with which mass is moved from 
subsystem A to subsystem B. To summarize, the mass transfer model takes the form: 

(1 8-4) 

The second model, the so-called gradient-Jux law, is considered to be more funda- 
mental, although it is based on a more restrictive physical picture. In contrast to the 
mass transfer model, in which no assumption is made regarding the spatial separa- 
tion of subsystems A and B, in the gradient-flux law it is assumed that the sub- 
systems and the distance between them, hAIB, become infinitely small. For very 
small subsystems the term occupation number loses its meaning and must be re- 
placed by occupation density or concentration. Obviously, the difference in occupa- 
tion density tends toward zero, as well. Yet the ratio of the two differences, Aoccupa- 
tion density : h A / B ,  is equal to the spatial gradient of the occupation density and 
usually different from zero: 

d 
dx 

F,  = - constant -(occupation density) (1 8-5) 

where the minus sign indicates that the flux points against the gradient. Note that 
instead of the subscript A/B, which characterizes the flux in Eq. 18-4, we now use 
the subscript x to design the coordinate axes along which the flux occurs. 
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I 
L I I 

X X X 

Figure 18.3 Relation between the The relationship between the flux of a property and the spatial gradient of a related 
variation a concentration profile property called a gvadient-Jux law is typical for a whole class of physical processes. 

diffiisive flux. F,. A list of processes that obey the gradient-flux law is given in Table 18.1. In all these 
processes, it is assumed that the flux is determined by the variation of a local proper- 
ty. This variation (such as the gradient of the occupation density) is the “driving 
force” for transport. Mathematically, the gradient is a local property of a function; 
nothing has to be known about the shape of the function elsewhere along the x-axis. 
It is this peculiarity which on one hand makes Eq. 18-5 so powerful, yet on the other 
hand restricts its validity. Later in Chapter 22, when we discuss turbulent diffusion, 
we will meet situations in which the “locality” of the flux is only approximately 
valid. Strictly speaking, the random walk model shown in Fig. 18.1 is such an exam- 
ple already, since the objects jump over the finite distance Ax. 

along x, C(x), and the direction of the 

Fick’s First Law: Relating Spatial Changes in Concentration to 
Diffusive Fluxes 

One well-known example of the gradient-flux law is FickkJirst law, which relates 
the diffusive flux of a chemical to its concentration gradient and to the molecular 
diffusion coefficient: 

F =-D- dC [ML-’T-’] 
dx 

(1 8-6) 

where F, is the mass flux per unit (cross-sectional) area and per unit time, D is molec- 
ular difisivity, C is concentration, and dC/dx is the spatial gradient of C along the x- 
axis. The molecular diffusivity (or molecular diffusion coefficient) D has the dimen- 
sion [L’T-’I. As shown in the following section, D depends on the diffusing chemical 
as well as on the medium through which it moves (e.g., water). 

Note that in Eq. 18-6 the direction of the flux is indicated by the sign of F,. If F, is a 
positive number, the flux occurs in the positive x-direction. Likewise, the sign of the 
spatial gradient, dC/dx, is positive if C increases with x. Examples are given in Fig. 
18.3. 

Below we will show that difksivity D can be interpreted in the framework of a random 
walk model (see Eqs. 18-16 and 18-17). Particularly, D is related to the random walk 
parameters, mean free path h and mean velocity u, , by the simple relation: 

1 
2 

D = - h u ,  (18-7) 
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If extended to three dimensions, the numerical factor on the right-hand side becomes 
1/3 (Jeans, 1921): 

1 
D = - ? L u  

3 
(1 8-7a) 

where u is the average molecular velocity in the three-dimensional space. These 
two equations are fundamental for a great variety of random walk situations and 
prove very useful. For instance, we can combine Eqs. 18-3b and 18-7 to calculate the 
average distance a population of objects has diffused in a one-dimensional case: 

ox = ( 2Dt)1’2 measure of diffusion distance along one space axis (1 8-8) 

This law, independently found by Einstein (1905) and the Polish physicist Smolu- 
chowski when they studied the Brownian motion of small particles, became an im- 
portant clue for proving the real existence of atoms and molecules as discrete items 
of mass which move randomly. 

Mass Balance and Fick’s Second Law 

In order to fully appreciate the consequences of the rather simple mathematical rules 
which describe the random walk, we move one step further and combine Fick’s first 
law with the principle of mass balance which we used in Section 12.4 when deriving 
the one-box model. For simplicity, here we just consider diffusion along one spatial 
dimension (e.g., along the x-axis.) 

We want to formulate the mass balance for a rectangular “test volume” ( V  = 

Ax Ay Az) whose edges are parallel to the axes of a Cartesian coordinate system (Fig. 
18.4). For the one-dimensional case, the flux is assumed to be parallel to the x-axis 
and independent of y and z, yet variable along the x-axis. It is expressed by F&) 
where the subscript x indicates the axis along which the flux occurs and the paren- 
thetical x refers to the location on the x-axis (e.g., x = 0). If C is the average concen- 
tration in the test volume, then the change of total mass, VC, per unit time is: 

d dC 
-(VC) = V - = a,F’ (0) - a,F‘ (AX)  [MT-’ ] 
dt dt 

(1 8-9) 

flux in from left - flux out to right 

where a, = Ay.Az is the area of the test volume perpendicular to the x-axis. The signs 
on the right-hand side of Eq. 18-9 reflect the convention adopted for the mass flux in 
Eq. 18-6 (i.e., positive if pointed into the positive x-direction). Since V is constant, 
both sides can be divided by V: 

If the size of the test volume along the x-axis is made smaller and smaller (i.e., if 
Ax+ 0), both the numerator and the denominator on the right-hand side of Eq. 
18- 10 go to zero, but not the quotient. In fact, the derivative is defined as: 

(18-11) 
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A box volume = A\ 

“W’ _n mass balance 
A -U 

Figure 18.4 Rectangular test volume 
of size Ax.Ay.Az and mass flux 
along the x-axis. 

Combining Eqs. 18-10 and 18-11 yields: 

axAxat=- ac ax.[FX(;lx)-Fx(O)] 

ac - aFx 
at ax i f l x  -0 : -  

[ML-3T-’] (18-12) 

Note that now we have two kinds of derivatives, one with respect to time, (aC/at), 
and another with respect to space, (aFf ix) .  To indicate that each derivative is to be 
evaluated by keeping all other variables constant (mathematicians call it a partial 
derivative), we use the symbol a. Sometimes, as in Eq. 18-12, the variables to be 
kept constant are explicitly indicated as subscripts, but usually these reminders are 
omitted. 

Eq. 18-12 and its two- and three-dimensional siblings which we will discuss in 
Chapter 22 are fimdamental. In mathematics, such relations are said to obey Gauss ’ 
theorem, stating that the local concentration variation with time is equal to the nega- 
tive spatial gradient of the flux along the x-axis. Note that at this point we have not 
made use of any explicit algebraic definition ofF,  so Eq. 18-12 is generally valid for 
all kinds of transport processes. For the special case of molecular diffusion, we get 
from Fick’s first law, Eq. 18-6: 

If diffusivity D is independent ofx, which for molecular diffusion is usually the case, 
then aD/ax is zero and the second term on the far right-hand side drops. We are left 
with Fick b second law: 

[hK3T-’ ] 
ac a2c 
at ax2 
- = D- (18-14) 

This law states that the local concentration change with time due to a diffusive trans- 
port process is proportional to the second spatial derivative of the concentration. 
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Advanced Topic 

As a special case, we consider a linear concentration profile along the x-axis: 
C(x) = a, + a,x. Since the second derivative of C(x) of such a profile is zero, diffu- 
sion leaves the concentrations along the x-axis unchanged. In other words, a linear 
profile is a steady-state solution of Eq. 18-14 (dC/af = 0). Yet, the fact that C is 
constant does not mean that the flux is zero as well. In fact, inserting the linear 
profile into Fick’s first law (Eq. 18-6) yields: 

dC 
dx 

F, = -D- = Da, = constant 

Since the flux is independent of x, the substance which is transported along the x-axis 
can neither accumulate nor disappear, thus dCldt = 0. This situation will be discussed 
in more detail in the next section dealing with transport through boundaries. 

The Normal Distribution: An Important Solution 
of Fick’s Second Law 

Fick’s second law (Eq. 18-14) is a second-order linear partial differential equation. 
Generally, its solutions are exponential functions or integrals of exponential func- 
tions such as the error function. They depend on the boundary conditions and on the 
initial conditions, that is, the concentration at a given time which is conveniently 
chosen as t = 0. The boundary conditions come in different forms. For instance, the 
concentration may be kept fixed at a “wall” located at x,. Alternatively, the wall may 
be impermeable for the substance, thus the flux at x, is zero. According to Eq. 18-6, 
this is equivalent to keeping aCAx = 0 at x,. Often it is assumed that the system is 
unbounded (i.e., that it extends from x = - - to + -). For this case we have to make 
sure that the solution C(x,t) remains finite when x +- k -. In many cases, solutions 
are found only by numerical approximations. For simple boundary conditions, the 
mathematical techniques for the solution of the diffusion equation (such as the 
Laplace transformation) are extensively discussed in Crank (1975) and Carslaw and 
Jaeger (1 959). 

As an illustration of unbounded diffusion along the x-axis, we consider the case of a 
chemical with total mass !?A* per unit area (dimension ML-2). At time t = 0, this 
compound is all concentrated at x = 0. A function which is infinite at x = 0 and zero 
otherwise but has a finite integral is called the delta function, defined by: 

+- 
with 6(x)=l I 0 f o r x + 0  

00 forx=O 
6(x) = (1 8-15) 

-m 

A solution ofEq. 18-14 that obeys the required boundary conditions (i~e., it drops to 
zero for x = :k co) is: 

C(X, t )  = 2(~cDt)“~ exp(-&) lm-31 

This is a normal distribution (Box 18.2) with standard deviation: 

6, = ( 2 D t y  

(18-16) 

(1 8-1 7) 
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Box 18.3 Mass Balance and Fick’s Second Law in Three Dimensions 

In Q 18.6 (below) you are asked to derive the three-dimensional version of Gauss’ theorem (Eq. 18-12). From there 
it is straightforward to show that, provided that difisivity D is the same in all directions, the three-dimensional 
form of Fick’s Second Law (Eq 18-14) has the form: 

[ML-3T-1] 
at 

where x,jz are the three Cartesian coordinates. Then the three-dimensional analogue to the special solution Eq. 18-16 is: 

w3 1 
M x2 + y 2  + z  

a x ,  y ,  2, t )  = 8(7cDt)3/2 exp(- 4Dt ’) 
Eq. 2 is a three-dimensional spherical normal distribution. Note that in contrast to ‘M* of Eq. 18-1 6, ‘M now has the 
dimension of a mass. In fact, since C(x,y,z,t) depends only on the spherical coordinate Y = (i?+y2+z2)1’2, Eq. 2 is not 
really a three-dimensional spatial hnction but can be written as a function of Y and t alone: 

and constant integral: 

1 C(x,t)dx = M* (1 8- 18) 

Now, everything falls into place: We set out to study the laws of random walk by 
using the simple model of Fig. 18.1 and found the Bernoulli coefficients. We then 
saw that for large n (which is equivalent to large times), the Bernoulli coefficients 
can be approximated by a normal distribution whose standard deviation, 0, grows in 
proportion to the square root of time, t’12 (Eq. 18-3). And now it turns out that the 
solution of the Fick’s second law for unbounded diffusion is also a normal distribu- 
tion. In fact, the analogy between Eqs. 18-3b and 18-1 7 gave the basis for the law by 
Einstein and Smoluchowski (Eq. 18-17) that we used earlier (Eq. 18-8). The expres- 
sion (2Dt)l12 will also show up in other solutions of the diffusion equation. 

In Box 18.3 the normal distribution solution of Fick’s second law is extended to 
three dimensions. 

Diffusion at Flat Boundaries 

We now discuss two additional solutions of Fick’s second law (Eq. 18-14) for partic- 
ular boundary conditions. The first one deals with difision from a surface with 
fixed boundary concentration, C,, into the semi-infinite space. The second one in- 
volves the disappearance (“erosion”) of a concentration jump. Both cases will be 
important when dealing with the transport through boundaries (Chapter 19). No der- 
ivations will be given below. The interested reader is referred to Crank (1975) and 
Carslaw and Jaeger (1 959) or to mathematical textbooks dealing with particular 
techniques for solving Eq. 18-14. 
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Figure 18.5 Diffusion at a concentra- 
tion jump between area A and B. By 
redefming the concentrations in A and 

every situation can be reduced to the 
special case with C i  = 0. (a) to (c): 
concentration in B is kept constant at 
C;. (6) and (e): In both media (A and 
B) transport is controlled by diffusion. 

B, Ci=C,-Cl ;  C ; = C B - C o  A ,  

C 
I 

C 
t 

First, consider the diffusion of an organic compound across the boundary between two 
environmental systems, A and B. Imagine that at time t = 0, the surface of system A 
( e g ,  an air bubble, a silt particle, etc.) is suddenly juxtaposed to a (very large) system 
B (e.g., the water of a lake, Fig. 18%). Mixing in system B is sufficient that the 
concentration of the selected compound at the boundary of the injected medium is kept 
at the constant value, Ci. This concentration is different from the initial concentration 
in A, Cl .  In system A, transport occurs by diffusion only. We want to calculate the 
concentration in system A as it evolves in space and time, C,(x,t). For the time being, 
we will assume that the equilibrium distribution coeficient between A and B is 1. 
Hence, the concentration ofA seeks to change to be equal to that of system B. 

Since the governing differential equation (Eq. 18-14) is linear, we can focus on the 
difference in concentrations in the two systems by adjusting the concentrations such 
that the initial concentration in A is zero (Fig. 18.56): 

C; = C; - C: = constant for x I o 

cJx , t>= c,(x,t)-c; ; Cr,(x>O,t=O)=O 

( 1 8- 1 9) 

Note that C,; is not necessarily a positive number. If initially C i  > C;, Ci is nega- 
tive. This case would describe the diffusion out of system A into B, yet the mathe- 
matical description is exactly the same. 
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We now observe how the concentration front penetrates into system A when time in- 
creases from t ,  to t3 (Fig. 18.5~). In order to measure the penetration speed we can look, 
for instance, at the movement away from the boundary of the location where CL 
reaches Ci/2, that is, half the concentration in system B. We call this point xli2(t). 

The solution of Eq. 18-14 with the boundary conditions Eq. 18-19 is given by: 

(1 8-20) 

where erfcQ is the complement error function defined by (see Appendix A.2, Eq. A-8): 
m 

(1 8-21) 

erfcb) steadily decreases from erfc(-) = 2 to erfc(0) = 1 and erfc(=) = 0, but most 
of the variation occurs between y = -1 and y = 1. 

Expressed in the original concentration values we get from Eqs. 18-1 9 and 18-20: 

(1 8-22) 

To calculate the penetration of the front quantified by the distance of the half-con- 
centration from the interface, xl12, we consult Table A.2 of Appendix A to look for 
that argument yl12 for which erfcb,,) = 0.5 and find by interpolation yIi2 = 0.477. 
Inserting this value into Eq. 18-20 yields: 

x112 - - ylI2 = 0.477 
(1 8-23) 

2( Dt)*l2 
and 

xlI2 = 2 ~ ~ , , ( D t ) ' / ~  = 0.954(0t)"2 2= (Dq112 

The concentration front penetrates the system A with a speed which is proportional 
to t'". Except for the numerical factor, we again find the law by Einstein and Smolu- 
chowski (Eq. 18-8). Note that if we had chosen another criterion to define the front, 
such as 0.9 Ci, y,/2 would be replaced by ~ 0 . 9  for which erfc(yo 9) = 0.1. From Table 
A.2 ofAppendix A we  get^^.^ = 0.086. Thus the prefactor in Eq. 18-23 would change 
(from 1 to 0.17), but not the law itself. 

How much of the compound has crossed the interface at time t? To calculate the 
integrated mass flux we have to integrate Ci  = C, - C l  from x = 0 to =. Thus from 
Eq. 18-20: 

m ca , 
& [m-'] (18-24) [ 2( Dt)'I2 1 M*(t) = jCL(x,t)dx=(C,O-C:)jerfc 

0 0 

X 
With the variable substitution 5 = the integral becomes: 

2( Dt)'I2 
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m 

M*(t) = 2(Dt)1’2(C; -C;)j erfc(c)d< = 2  ? T - ” ~ ( D ~ ) ’ / ~  (C; -C;) 

0 (1 8-25) 
= 1.13(Dt)”’(C; -C;) 

The integral mass flux increases linearly with the initial concentration difference, 
Ci - C i  , and with (Dt)1‘2. 

The above expressions (Eqs. 18-20 to 18-25) remain valid if Ci < C i  . Also, note 
that these derivations assume the concentrations in the two phases are equal to one 
another at equilibrium (i.e., KA,B = 1). We will see the result of changing this value of 
KA,B in Chapter 19. 

Symmetrical Diffusion at Flat Boundaries 

Next we consider a slightly different situation. Again two systems A and B are 
placed in contact via a flat boundary at x = 0, but now the concentration on either 
side of the boundary changes during the process. In other words, the assumption that 
mixing in system B is sufficient to maintain a constant B-side boundary concentra- 
tion is dropped. This might be the case for components of a non-aqueous-phase liq- 
uid like gasoline after it is spilled on top of a groundwater table. Thus, we deal with 
a two-sided diffusive erosion process of an initial concentration jump (Fig. 18.54. 
Again, assuming a value of K,,B = 1, we redefine the concentrations such that the 
initial concentration in A is zero: 

Ci = C, - C; and Ci(x, t  = 0) = Cg - C; 

and CI(x, t  = 0) = 0 C I  = C, - C i  
(1 8-26) 

The solution to Fick’s second law (Eq. 18-14), provided that the diffusion coeffi- 
cients in both systems A and B are identical, is given by 

C*(XJ)  = 
2 

(1 8-27) 

Again we find the complementary error function, erfcb), with the same argument as 
in Eq. 18-20. This time the solution applies to both sides of the interface: x < 0 for 
system B, x > 0 for system A. The interface is located at x = 0, where C*(O,t) is 
always equal to (1/2) (Ci - C;) ,  since erfc(0) = 1. Note that the solution is symmet- 
rical around x = 0 in the sense that the losses and gains are equal at equal distances 
from the boundary (Fig. 18.5e). The transformation back to the original concentra- 
tions (see Eq. 18-26) yields: 

C(x,t) = c; + 
2 

(1 8-28) 

The concentration at the interface for t > 0 is time independent and equal to the 
arithmetic mean of Ci and C,O: 

c; +c; 
C(0, t )  = 

2 
(18-28a) 
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Figure 18.6 Difision from the en- 
vironment (system B with constant 
concentration C,”) into a sphere 
with radius r, (system A). 

As in Eq. 18-23 we can define a penetration distance. Now there is a loss penetra- 
tion on one side of the boundary which is compensated for by the corresponding 
gain penetration on the other side of the boundary. Again, the penetration proceeds 
with a speed which is proportional to (Dt)’I2. We can also ask how much of the 
compound has crossed the interface at time t. In Fig. 18.5e this quantity is represent- 
ed for time t ,  by the hatched areas on either side of the boundary. The loss from 
system B corresponds to the gain of system A. By analogy to Eq. 18-25 the ex- 
changed mass is given by: 

X 

‘M:x(t) = jC*(x,t)dt = f1’2(Dt)1’2(Ci - C i )  
0 

= 0.564 (Dt)’I2(Cg - Ci )  

(1 8-29) 

Again, the total mass increases linearly with the initial concentration difference, 
( CE - Ci), with and with D’/2. 

Advanced Topic Diffusion Into and From a Spherical Particle 

The last case in this section deals with the sudden exposure of a spherical system A 
(particle, droplet, etc.) with initial concentration, C i  , to a constant exterior concen- 
tration, Ci (Fig. 18.6). Here again we assume that the equilibrium situation is repre- 
sented by KAiB = 1. At time t = 0, for the case in which Ci < C;, the substance begins 
to move into the spherical system by diffusion (coefficient D). Now we are interest- 
ed in the temporal evolution of the concentration inside the sphere and in the total 
exchanged mass at time t. 

Diffusion into a sphere represents a three-dimensional situation; thus we have to use 
the three-dimensional version of Fick’s second law (Box 18.3, Eq. 1). However, as 
mentioned before, by replacing the Cartesian coordinates XJ,Z by spherical coordi- 
nates the situation becomes one-dimensional again. Eq. 3 of Box 18.3 represents one 
special solution to a spherically symmetric diffusion provided that the diffusion co- 
efficient is constant and does not depend on the direction along which diffusion 
takes place (isotropic diffusion). Note that diffusion into solids is not always isotro- 
pic, chiefly due to layering within the solid medium. The boundary conditions of the 
problem posed in Fig. 18.6 requires that C is held constant on the surface of the 
sphere defined by the radius r,. 

As shown in mathematical textbooks, the Laplace operator (i.e., the right-hand dif- 
ferentials of Eq. 1 of Box 18.3), transformed into spherical coordinates, is: 
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ac a2c 2 a c  
- at = ( -57 + 

(18-30) 

where r is the distance from the center of the sphere (Fig. 18.6). The solution of Eq. 
18-30 is given by the infinite sum (Crank, 1975): 

To generalize this result, we can express the equation by using dimensionless para- 
meters. For example, if we normalize the spatial variable by the key spatial factor, Y,,, 
we have: 

(1 8-32a) * r  r = - (0 5 I* 5 1 within the sphere) 
r0 

Likewise, we can normalize t by the diffusion time, T,' / D : 

(18-32b) * Dt 

Yo 

Using these dimensionless lengths and times, we find the dimensionless concentra- 
tion changes as: 

t =- 
2 

The concentration at the center of the sphere is given by the limit r*+ 0: 

(1 8-34) 

The total amount of diffusing substance which has entered or left the sphere at time 
t*, ~ ( t * ) ,  is 

--=L7C- 6 " l  exp(-k 2 n 2 *  t ) w t *  1 
k 2  N- k = l  

(18-35) 

where N,is the maximum mass exchange determined by the volume of the sphere 
and the initial concentration difference: 

N- = (c; - ci)-ro " [MI 
3 

(1 8-36) 

Note that these results apply for the case in which the concentration in the environ- 
ment (system B) is not changing. 

The solutions (Eqs. 18-33 and 18-35) as a function of the dimensionless parameters 
are shown in Fig. 18.7. For instance, from Fig. 18.7b we can learn that half of the 
potential mass echange ( 'M(t) / N" = 0.5) has occurred at the nondimensional dif- 
fusion time tT,2 = 0.03, that is, in real time units (see Eq. 18-32b): 

t1,2 - 0.03 5- 
D 

(1 8-37) 
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Figure 18.7 (a) Relative concentra- 
tion as a function of the nondimen- 
sional radius, r* = rho and the non- 
dimensional time, t* = Dt/? (D: 
difhsion coefficient), see Eq. 18- 
33. C i  , c;: initial concentration in- 
side and outside the sphere, respec- 
tively. The concentration in B is 
kept constant. (b )  Relative mass ex- 
change between system B (environ- 
ment) and system A (sphere) as a 
function of the nondimensional 
time t* (Eq. 18-35). Nm is the 
maximum possible mass exchange 
which is achieved if C, (q t )  = C;. 
At ‘,*,? = 0.03, half of the potential 
mass exchange has occurred. The 
curve named “first-order mass ex- 
change model” is discussed in 
Chapter 19.5. Adapted from 
Carslaw and Jaeger (1 959). 
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At this time, the concentration at the center of the sphere has barely changed from its 
initial value, Ci  (see Fig. 18 .7~~) .  

These results will be used in Section 19.5 when we discuss the kinetics of sorptive 
exchange of a solute between particles and the water in which they are suspended. 
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We will then compare the dynamics of the radial diffusion model with a first-order 
exchange model which gives the same half-life as the radial model (Eq. 18-37). A 
preview of this comparison is given in Fig. 18.7b, which shows that the linear model 
underpredicts the exchange at short times and overpredicts it at long times. 

Random Motion at the Molecular Level: Molecular 
Diffusion Coefficients 

Diffusivity and the Molecular Theory of the Ideal Gas 

The thermal movement of molecules often serves as a prototype of random motion. 
In fact, molecular diffusion is the result of the random walk of atoms and molecules 
through gaseous, liquid, solid, or mixed media. This section deals with molecular 
diffusion of organic substances in gases (particularly air) and in aqueous solutions. 
Diffusion in porous media (i.e., mixes of gases or liquids with solids) and in other 
media will be discussed in the following section. 

Molecular diffusion deals with the relative motion of one kind of atom or molecule 
against a set of reference molecules. As explained in the introduction to this chapter 
(remember the trip in the dining car through the Swiss Alps), the reference system 
itself may move relative to some chosen coordinates. We called such directed mo- 
tion advection. If one really looks very closely and wants to use crystal-clear defini- 
tions, it turns out that there is more than one way to choose the reference system. 
Each choice leads to a different separation between diffusion and advection, result- 
ing in different diffusion coefficients. 

If you want to better understand this subtle and somewhat confusing matter, then read 
Chapters 3 and 7 of the book by Cussler (1984) on diffusion, which gives a nice over- 
view. Here we just mention one of his very didactic examples: Imagine two bulbs of 
equal volume connected by a capillary containing a stopcock. The left bulb contains 50 
weight percent glycerol in water, the right bulb has pure water. When the stopcock is 
opened, glycerol diffuses from the left bulb toward the right, and water in the opposite 
direction, until both are evenly distributed in the bulbs. Against which reference sys- 
tem do we want to describe the diffUsive flux? Of course, a quick (and convenient) 
answer would be “against the apparatus used for the experiment”, but nature does not 
usually work with this kind of experimental crutch! In fact, volume changes less than 
0.1% during the mixing process; that is, the center of volume hardly moves and thus 
would provide a reasonable reference system. In contrast, the mass average velocity is 
not zero, since the glycerol solution has a density of about 1.1 g ~ m - ~ ,  as compared to 
pure water at 1 .O g ~ m - ~ .  Hence, initially the center of mass is located near the left bulb 
containing the glycerol, whereas at the end of the experiment it lies exactly in the 
middle between the bulbs. This means that difision against volume is different from 
diffusion against mass, and so are the corresponding diffusion coefficients. And to 
make things even more complicated, diffusion against the center of moles (that is, 
against the center of numbers of molecules) would yield a third coefficient. As it turns 
out the situation is different in gases and liquids, but in both phases difhsion against 
the center of volume is conceptually the best choice, although not all experimental 
setups yield this kind of diffusion coefficient. 
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There is an additional complication. Molecular diffusivity depends on both the diffus- 
ing chemical (designated by the subscript i) and the reference system (designed by a 
second subscript like w for water, a for air). Yet, the reference system could be any 
other gas or liquid (pure or mixture), like N,, octanol, diesel fuel, etc. Chemical hand- 
books usually list diffusivities as diluted two-component or binury coefficients, for 
instance, the diffusion of tetrachloroethene relative to liquid water (Diw), relative to 
pure gases ( e g ,  molecular nitrogen), or relative to air (03. Strictly speaking, diffu- 
sion of a gaseous compound in air is not a two-component diffusion; yet it is usually 
treated as such, since the mixing ratio of the two major components of air, N, and O,, 
is fairly constant. Thus the two-gas mix acts like a uniform reference system. If the 
difhsing species is diluted, that is, its concentration is much smaller than the one of the 
background substance, then the difference between the various diffusivities (mass, 
volume, moles) is not relevant. However, in real systems we may find the whole spec- 
trum of mixtures, for instance, between liquid benzene and cyclohexane. Then, the 
coefficient of binary diffusion is a continuous function of the benzene-cyclohexane 
mixing ratio. At one end (pure benzene), we find the coefficient of self-diflusion of 
benzene, at the other end the coefficient of self-diffusion of cyclohexane. Coeficients 
of self-diffusion correspond to a special case of still another kind of difisivity, that is, 
tracer diffusion at infinitely small tracer concentration. This coefficient is relevant, for 
instance, when we tag a small amount of benzene by radioactive carbon and watch 
how the tagged benzene is mixed into the untagged benzene. 

Finally, the diffusion of a chemical may be influenced by another diffusing com- 
pound or by the solvent. The latter effect is known as solute-solvent interaction; it 
may become important when solute and solvent form an association that diffuses 
intact (e.g., by hydration). This may be less relevant for neutral organic compounds, 
but it plays a central role for diffusing ions. But even for noncharged particles the 
diffusivities of different chemicals may be coupled. The above example of the glyc- 
erol diffusing in water makes this evident: in order to keep the volume constant, the 
diffusive fluxes of water and glycerol must be coupled. 

Unfortunately, environmental problems do not solely involve dilute binary systems. 
To mention just one example, the dissolution of a patch of spilled diesel fuel into the 
groundwater (see below; Illustrative Example 19.4) involves diffusion in multicom- 
ponent systems for which adequate data are extremely rare. In many cases diffusiv- 
ities of diluted compounds in air or water must serve as best estimates for more 
complex systems. Yet, the above remarks should remind us that things may be more 
complicated. 

In this section we discuss molecular diffusivities in the “standard environmental 
systems,” air and water. Remember that the dimension of diffusivity is L2T’. Thus, 
the standard metric unit is m2s-’. In most handbooks, diffusion coefficients are given 
in cm2s-l, the unit also adopted below. Note that 1 cm2sd = lo4 m2s-’. 

Diffusivities in Air 

According to the model of random walk in three dimensions, the diffusion coeffi- 
cient of a molecule i, D, can be expressed as one-third of the product of its mean free 
path h i  and its mean three-dimensional velocity ui (Eq. 18-7u). In the framework of 
the molecular theory of gases, ui is ( e g ,  Cussler, 1984): 
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Figure 18.8 Scheme to calculate the 
mean free path hi of trace molecules 
in air. 

(18-38) 

where 

R is the gas constant (8.31 x lo7 gcm2K-'s-2mol-') 
T is the absolute temperature (K) 
M, is the chemical's molar mass (gmol-I) 

The mean free path h , of a molecule in air can be calculated from the sizes of the 
molecules involved. The most probable collision partners for a trace molecule (such 
as CFC-12) in air are molecular nitrogen (N,) and oxygen (OJ. The trace molecule 
i is hit whenever its center gets closer to the center of an air molecule than the critical 
distance, rent = r, + ua,, (Fig. 18.8). Picturing the molecules as spheres, the molecular 
radius u, can be estimated from the collision cross-section A listed in chemical hand- 
books such as the Tables of Physical and Chemical Constants (Longman, London, 
1973): 

< = [A, / ,]'" (18-39) 

As an alternative rl can be estimated from the molar volume y .  If we picture the 
molecules as spheres with radius Y ,  we get: 

(1 8-40) 

where NA = 6.02 x mol-' is Avogadro's number. Imagine that all molecules are 
fixed in space and that a selected trace molecule moves through space. As long as the 
center of the moving molecule keeps a distance larger than uCrit , the selected mole- 
cule does not collide with air molecules. Thus, if the trace molecule moves over the 
distance h i, it sweeps out the cylindrical volume v* = n &,A,. 

How far can the CFC-12 molecule move on the average until the corresponding 
volume v* contains an air molecule? The average volume occupied by an air mole- 
cule at total pressurep and temperature T is: 
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(18-41) 

where k = RLN is the Boltzmann constant. On the average, a collision between a 
trace and air molecule occurs when v* and vi are equal: vi = v* = nrCithi. This ex- 
pression can be solved for hi. Yet, it turns out that in order to account for the fact that 
all molecules are moving simultaneously, the result has to be reduced by the factor 
21'2, thus the final result is: 

2 

(1 8-42) 

Inserting Eqs. 18-38 and 18-42 into Eq. 18-7a yields: 

The peculiar way in which the result on the far right-hand side of Eq. 18-43 is ex- 
pressed makes it easier to understand the semiempirical relation proposed by Fuller 
et al. (1966) for the diffusivities of organic molecules in air: 

(1 8-44) ~ ~ . ~ ~ [ ( 1 /  M ~ ~ ~ )  + (1 / M ~ ) ]  1'2 
D , ~  =10-~ (cm2s-' 

[ 7:;: + y3]  
where 

T is the absolute temperature (K) 
Mairis the average molar mass of air (28.97 g mol-') 
Mi is the chemical's molar mass (g mol-') 
p is the gas phase pressure (atm) 
Eir is the average molar volume of the gases in air (= 20.1 cm3mol-') - 

is the chemical's molar volume ( cm3mol-') 

Note that Eq. 18-44 is not dimensionally correct, and thus it is valid only if all the 
quantities are expressed in the units listed above. However, Eqs. 18-43 and 18-44 
express essentially the same dependence on temperature, pressure, molecular size 
(volume or radius, see Eq. 18-40), and mass, although in the latter (Eq. 18-44) both 
molecular sizes and masses appear as a composite of the different molecules in- 
volved in the diffusion process. 

The Chapman-Enskog theory (Chapman and Cowling, 1970) is a model which is 
positioned between the two approaches, the empirical relation by Fuller et al. (Eq. 
18-44) and the theoretically stringent Equation 18-43. This theory improves the ab- 
solute size of the expression by taking into account the individual sizes and interac- 
tions of the difhsing molecules. However, the numerical values obtained with the 
model by Fuller et al. (Eq. 18-44) are still better than both the Chapman-Enskog 
theory and Eq. 18-43. 

Whatever the best model, we expect that larger chemicals progress more slowly 
because their mean thermal velocity, U , ,  is reduced and their larger cross-section 
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Figure 18.9 Molecular diffusion 
coefficients in air, D,,, at 25°C for 
different molecules plotted as a 
function of: (a )  their liquid molar 
volume, F,  (calculated as ratio of 
molar mass M, to liquid density, 
pIL), and (b) their molar mass, M,. 
Data from references reviewed by 
Fuller et al. (1966) plotted on dou- 
ble-logarithmic scale. 
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diminishes their mean free path A,. As indicated in Fig. 18.9, diffusivities of mole- 
cules in air are usually on the order of 0.1 cm's8. For small molecules like water, 
diffusivities are about 0.3 em's-' and drop to about 0.07 cm2s-' for organic mole- 
cules of molar mass M, near 100 g mol-'. Fig. 1 8 . 9 ~  demonstrates that diffusion 
coefficients decrease approximately as the two-thirds power of molar volume y, 
indicative of the importance of molecule cross-sectional area A,. Furthermore, as 
shown in Fig. 18.9b, the chemical's molar mass may also serve as a useful measure 
of molecule size, and thus we see that molar masses are inversely correlated with 
gas-phase diffusivities. 
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We may now make use of our physicochemical understanding of diffusion to esti- 
mate chemical diffusivities in the gas phase and to explain the correlations found in 
Fig. 18.9. First, we need to estimate the molar volumes, F, of the chemicals. One 
way is to estimate by dividing the chemical’s molar mass by its liquid density; 
this method was used for the preparation of Fig. 18 .9~ .  Alternatively, we can sum the 
“size” of the atoms making up the chemical’s structure. Table 18.2 shows “diffusion 
sizes” of various atoms deduced by regression of available diffusion data (Fuller et 
al., 1966). In Chapter 5 ,  an alternative scheme by Abraham and McGowan (1987) 
was introduced to estimate molar volumes from structure (see Box 5. l), but these 
values were optimized to explain the strengths of intermolecular attractions. Thus, 
although the molar volumes estimated via the method of Abraham and McGowan 
(1987) correlate with those of Fuller et al. (1966), perhaps not surprisingly the 
scheme by Fuller et al. corresponds better to the results from the liquid density method. 
Values obtained using the different methods are compared in Table 18.3. Further 
examples are given in Illustrative Example 18.1. 

As an example, let us estimate the diffusivity of benzene in air. According to Table 
18.3, the molar volume of benzene calculated from liquid density (89 cm3mol-’) 
and from the component method by Fuller et al. (90.8 cm3mol-’) yield similar re- 
sults. Incorporating these estimates into Eq. 18-44 yields: 

(10-~)(298)l.~’( L+L)’’’ 
29 78 

(1) [ (20.1)”~ + (90)”~] 
cm2s-’ = 0.090crn2s-’ Dbenzenea (25°C 1 bar)= 

The experimental result is 0.096 cm’s-’. Fuller et al. (1966) found that diffusivities 
estimated from Eq. 18-44 match observations to within 10%. 

An alternative technique involves adjusting diffusivities known for one chemical to 
approximate values for chemicals of related structure, recognizing that molecular 
velocities and thus molecular diffusivities vary roughly inversely with the square 
root of molecular mass (Eq. 18-38). We can use this readily available parameter to 
adjust the known diffusivity of a reference substance to the unknown diffusivity of 
substance i according to the following equation: 

(1 8-45) 

Note that in this procedure the effect of molecular mean free path, that is, of molecular 
size is neglected. As an example we estimate diffusivity of toluene (Mtoluene = 92 g mol-I) 
from diffusivity of benzene (Mbemene = 78 g mol-I) and get Dtoluene a = (0.096 cm s-I) [92/ 
781-I” = 0.088 cms-l. The experimental value is 0.086 cm s-’ (Gilliland, 1934). 

We can also learn from Eq. 18-43 how the relevant environmental properties such as 
temperature T and pressurep influence Dja.  We rewrite the equation in the following 
way: 

Ilia =constant 7‘3/2p-’M1-”2Ai-1 (1 8-46) 
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Table 18.2 Estimation of Diffusion Volumes of 
Organic Molecules (Fuller et al., 1966) 

Volume Contribution 
Element (cm3rno1-') 

C 
H 
0 
N 
c1 
S 

Rings 

16.5 
2 .o 
5.5 
5.7 

19.5 
17.0 

-20.2 

Table 183 Comparison of Different Methods to Calculate the Molar Volume 
of Organic Compounds. Values in cm3mol-' 

Volume from Structure 

Compound Composition Box 5.1 a Table 18.2 Mi / piL 

Benzene 
78.1 

12 (bonds), 1 (ring) 71.6 90.8 0.879 
- = 88.9 6(C) 3 6(H) 

Trichloroethene 
131.4 

6 (bonds) 71.5 93.5 1.456 
2(C) 9 1 (HI 3 3(C1) - = 90.2 

?+cl H CI 

Ethyl acetate 
88.1 

13 (bonds) 74.7 93 .O 0.90 1 
4(C), 2(0), 8W-I) - = 97.8 

Trimethvlamine 

H3d 

Dimethy lamine 
45.1 2(C>, 1" 7(H) - 66.3 

9 (bonds) 49 .O 52.7 0.680 
-_ H3C, 

H3C 

Dimethyl sulfide 

/s\ 
62.1 - = 73.4 

8 (bonds) 55.4 62 .O 0.846 
2(C), 1 (S) 3 6(H) 

a From Abraham and McGowan (1987), see Box 5.1. From Fuller et al. (1966), see Table 18.2 
Method used in Figs. 18.8 and 18.10. M ,  =molar mass (gmol-'), pIL = liquid density ( g ~ m - ~ ) .  
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where Ai stands for the typical cross-sectional area of the molecules involved. This 
not only explains the correlation between D, and Mi or y, respectively (note from 
Eq. 18-40 that Ai is proportional to ), but it also predicts the pressure and tem- 
perature dependence of D,. 

-213 

Experimental information on the temperature and pressure dependence of gaseous 
molecular diffusion coefficients is scarce. Most data refer to diffusivity of volatile 

Illustrative Example 18.1 Estimating Molar Volumes 

Problem 

Estimate the molar volume of dichlorodifluoromethane CC12F2 (also called 
freon-12 or CFC-12) (a) from its liquid density and (b) with the element contri- 
bution method by Fuller (Table 18.2). 

Answer (a) 

By definition, molar volume E, liquid density pL, and molar mass Mi are related by 

- M .  120.9gmol-' v=-= = 91.0cm~mol-' 
PiL 1.328 g cmT3 

CI 
I 

CI- C-F 
I 
F 

dichlorodifluorornethane 
CCI,F, 

M, = 120.9 g mol-' 
p,L = 1.328 g cm-3 

Answer (b) 

Inspection of Table 18.2 shows that no contribution for F is available. However, by 
comparing the molar volumes of related compounds which contain different num- 
bers of fluorine atoms we get the following differences in molar volume, A V ,  if one 
C1 is substituted by one F: 

Mi PIL A V a  
Compound (g mol-') (g cm-3) (~rn~rno1-l) (cm3mol-') 

cc14 153.8 1.594 96.5 
CC13F 137.4 1.490 92.2 - 4.3 

CHC12F 102.9 1.366 75.3 
CHClF, 86.5 1.213 71.3 - 4.0 

a Change of molar volume if one C1 is substituted by one F 

These data indicate that the contribution of a fluorine atom to is roughly 
4 cm3mol-' less than the contribution of a chlorine atom. Since the latter is 19.5 
cm3mol-' (Table 18.2), the contribution of F to is estimated to be about 15.5 
cm3mol-'. Thus: - 

V(CCl,F,) = V(C)+2V(C1)+2V(F) 

= (16.5 + 39.0 + 3 1 .O) cm3mol-' = 86.5 cm3mol-' 
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chemicals in air (see, e.g., Reid et al., 1977) or to binary systems, for instance N, and 
O2 (Tokunaga et al., 1988). The inverse dependence of D, on pressurep seems to be 
fairly well confirmed. From a large set of binary diffusivities (that is the diffusion of 
one gas versus another), Marrero and Mason (1 972) conclude that D, is proportional 
to T 1.124 , yet the scattered data would also be compatible with the exponent in Eq. 
18-46 of (30). Problem 18.5 deals with the Tandp dependence of molecular diffu- 
sivity of dichlorodifluoromethane (CFC- 12) in air. Different methods to calculate 
D, are compared in Illustrative Example 18.2. 

Illustrative Example 18.2 Estimating Molecular Diffusivity in Air 

Problem 
Estimate the molecular diffusion coefficient in air, D,,, of CFC-12 (see Illustrative 
Example 18.1) at 25°C: (a) from the mean molecular velocity and the mean free 
path, (b) from the molar mass, (c) from the molar volume, (d) from the combined 
molar mass and molar volume relationship by Fuller (Eq. 18-44), (e) from the 
molecular diffusivity of methane. 

Answer (a) F' 
CI- C-F 

F 
I To apply Eq. 18-43, we have to calculate the critical radius, rcrit, for the collision of a 

CFC-12 molecule with an air molecule (typically N2 or 0,). 

From the molar volume of CFC-12 (Illustrative Example 18.la) we get: 
i =CFC-12 
T = 298.2 K (25°C) 

p = 1 bar: gas phase pressure - 
Mair = 29 g mol-': molar mass of 

- air N A  6 . 0 ~ 1 0 , ~  mol-' 
y,, = 20.1 cm3mol-': molar 

volume of air 
Collision cross-sections A for N, 

Chemical Constants, Longman, 
London, 1973): 

A (N2) = 0.43 x lO-I4 cm2 
A (0,) = 0.40 x lO-I4 cm2 
= 120.9 g mol-l: molar mass 

- v 91cm'mol-' 
Vimo]  - I - - = 1.5 x 1 0 - ~ ~ c m ~  

If the CFC-12 is considered spherical, we get from Eq. 18-40: 

and O2 (Tables of Physical and 113 

q =( %) = 3.3x10-8cm 

The most probable collision partners for a trace molecule in air are N, and 02. Their 
collision cross sections are similar. Thus, we take one of the more abundant N2 mol- 
ecule. From Eq. 18-39 we get: M, 

of CFC-12 - 
V 

Drela = 0.23 cm2s-': molecular 

= 91 .O cm3mol-': molar 
volume of CFC- 12 = 3.7 x 10-* cm 

0.43 x IO-l4 cm2 
3.14 

diffusivity of CH4 in air at 

25°C: 
Thus: 

rcrit = 5 + r(N2) = 7.0 x 10-' cm 

Inserting into Eq. 18-42 yields the mean free path of CFC-12 in air: 

8.31 x 107 x 298.2 g crn2s-' mol-' 
& x3.142 x6.02 ~ l o ~ ~ r n o l - '  x 106g cm-1s-2 x(7.0 x10-8)2cm2 

h, = =1.9x104 cm 
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Note that in order to get a consistent set of units, the gas constant R is expressed as R 
= 8.3 1 x 107 g cm2s-2m01-1K-i, and pressurep is 1 bar = 106 g cm-'c2. According to 
Eq. 18-38, the mean three-dimensional molecular velocity is: 

= 2.3 x 104cm s-l 
8 x 8.31 x 107 x 298.2 g crn's-' mol-' 

3.14 x 120.9 g rno1-l 
ui =( 

Thus, from Eq. 18-7a we finally get: 

1 
3 

D,, = -x2.3 x104cm s-' x 1 . 9 ~  10-6cm = 1 . 5 ~  10-2cm2s-i 

A glance at Fig. 18.8 shows that typical D, values found for other molecules are of 
order 10-'cm2s-'. The way hi was calculated explains at least partially why D, is 
rather small. It was implicitly assumed that whenever the centers of the CFC-12 and 
air molecules get closer than rcrit, the CFC-12 molecule collides in such a way as to 
completely "forget" its former direction and speed. In reality, slighter collisions only 
partially change the course of the molecules. The actual mean free path is the 
weighed average of distances between collisions of different strength. 

Answer (b) 

Calculate D, from the empirical relation to molar mass. From Fig. 18.9b follows: 

Answer (c) 

Calculate D, from the empirical relation to (liquid) molar volume y .  From Fig. 
18.9a follows: 

= 8.7 x I O-2cm2s-1 
7 -1 2.35 2.35 

Dia [cm-s ] = - = 
( T/T)0.73 (9 1.0)0.73 

Answer (d) 

The semiempirical relationship by Fuller et al. ( I  966) yields (Eq. 18-44): 

= 8.5 x 1 0-2 crn2sT1 
Di, [crn2s-'] = 10- (298.2)'.75[1/ 2 9 + l /  120.9]1/2 

1~[(20 .1) ' /~  +(91.0)1'3] 

Answer (e) 

Take Eq. 18-45 to calculate the diffusion coefficient of CFC- 12 from the reference 
substance methane: 

- 1/2 
120.9 - I f 2  

= 0 .23~m~s- l  X( 16) = 8 . 4 ~  10-2cm2s-1 

The following table summarizes these results: 
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Diffusion Coefficient of CFC-12 in Air at 25”C, D;, 

Method D;, (cm2s-’) 

(a) Molecular theory 
(b) From molar mass 
(c) From molar volume 
(d) From Fuller’s combined expression 
(e) From diffusivity of CH, 

(1.5 x 10-2) 
6.9 x 10-2 
8.7 x 10-2 
8.5 x 10-2 
8.4 x 10-2 
9.1 x 10-2 Measured diflusivity in N ,  at 10°C 

From Monfort and Pellegatta (1991). 

It is remarkable that the results from method c to e agree very well. Reasons were 
given above why the molecular theory (method a) underestimates the true value. 

Diffusivities in Water 

The diffusivities of organic solutes in water, D,,, are also dependent on the diffu- 
sate’s size. As illustrated in Fig. 18.10, size can still be characterized using molar 
volume or mass. Here we see diffusivities ranging from about 3x10-’ crn2s-l for 
small molecules to about OSxlO-’ cm2s-’ for those of molar mass near 300 g mol-’. 
Diffusivities in water are about 104 times smaller than those in air. Based on what we 
have learned from the random walk model, most of the difference between D,, and 
D,, can be attributed to the density ratio between water and air (about 103), which 
leads to a much smaller mean free path in water. This is underlined by the inverse 
relationship between the molar volumes of the molecules and their diffusivities in 
both air and water (Figs. 1 8 . 9 ~  and 18.10~). A similar relationship holds between 
molar mass and D, (Fig. 18.10b). Note, however, that a substance like radon-222 
(Rn) deviates from this correlation. This is because the liquid density of radon is 
quite large ( ~ 4 . 4  g ~ m - ~ )  compared to other substances (typically = 1 g ~ m - ~ ) .  Thus, 
the molar mass of radon overestimates the relative size of this important geo- 
chemical radioactive noble gas. If diffusivity is related to molar volume instead, 
radon behaves as most other substances (Fig. 18.10~).  

The random walk model is certainly less suitable for a liquid than for a gas. The 
rather large densities of fluids inhibit the Elrownian motion of the molecules. In wa- 
ter, molecules move less in a “go-hit-go” mode but more by experiencing continu- 
ously varying forces acting upon them. From a macroscopic viewpoint, these forces 
are reflected in the viscosity of the liquid. Thus we expect to find a relationship 
between viscosity and diffusivity. 

Let as look at a molecule moving relative to its neighbors with speed, U ;  , where we 
have added the star to distinguish the relative molecular velocity from the absolute 
value as defined in Eq. 18-38. Viscous forces are usually assumed to be proportional 
to velocity differences, thus v = f* U ; ,  where v is the force acting on the molecule 
andf’ is the friction factor. For the case of spherical particles that are much larger 
than the molecules of the liquid through which they are moving, f * is given by 
Stokes’ relation for the drag on a sphere (e.g., Lerman, 1979): 
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Figure 18.10 Molecular diffusion 
coefficients, D,,, at 25°C of mole- 
cules in water plotted as a function 
of (a) their liquid molar volumes, 
V (calculated as ratio of molar 
mass to liquid density pIL), and (b) 
their molar mass, M,. Data from 
Hayduk and Laudie (1974) plotted 
on double-logarithmic scale. 
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.f *= 6nq ri 

where q is dynamic viscosity and ri is the “effective” hydrodynamic radius of the 
molecule i. Thus: 

(1 8-47) w = f* U ;  = 6nq 

The flux of molecules i per unit area and time, Fi, moving along a given direction at 
speed U;, is the product of U ;  and concentration Ci: 

(1 8-48) 

In order to evaluate this expression, we need to know the force that is responsible 

for producing the molecular flux. It could be an external force such as an electric field 
acting on ions. Then evaluation of Eq. 18-48 would lead to the relationship between 
electric conductivity, viscosity, and diffusivity known as the Nernst-Einstein relation. 
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However, in the absence of an electric field and for uncharged particles diffusive mo- 
tion is driven by an internal “force,” the spatial gradient of the chemical potential, p, 
(see Chapters 3 and 8). Work is needed to move molecules from a location where their 
chemical potential is small to a location where pi is large. In turn, if the molecules 
move down the slope of pi, a “force”per molecule of size is driving them: 

w=---- 1 dPI (1 8-49) 
”, dx 

Since the chemical potential is usually formulated on a molar basis, division by the 
Avogadro’s number NA appears in the above expression. As the reader will realize, 
we were careful about using the word “force.” In fact, w is an apparent, not a real 
force that pushes the molecules. It is the rnolecules’ natural drift toward maximum 
entropy which drives them (Atkins, 1998). From Chapter 8 one gets: 

(18-50) 

where k is the Boltzmann constant, p:’ is the chemical potential as pure liquid, and 
a, the activity of the chemical in the aqueous solution. For small concentrations a, 
and C j  are equal, thus: 

(18-5Oa) 

Inserting Eq. 18-50a into 18-48 yields: 

(1 8-5 1) 

By comparing this result with Fick’s first law (Eq. 18-6), we get the Stokes-Einstein 
relation between the diffusivity in aqueous solutions and the solution viscosity q : 

(1 8-52) k T  
6nq r; 

D. =- 
IW 

where 

k = 1.381 x 10-23 kg m2s-2K-’ is the Boltzmann constant 
q (kg m-’s-’) is dynamic viscosity 
ri (m) is the molecular radius 

As a byproduct, we can learn from Eq. 18-50 that, in fact, it is not the gradient of 
concentration, C,, but the chemical activity, a, that drives diffusion. Since at con- 
stant C ,  activity changes with temperature, ionic strength, and other parameters, a 
diffusive flux may actually occur even if the concentration gradient is zero. 

As was the case for D, , the equations derived from the pure physical concepts are 
usually not the best numerical approximations of a given quantity, although they 
show which properties should enter into an empirical relationship. Othmer and 
Thakar (1 953) derived the following expression with coefficients modified slightly 
by Hayduk and Laudie (1 974): 
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13.26 x 10" 
r11.~4 F ~ . ~ ~ ~  DiW(cm2s-') = (1 8-53) 

where 

q is the solution viscosity in centipoise ( 10-2 g cm-'s-') at the temperature of 
interest - 

is the molar volume of the chemical (cm3mol-') 

Again one should be careful when applying this equation, since it is not correct 
dimensionally and thus can be used only when all the quantities are given in the 
prescribed units. 

In this expression, the primary environmental determinant is the viscosity in the 
denominator. Note that the exponential is slightly larger than in the Stokes-Einstein 
relation (Eq. 18-52). Since viscosity decreases by about a factor of 2 between 0°C 
and 30"C, D, should increase by about the same factor over this temperature range. 
Furthermore, the influence of the molecule's size is also stronger in Eq. 18-53 than 
in 18-52 (note ri = constant In Box 18.4 experimental information on the 
temperature dependence of Di, is compared with the theoretical prediction from 
Eqs. 18-52 and 18-53. 

Box 18.4 Temperature Dependence of Molecular Diffusivity in Fluids 
(T is in Kelvin if not stated otherwise) 

Due to the increasing kinetic energy of molecules with temperature we expect molecular diffusivities in gases and 
fluids to increase with T For ideal gases we found that D ,  should be proportional to T 3'2 (Eq. 18-46). For fluids we 
can either use the Stokes-Einstein relation (Eq. 18-52), the empirical expression by Hayduk and Laudie (Eq. 18-53), 
or the so-called activation theory by Eyring (1 936), which envisions molecular diffusion as an activation process 
that extracts the necessary energy out of the thermal energy pool. Here we will compare the three models with 
experimental data obtained for trichlorofluoromethane (CCl,F, CFC-11) by Zheng et al. (1998). 

A. Activation Theory (Eyring, 1936) 

Ai and E, are compound specific parameters. Thus: 

1 dD,, - E;, 1 

Diw dT R T2 
----- 

Fitting of experimental data for CFC-11 by Zheng et al. (1998) for the temperature range between 0°C and 30°C 
yields Ai = 0.01 5 cm2s-' and E,/R = 2.18 x 103 K. The deviation between the fitted curve and the data is less than 3%. 
For comparison: Other values for Eiu/R are 2.42. x 103 K for CFC-12 (Zheng et al., 1998) and 2.29 x 103 K for CO2 
(Jahne et al., 1987b). 
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B. Stokes-Einstein Relation (Eq. 18-52) 

If the temperature dependence of the molecular radius ri is neglected we get: 

1 a i w  - 1 1 d77, 
Di, dT T qw dT 

(3) 

where qw is dynamic viscosity of water (see table below). Note that aclcording to Eq. 3 all aqueous difhsivities 
would have the same relative temperature dependence. Because of Eq. 2: this would also imply that the activation 
energy E, of all substances would be equal. As shown above for CFC-11, CFC-12, and CO2, the latter is almost, but 
not strictly true. Hence, the temperature dependence of the molecular radius r,, which in Eq. 3 is neglected, must be 
responsible for the additional variation among different compounds. 

C. From Relation by Hayduk and Laudie (Eq. 18-53) 

If the temperature dependence of the molar volume is neglected we get: 

Again, the relative variation of D, with temperature is independent of the substance i. 

In the following table the different models are applied to CFC- 11. Note the excellent correspondence between the 
temperature variation calculated by the Stokes-Einstein relation (Eq. 3) and the expression by Hayduk and Laudie 
(Eq. 4), although both models overestimate the temperature effect compared to the activation model derived from 
the experimental data (Eq. 2). 

Temperature Dependence of Molecular Diffusivity in Water of Trichlorofluoromethane (CFC- 1 1) 

T 7 7 W  

("C) (10-3 kg m-'s-' )"  (10-2K-') Measured Hayduk and Eq. 2 Eq. 3 Eq.4 
(Zheng et al., 1998) Laudie (1974) (measured) 

0 1.787 -3.44 5.1 1 4 .'76 2.93 3.81 3.92 

5 1.518 -3.16 5.89 5 .'74 2.82 3.52 3.60 
10 1.307 -2.90 6.77 6.80 2.72 3.25 3.31 
15 1.139 -2.68 7.74 7.96 2.63 3.03 3.06 
20 1.002 -2.49 8.81 9.21 2.54 2.83 2.84 
25 0.890 -2.30 9.98 10.54 2.45 2.64 2.62 
30 0.797 -2.17 1 1.26 1 1.96 2.37 2.50 2.47 

" Corresponds to centipoise (IO-*g cm-k'). Measured data are fitted to the expression by Eyring with A, = 0.015 em's-', E,,IR = 2.18 x 
103 K (Zheng et al., 1998). With molar volume 
do many other authors - use the wrong exponent for q, (1.4 instead of 1.14). This error originates from a printing error in the abstract of 
Hayduk and Laudie's original publication. It explains why Zheng et al. get a larger discrepancy between this model and their data. 

= 92.2 cm3mol-' (see Illustrative Example 18.1). Note that Zheng et al. (1998) -as 
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Let us evaluate Eqs. 18-52 and 18-53 for the case of trichloroethene (TCE) at 25°C. 
First, we estimate the molecule's size (i.e., its molar volume) using information giv- 
en in Table 18.2: 

Fc, = 2(C) + I(H) + 3(C1) 
= 2 (16.5) + 1 (2.0) + 3 (19.5) 
= 93.5 cm3m01-' 

For comparison, in Table 18.3 we have also listed the molar volume of TCE calculat- 
ed from its liquid density, Mi/piL = 90.2 cm3mol-', and from the method proposed by 
Abraham and McGowan (1987) given in Box 5.1 (71.6 cm3mol-'). The molecular 
radius is approximated assuming the molecules are spherical (see Eq. 18-40): 

= 3.33 x I O - ~  cm = 3.33 x 10-l' m 
[ 3 7  ]'I? = [ 3 x93.5 cm3rnol-' 

4 x 3.142 x 6.02 x 1023mol-' ~ T C E  = - 47m 

With q = 0.89 x lO-'g cm-'s-' = 0.89 x 10-3 kg m-'s-' , the Stokes-Einstein relation 
(Eq. 18-52) yields: 

1 . 3 8 1 ~ 1 0 - ~ ~  kg m-2s-2K-' x298.2K 
6 x 3.142 x 0.89 x 10-3 kgm-' s-l x 3.33 x 10-l' m DTCEw = 

= 7.37 x IO-'' m2s-' = 7.37 x 10-~ cm2s-' 

Likewise, Eq. 18-53 yields: 

cm2s-' = 1.04 x lOw5 cm2s-' 
13.26 x 10-5 

(0.89)'.'4 x (93.5)0.589 DTCEw = 

Generally, Eq. 18-53 yields results that are correct to within 10%. 

Due to the relationship by Othmer and Thaker (Eq. 18-53), one expects that liquid- 
phase difhsivities also can be estimated from values of related compounds: 

-0.589 

(1 8-54) 
Dref  w 

This compares reasonably with the correlation found in Fig. 18.1 Oa. 

Again, molar mass is widely employed as relative index of molecular size, and a 
square-root functionality is often used for simplicity: 

(1 8-55)  

Fig. 18.10b indicates that within a class of molecules like benzene derivatives, the 
inverse relationship of diffusivity to molar mass is evident. 
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Illustrative Example 18.3 Estimating Molecular Diffusivity in Water 

Problem 

Estimate the molecular difhsion coefficient of dichlorodifluoromethan (CFC- 12) 
in water, D,,, at 25"C, by the following methods: 
(a) From the Stokes-Einstein relation 
(b) From the molar mass 
(c) From the molar volume 
(d) From the diffusion coefficient of methane (CH,) in water 
(e) From Hayduk and Laudie's semiempirical expression 

See also Illustrative Examples 18.1 and 18.2. 

Answer (a) 

The regression line shown in Fig. 18.10b yields for CFC-12: 

CI 
I 

Ck- C-F 
I 
F 

- 9 . 0 ~ 1 0 - ~ c r n ~ s - l  
i =CFC-12 2.7 x 104 - 2.7 x 104 

(M,)O7I 120.9' 71  

D,,(cm2s-1) = - M, = 120.9 g mol ' 
= 91.0 cm3moI ' 

r, = 3.30 x 10-* cm 
Reference substance: methane in (b) 
water at 25°C: 
D,, = 3.0 x 10-5 cm2s ' From the regression line in Fig. 18.10a and = 91 .O cm3mol-' follows: 

2.3 x 104 2 . 3 ~  104 - - = 9.3 x 10" cm2s-l 
91 .0°.71 

DiW(cm2s-') = 

Answer (c) 

From Eq. 18-55 follows: 

Answer (d) 

In order to apply the Stokes-Einstein relation (Eq. 18-52) all variables have to be 
transformed into the correct units: 

1.381 x 10-23kg m"s-2K-1 x 298.2K 
D;, = 

6 x 3.142 x 0.89 x 10-3 kg m-ls-' x 3.30 x 10-"m 

Note that this value is nearly equal to the one calculated earlier for trichloroethene, 
since the radii of the two molecules are approximately the same. 

Answer (e) 

The semiempirical relationship by Hayduk and Laudie (Eq. 18-53) yields: 



Diffusion in Porous Media 815 

em's-' = 10.6 x 10"cm2s-' 
13.26 x lo9 

(0.89)'.14 x (91.0)0.589 
Di, = 

In summary: 

As for Illustrative Example 18.2a (difhsivity of CFC-12 in air), these values agree 
fairly well with each other, except for the Stokes-Einstein relation, which was not 
meant to be a quantitative approximation but an expression to show qualitatively the 
relationship between diffusivity and other properties of both molecule and fluid. 

Diffusion Coefficient of CFC-12 in Water at 2 5 T ,  Di, 

Method Di, (cm2s-') 

(d) From Stokes-Einstein 7.4 x 
(a) From molar mass 9.0 x 
(b) From molar volume 9.3 x lo4 
(c) From D, of CH4 10.9 x lo4 
(e) From Hayduk and Laudie's relationship 10.6 x 

18.4 Diffusion in Porous Media 

In this section, we consider a solute or vapor diffusing through fluid-filled pores of a 
porous medium (note that both liquids and gases are called fluids). There are several 
reasons why in this case the flux per unit bulk area (that is, per total area occupied by 
the medium) is different from the flux in a homogeneous fluid or gas system. 

1. Usually diffusion through the solid matrix is negligible compared to diffusion 
through the fluids in the pores. Hence, only a reduced area is available for aqueous or 
gaseous diffusion. If the geometry of the pore space is random and isotropic, the corre- 
sponding flux reduction is given by the por-osi@, +, where I$ is defined as the volume 
fraction of the pores. (As an example of a nonisotropic porous media, consider the case 
where the pores are straight tubes aligned in the same direction; then diffusion along an 
axis perpendicular to the orientation of the tubes is zero, although + is not.) 

2. Since the pores are usually not straight, diffusion takes place over a longer dis- 
tance than in a homogeneous medium. This effect is often described by tortuosz~, z, 
which measures the ratio of the mean path length connecting two arbitrary points 
and the length of the straight line between these points. Typically z lies between 1.5 
and 6. The porous diffusive flux is reduced by z relative to the homogeneous flux. 

3. Due to the small dimensions of the "channels" in porous media, viscous forces 
usually suppress turbulence. Hence, diffusion through the pore space occurs by 
molecular motions. If the size of the pores is small, molecular motions are reduced. 
In gas-filled pores, this is the case if the pore size is similar to or smaller than the 
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mean free path of the diffusing molecules ((Knudsen effect). For the case of liquid- 
filled pores, it is the additional “drag-like”’ interactions with the pore wall which 
affects diffusion (Renkin effect). 

The following is a short overview of how these effects are quantitatively described. 
Then we assess their consequences for the ‘two Fickian laws. 

Diffusivity in Pores and Fick’s Laws 

The diffusive flux equation per unit bulk area for chemical i can be written as: 

(1 8-56) 

where $ is porosity [L:L;] 
Dip,,, is diffusivity of species i in the porous medium [Lt T-’1 

Ci is concentration in the pore space [h4LT3] 
x is bulk distance along which Fj  is measured [Lb] 

Note that for clarity, here we distinguish between the total (or bulk) spatial dimen- 
sion [Lb] and the dimension of the fluid-filled pore space [L,]. Thus porosity, which 
otherwise would be nondimensional, has dimension L’f L: . 

The in situ concentration gradient along the real diffusion path is reduced by tortuos- 
ity 2. Thus the in situ flux is reduced by the same factor. This effect is incorporated in 
the porous medium diffusivity Dipm~ If the pores are not too narrow, we get: 

(1 8-57) 

where Di is the “open space” molecular diffusivity of species i in the medium which 
fills the pores (water, air, etc.). 

When we repeat the procedure outlined in Section 18.2 (Eqs. 18-9 to 18-14) to de- 
rive Fick’s second law, we must remember that the volume in which a concentration 
change is occurring due to the diffusive flux is reduced by porosity I$ relative to the 
bulk volume. Thus, Eq. 18-12 cames an extra factor on the left-hand side: 

ac, - ae 
at ax 

@-- - -  

Inserting Eq. 18-56 yields 

ac. a aci 
at ax Ipm ax @ L = - ( @ D .  )- 

(1 8-58) 

(1 8-59) 

If @ and Dipm are constant along x, then after division by 9, Eq. 18-59 becomes: 

a2ci ac1 - - - Qpm, - ax2 at 

(1 8-60) 
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This is the same result as in Eq. 18-14 with the only exception that diffusivity is 
replaced by QPm. The latter is usually smaller than the homogeneous diffusion coef- 
ficient, Di. One effect is tortuosity (see Eq. 18-57), but sometimes additional influ- 
ences are important. They are discussed next. 

Diffusion in Gas-Filled Pores: Knudsen Effect 

If the typical pore diameter, dp , is of the same order of magnitude as the mean free 
path hi (Eq. 18-42) of the molecules migrating through gas-filled pores, then the 
molecules will frequently collide with the pore wall and the effective mean free path 
will be reduced. This effect is accounted for by the nondimensional Knudsen num- 
ber, Kn: 

(1 8-61) h K n = 2  
dP 

If Kn is of order 1 or larger, hi in Eq. 18-7a has to be replaced by the pore diameter, 
dp. Hence, Eq. 18-43 is replaced by 

1 
3 

Dipore = -dpui = (1 8-62) 

where ui is the average three-dimensional molecular velocity (Eq. 18-38). According 
to Eq. 18-42 and Illustrative Example 18.2, hi is of order 10-6 cm. If R is inserted in the 
adequate units (R = 8.315 x 107 g cm2s-2mol-'K-'), we get 

Dipore(cm2s-1) = 4 . 8 0 ~  103d 
M i  

(1 8-63) 

Since Eq. 18-63 is dimensionally not correct, it is valid only if dp is given in cm, T in 
Kelvin, and Mi in g mol-'. Note that in contrast to Eq. 18-46, Dip,,, is no longer propor- 
tional top-', and its temperature dependence has changed to T"* (instead of T3"). The 
above result is used in Illustrative Example 18.4 to calculate Dip,, of dichlorodifluo- 
romethane (CFC- 12) in different media. 

Diffusion in Liquid-Filled Pores: Renkin Effect 

In liquids, the mean free path is typically of the order of 10-l' m. Hence the Knudsen 
effect is not important (i.e., diffusing molecules collide with solvent molecules long 
before they typically arrive at a pore wall). However, diffusion is affected by a dif- 
ferent mechanism, the viscous drag caused by the pore walls. This is known as the 
Renkin effect (Renkin, 1954). In essence, the ratio of pore diffusivity in the liquid- 
filled pore space and diffusivity in the free liquid, Dipore/Difree, is a function of the 
nondimensional parameter 

4 
dP 

q. =- IR 
(1 8-64) 

where 

d, is molecular diameter of the solute 
dp is pore diameter 
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There are various empirical and theoretical equations of the form: 

(1 8-65) 

(see, e.g., Renkin, 1954; Quinn et al., 1972). However, they all have: 

This means that the Renkin effect sets in when dp becomes smaller than about 1000 di 
and suppresses diffusion completely when 4, approaches di. DiRusing molecules have 
a typical size of 10-* to 10-7 cm. As an example, based on Renkin’s original equation, 
for qIR = 0.4 (that is, when the cross-section of the solute covers about (0.4)2 = 0.16 or 
16% of the pore opening cross-section), the diffusivity is reduced to 12% of diffusivity 
in the fi-ee liquid. 

Diffusion in the Unsaturated Zone of Soils 

In the unsaturated zone of soils, only part of the pores is filled with water while the 
rest is filled with air. Currie (1970) proposed the following expression for the diffii- 
sivity of a population of vapor molecules in unsaturated soil: 

(1 8-66) 

where 

Diuz is diffusivity in the unsaturated zone 
is volumetric gas content of the soil; that is, that fraction of the 
total soil volume which is filled with air 
is total (air- and water-filled) porosity 
is molecular diffusivity in air 

0, 

@ 
Dia 
z,, = (P2/ 6; is tortuosity of the unsaturated zone 

Note that 0 I 0, I @ I 1. There are numerous other empirical expressions like Eq. 18- 
66 (see, e.g., Hillel, 1998). They all have in common that Diuz becomes virtually zero 
if 8, drops below 0.1. Remember that Diuz of Eq. 18-66 is the diffusivity whic,h 
appears in Fick’s second law (Eq. 18-60). In contrast, Dipore, which we introduced for 
the Knudsen and the Renkin effect, does not yet include the effect of tortuosity, but 
replaces Dj on the right-hand side of Eq. 18-57. 

Equation 18-66 will be applied in Chapter 19 (Illustrative Example 19.2). 

Diffusion of Sorbing Chemicals in Porous Media: Effective Diffusivity 

Until now, we have tacitly assumed that tlne diffusing compound does not interact 
chemically with the solid matrix of the porous media, Yet, in a porous medium the 
solid-to-fluid ratio is several orders of magnitude larger than in the open water. 
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Thus, the sorption of chemicals on the surface of the solid matrix may become im- 
portant even for substances with medium or even small solid-fluid equilibrium dis- 
tribution coefficients. For the case of strongly sorbing chemicals only a tiny fraction 
of the chemical actually remains in the fluid. As diffusion on solids is so small that it 
usually can be neglected, only the chemical in the fluid phase is available for diffu- 
sive transport. Thus, the diffusivity of the total (fluid and sorbed) chemical, the ef- 
fective diffusivity Dieff, may be several orders of magnitude smaller than diffusivity 
of a nonsorbing chemical. We expect that the fraction which is not directly available 
for diffusion increases with the chemical’s affinity to the sorbed phase. Therefore, 
the effective diffusivity must be inversely related to the solid-fluid distribution coef- 
ficient of the chemical and to the concentration of surface sites per fluid volume. 

As shown in Box 18.5 (Eq. 1 l), DieR is given by: 

Dieff = Af 4 p m  
(1 8-67) 

The relative fi-action of the fluid phase of chemical i,Lf, is defined in analogy to Eq. 

(1 8-68) 1 
9-12: 

f;f = 
1 + ySfKis/f 

where 

rsf is the solid-to-fluid phase ratio 
Kisif is the solid-fluid equilibrium distribution of chemical i 

As shown in Box 18.5, Die, determines the speed at which a pollutant penetrates a 
porous media. The so-called breakthrough time indicates how long it takes until a 
pollutant has crossed a porous layer of a given thickness. In contrast, once both the 
fluid and sorbed concentrations have reached steady-state, the flux is solely con- 
trolled by Dip, and thus independent of sorption (independent ofif). Illustrative Ex- 
ample 18.4 demonstrates the latter while the role of Dieff is shown in Illustrative 
Example 1 8.5. 

(Text continues on page 825) 

Box 18.5 Transport of Sorbing Chemicals in Porous Media and Breakthrough Time 

We consider a sorbing chemical i which diffuses in the pore space of a porous media. The pores are filled with a 
fluid (liquid or gas). For the following discussion, it is helpful to distinguish between the “bulk” spatial dimension 
ELb], the spatial dimension of the fluid-filled pore space [L,], and spatial dimension of the solid phase [L,]. Then, 
porosity Cp has dimension [ L’f Li3], the concentration of i in the fluid, C,, [ M,L;3], diffusivity [ Lt T-’1, and depth z 
[LJ. For the solid phase mass we use the dimension [M,] in order to distinguish it from the mass of the chemical i 
[M,]. Note that for the special case of a water-filled porous sediment, the subscript f (fluid) is replaced by w (water). 
Then the chosen notation is the same as in Chapter 9. 

For the different concentrations the following notation is used: 

Ci, = cjd + Cip = Total (fluid and sorbed) concentration per bulk volume [MiL2] 
cid = Dissolved concentration per bulk volume [MiL2] 
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Cip 
Cif = c i d  /@ 

= Sorbed concentration per bulk volume [MiL2 1 
= Dissolved concentration per water Volume [MiL;?] 

c. I s  = ~ Cip 
(1 - $>P, 

= Sorbed concentration per solid phase mass [M,M;'] 

0 
Ps 

= Porosity of porous media [ L3f L-,3] 
= Density of solid sediment matrix [MP L;'] 

The solid matrix is assumed to be uniform such that the solid-fluid equilibrium can be formulated with a single 
distribution ratio: 

Kislf = C;, /Cif [L:M;'] (1) 

where [Ms L;?] = Ps 7 solid mass 1-0 
fluid volume r,f = (4) 

is the solid-to-fluid phase ratio (see Eq. 19-15 where f is replaced by w). In the sediment column, c i d  and C,, are 
described by the following expressions (see Eq. 18-60): 

-=J  aci p . [M,L;,'T-'] 
at 

Jsorption describes the amount of chemical being sorbed (or desorbed, if ..Jsorption < 0) per unit bulk volume and time. 
From Eq. 2 (ifLf = constant): 

acjt - 1-xf 
- (l-Jf)- - -- aci p J . =-- 

at at if at 
soquon 

Inserting into Eq. 5 and rearranging yields: 

Thus: 

or because of Eq. 2: 

-- a2cid 
- i f  Oi pm a22 acl d 

at 

(7) 
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Thus, the effective diffusivity of the total concentration, Ci,, of a sorbing chemical in a porous media, Dieff, is given by: 

wherehis defined in Eq. 3 and Dip, is diffusivity of the chemical in the fluid-filled pore space as defined in Eq. 18-57. 

Breakthrough Time 

The total flux of the chemical per unit bulk area across the porous media is approximated by the flux in the fluid 
phase. The latter follows from the first Fickian law (see Eq. 18-56): 

[ ML: T-' ] 

Yet, thefront of a pollutant moves more slowly through the media since the fluid phase has to "drag along" the 
sorbed phase. In fact, the penetration time can be estimated with the familiar expression by Einstein and Smolu- 
chowski (Eq. 18-8) by replacing D by the effective diffusivity, Die* The time needed to cross a porous layer of 
thickness d, the so-called breakthrough time, is: 

d 2  d 2  

Note that once the front has crossed the layer and both the fluid and sorbed concentrations have reached steady- 
state, the flux becomes independent ofAP If the initial concentration in the porous media is different from zero, it 
takes less time to load the media to steady-state, and thus the breakthrough time is smaller. 

Illustrative Example 18.4 Evaluating the Steady-State Flux of Benzene from Spilled Gasoline 
through Soil to the Atmosphere 

Problem 
An underground fuel storage tank has recently leaked gasoline below ground such 
that the hydrocarbon mixture (see Chapter 2) has formed a horizontally extensive 
layer sitting on a clay lens located 3 meters below the ground surface. When the 
benzene in the gasoline has had time to develop a steady-state profile in the soil 
gases from the spill to the ground surface, what will be the outward flux of ben- 
zene (g m-2day-') from the soil surface located over the spill assuming only verti- 

z =benzene 
M, = 78.1 g mol" 

Soil Properties. 
Temperature: 1 5 T  
40% porosity ofwhich 75% is filled cal diffusive transport through the soil air? 
with air and 25% is filled with water. 

Gasoline properties: 
4000 spread Over First note that benzene is primarily moving through the gas-filled pores. Diffusion 

through the water-filled pores is too slow to account for much of the total flux. To an area of about 1000 mz and 0.01 m 
thick 
Density: 0.7 g cm-' calculate the steady-state diffusive flux through the 3-meter-thick gas-filled pores, 
Benzene content: 1% by mass use Eq. 18-56 and replace Dlpm by diffusivity in the unsaturated zone, D,,,, and $ by 
Average molecular mass of gaso- 8,. The latter is the gas-filled void which amounts to 75% of the 40% total porosity. 
line constituents: 100 g mol-I. That is, 8, = 0.30. 

Answer 
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Next, you need the difisivity of benzene in the unsaturated zone, Di uz, which 
according to Eq. 18-66 is given by Di air / T , , ~  For the soil, estimate T", from ($)5'2/(0g)4 
(Eq. 18-66), 0, = 0.3, and @ = 0.4 Hence, zUz is 12. 

To get the value of benzene's diffusivity in air at 15"C, we use this compound's 
experimentally reported value at 25°C of 0.096 cm2s-' and adjust this using the ratio: 
(288.2K/298.2K)1.75 as indicated by the empirical relation of Fuller et al. (Eq. 18- 
44). This gives Dia(150C) of 0.090 cm2s-'. Combining with our previous deduction 
about the effect of tortuosity, we finally have D,, = 0.0075 em's-'. This is equiva- 
lent to 7.5 x 10-~ m's-l. 

For the concentration gradient at steady-state, the benzene concentration in the soil 
gas at 3 m depth has the vapor phase value that would be equilibrated with gasoline, 
and the concentration at the ground surface may be assumed to be zero (i.e., assum- 
ing the wind continuously carries away any benzene exiting the ground surface). 
The vapor-phase partial pressure of benzene at equilibrium with the gasoline is 
given by (Eq. 6-1): 

(2) Pi = Yigasoline Xigasoline PIL * (15OC) 

Given the chemical similarity of benzene and the other hydrocarbons of which gas- 
oline is made, we expect yigasoline to be near 1. Indeed empirical evidence (see Section 
7.5) suggests a value of 2 would be reasonable. 

The benzene mole fraction in the gasoline is given by: 

= 0.013 - gbenzene /78  g mol-* 
Xigasoline - 100 ggasoline / 100 g moI" 

Finally you need the vapor pressure of benzene at 15°C. Insert p;TL (298 K) = 0.13 bar 
(Appendix C) and A,,,& = 34 kJ mole (Table 6.3) into Eq. 4-30 to get: 

---[--') 34'000 1 

p$(288 K) = 0.13. e 8.31 288 298 = 0.08 bar 

Inserting this vapor pressure together with the results above for activity coefficient 
and mole fraction into Eq. 2 yields the partial pressure of benzene expected in the 
soil gas adjacent to the gasoline: 

p i  = (2)(0.013)(0.08) bar = 0.002 bar 

This corresponds to a vapor concentration of 

CO =pi/RT = 0.002/[(0.083)(288)] = 8.3 x 10-5 mol L-' 

= 8.3 x 10-' niol m-3 

Now we have the steady-state concentration gradient (z is pointing upward): 

dC. 0 mol m-3 - 8.3 x 10-2mol m-3 -- - - 2.8 x 10-2mol m-4 1 -  -- 
dz 3m 
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Finally, putting all the pieces together, we estimate the flux out of the ground by 
using Eq. 1: 

dCi - = - O g D j U z  - - ( - 0 . 3 ~  7.5 x 10-7m2s-') x (-2.8 x 10-2mol m") 
dz 

= 6.3 x 10-9m01 rnW2s-' = 5.4 x 10-4mol m-2d-' = 0.042 g m-2d-1 

Over a 1000 m2 area this amounts to about 0.05 kgbenzene per day. Since the initial 
spill involved about 28 kg of benzene (4000 L at 0.7 kg L" and containing 1% ben- 
zene by mass), such fluxes could be sustained for many weeks. 

Note that benzene sorption to the soil solids and dissolution in the soil water do not 
affect the steady-state flux, but they influence the time needed until-steady state is 
reached (see Box 18.5). 

Illustrative Example 18.5 

i = pentachloronaphthalenes 
(PCNs) 

Mi = 300.5 gmol-' 
log Kjow = 6.2 (average value) 

Interpreting Stratigraphic Profiles of Polychlorinated Naphthalenes 
in Lake Sediments 

Problem 

Gevao et al. (2000) recently reported the presence of polychlorinated naphtha- 
lenes in a lake sediment core taken in northwest England (see Table below for 
profile of pentachloronaphthalenes or PCNs). Like PCBs, these compounds were 
used by the electric industry as dielectric fluids in transformers and capacitors. 

You are interested in the question of when pentachloronaphthalenes were first 
released in the area near the lake. Assume the lake sediments are always at 10°C, 
have 90% porosity, and their solids consist of 5% organic carbon. 

Assuming a large pulse input in 1960 (i.e., causing a maximum concentration to 
appear in the 24-25 cm layer), is it reasonable to explain the observed concentra- 
tions in the 34-35 and 39-40 cm sections as due to diffusion from above? 

Answer 

The simplest interpretation of the sedimentary profile is that the deepest layer with 
the first detectable pentachloronaphthalene corresponds to the first release. That 
puts the date at about 1936. However, you wonder if the first release could have 
come later (e.g., in 1960) and downward diffusion actually accounts for the 
appearance of detectable concentrations in the deeper sediments. 

Using the formulation relating the diffusion distance and time (Eq. 18-8): 

Xdiffusion = (2Dt)"2 

you see that you need a value of diffusivity for PCN in the sediment bed. It must reflect 
the effects of tortuosity and sorption. Combining Eqs. 18-57 and 18-67 yields: 

(1) Dieff = A w  Dip  = j w D i w  f 7 
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Depth 
(cm) 

Date PCN Concentrations 
(year of deposition) (ng kg-' d.w.) a 

0-1 
4-5 
9-10 
14-15 
19-20 
24-25 
29-30 
34-35 
39-40 
44-45 
49-50 

2000 
1992 
1984 
1976 
1968 
1960 
1952 
1944 
1936 
1928 
1920 

1800 
4300 
4900 
6200 

12000 
18000 
8000 

120 
1 20 

0 .o 
0 .o 

a d.w. = dry weight 

where in the relative dissolved fraction,Jw, the subscript f has been replaced by w to 
point out that water is the fluid. Since the bed is so porous, take z to be 1. 

Next, to deduce the fraction of PCN that is dissolved (i.e.,& ), you need the K,d for 
these compounds. Assume that these apolar compounds sorb only to the particulate 
organic matter, and that sorption can be described by a linear isotherm (Section 9.3). 
Given the log K,, = 6.2, use Eq. 9-26a (Table 9.2) to estimate Kioc: 

log Kioc = 0.74 log Kiow + 0.15 = 4.7 

Hence, the solid-water partition coefficient can be approximated by (Eq. 9-22): 

Kid =& Kio, = 0.05 x i ~ ~ . ~  = 2500 mL g-' = 2500 cm3g-' 

Since the porosity of the sediment is 90%, you may also calculate the solid-to-water 
ratio of the sediment bed from Eq. 9-1 5 :  

I -$  - 0.1 cW = p, - - 2.6 g ~ n n - ~  - = 0.29 g cmT3 
0 0.9 

Combining these two results, we find the fraction dissolved: 

iw =(l+rswKid)-' = (1+0.29g C I ~ - ~  x2500cm3g-')-' =0.0014 

The second parameter that you need is Di, (see Eq. 1). Start by estimating the size of 
PCNs using the approach of Fuller et al. (1 966) (Table 18-2): 

K = 10 carbons + 4 hydrogens + 6 chlorines - 2 rings 
- 

= [(10)(16.5) + (3)(2.0) + (5)(19.5) - (2)(20.2)] cm3mol-' 
= 228 cm3mol-' 

Now using Eq. 18-53 from Hayduk and Laudie (1 974), you obtain: 
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= 4.0 x 10-6cm2s-' 
- 13.26 x 10" 13.26 x 10-5 
- 

(1.307)'.14 x 228°.589 
Djw(cm2s-1)= 1,14-0.589 

r v ,  
Insertion of this value together with the result forf;, into Eq. 1 (with z = 1) then yields: 

Djerr= (0.0014) (4.0 x 10" cm2s-') = 5.6 x 10-9 cm2s-' 

Now you are ready to estimate the relevant diffusion distances. For the deepest depths 
in which PCNs appear, they are present at 120/18~000 = 0.0067 of the peak concentra- 
tion at 24-25 cm. As discussed with respect to Eq. 18-23, this implies that you are 
interested in the argument of the complementary error fimction where the erf~Cy,,~~~) = 
0.0067. In Appendix A, you find that yo 0067 is about 1.9. Thus, you can solve: 

= 1.9 x 2 x (5.6 x 10-9 cm2s-' x 40 yr x 3.15 x 107 s yr-')0.5 = 10 cm 

Thus, it appears reasonable to expect a small portion of the PCNs (about 1% of the 
peak concentration) to have diffusively migrated from a layer at about 24-25 cm 
down to one at about 35 cm. This is similar to the deepest layers in which PCNs are 
found, and given the uncertainties of the various estimated parameters, it is not too 
farfetched to argue that release to the lake occurred around 1960 (+10 years). 

Other Random Transport Processes in the Environment 

The concept of diffusion as a process of random transport is not restricted to the case of 
molecular diffusion in liquids and gases. In fact, diffusion is such a powerhl model for 
the description of transport that it can be applied to processes which extend over more 
than 20 orders of magnitude. On the very slow side, it can be applied to the migration 
of molecules in solids. This is especially important for the relative movement of atoms 
and molecules in minerals which, although being rather slow, becomes effective over 
geological time scales. At temperatures of several hundred degrees Celsius, as they 
prevail in the earth's mantle, difhsivities of atoms in minerals (e.g., in feldspar) are of 
the order 10" to 10-3 cm2s-'. If these values are extrapolated to normal conditions 
(25"C, 1 bar), diffusivities become as small as 10-30 cm2s-' and less (Lerman, 1979). 
Diffusion in solids is usually highly anisotropic (i.e., its size depends on the direction 
relative to the orientation of the crystal lattice). 

On the large side, the concept of diffusion also can be applied to macroscopic trans- 
port. This process is called turbulent diffusion. Turbulent diffusion is not based on 
thermal molecular motions, but on the mostly irregular (random) pattern of currents 
in water and air. 

A First Glimpse at Turbulent Diffusion 

Laminar flow is defined by a set of well-defined, distinct streamlines along which 
fluid elements flow without exchanging fluid with neighboring elements. Currents 
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100 km 

1 km 
Figure 18.11 Diffusion distance, 
L,  vs. diffusion time, t, for typical 
diffusivities calculated from the 
Einstein-Smoluchowski relation L 
= (2Dt)"2, Eq. 18-8. The following 
diffusivities, D, are used (values in 
ern's-'): He in solid KCl at 25°C: 
10-10. , molecular in water: 

molecular in air: 1OP; vertical (tur- 
bulent) in ocean: 10'; vertical (tur- 
bulent) in atmosphere: 105; hori- 
zontal (turbulent) in ocean: 106 to 
10'. Values adapted from Lerman 
(1 979). 

1 day 1 yr 103yr 106yr 

time scale t (s) 

of fluids (water, air, etc.) are rarely laminar. The Reynolds number, Re, a nondimen- 
sional quantity expressing the ratio between the forces of inertia and of viscosity, 
respectively, is defined by 

(1 8-69) d V  Re = -- 
r l f  'Pf 

where d is the spatial dimension of the flow system or object around which the 

v is the typical flow velocity (m s-I) 
qf is the dynamic viscosity of the fluid (kg m-ls-') 
pf is the density of the fluid (kg r ~ ~ )  

flow occurs (m) 

For laminar flow, Re has to be smaller than a critical value of about 0.1. As an exam- 
ple we take v = 104 m s-', (qdpf) = 10-6 rn's-' (corresponding to a water temperature 
of 20°C) and ask how large d can be to keep Re below 0.1. We get d < Re (qt/pf)/v = 
0.1.10-6 m2 s-'/104 m s-' = lO-' m. Thus,, only in the submillimeter pore space of 
sediments or aquifers would the flow field be purely laminar. But it certainly would 
not be laminar in an open water body such as a lake or the ocean. 

Turbulent flow means that, superimposed on the large-scale flow field (e.g., the Gulf 
Stream), we find random velocity components along the flow (longitudinal turbu- 
lence) as well as perpendicular to the flow (transversal turbulence). The effect of the 
turbulent velocity component on the transport of a dissolved substance can be de- 
scribed by an expression which has the same form as Fick's first law (Eq. 18-6), 
where the molecular diffusion coefficient is replaced by the so-called turbulent or 
eddy diffusion coefficient, E. For instance, for transport along the x-axis: 

(1 8-70) 
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and similarly for the other components. As in Eq. 18-7, we can visualize E, to result 
from the product of a typical velocity (the turbulent velocity v,,,,,) and a typical mean 
free path (Aturb). Turbulent diffusivity is much larger than molecular diffusivity since 
the distances over which a molecule is transported by turbulence are much larger than 
the distances between molecular interactions, although the turbulent velocities are 
much smaller than molecular velocities. In fact, typical horizontal turbulent diffusion 
coefficients in lakes and oceans are between 102 and 10' cm2s-'. Compared to typical 
molecular diffusivities in water of 10-5 cm2s-', turbulent diffusion in water can be up to 
IOl3  times larger. In the atmosphere molecular diffusion is of order 1O-I cm2s-', while 
horizontal turbulent diffusion is 10' cm2s-' or greater. 

In natural systems (lakes, oceans, atmosphere) turbulent diffusion is usually anisotro- 
pic (i.e., much larger in the horizontal than vertical direction). There are two main 
reasons for that observation: (1) the extension of natural systems in the horizontal is 
usually much larger than in the vertical. Thus, the turbulent structures (often called 
eddies) that correspond to the mean free paths of random motions often look like pan- 
cakes; that is, they are flat along the vertical axis and mainly extended along the hori- 
zontal axes. (2) Often the atmosphere or the water body in a lake or ocean is density 
stratified (i.e., the density increases with depth). This compresses the eddies even fur- 
ther in the vertical. Gravitational forces keep the water parcels from moving too far 
away from the depth where they are neutrally buoyant, that is, where they have the 
same density as their environment. Thus, the anisotropic shape of the eddies results in 
turbulent diffusivities which differ in size along different spatial directions. 

Diffusion Length Scales 

The gradient-flux model to describe turbulent diffusion (Eq. 18-70) has the disad- 
vantage that turbulent diffusivity, E, , is scale dependent. As discussed in more detail 
in Chapter 22, in natural systems E, increases with increasing horizontal scale of 
diffusion. This means that the speed with which two fluid parcels are separated by 
turbulence increases the further they are from each other. This is because turbulent 
structures (eddies) of increasing size become effective when the size of a diffusing 
patch becomes larger. Typical ranges of turbulent diffusivities in the environment 
are summarized in Table 18.4. 

The relation between length and time scales of diffusion, calculated from the Einstein- 
Smoluchowski law (Eq. 18-8), are shown in Fig. 18.11 for diffusivities between 10-l' 
cm2s-' (helium in solid KCI) and 108 cm2s-' (horizontal turbulent diffusion in the atmo- 
sphere). Note that the relevant time scales extend from less than a millisecond to more 
than a million years while the spatial scales vary between 1 micrometer and a hundred 
kilometers. The fact that all these situations can be described by the same gradient-flux 
law (Eq. 18-6) demonstrates the great power of this concept. 

Dispersion 

In a unidirectional flow field (e.g., in a river or aquifer), there is an additional process of 
random transport called dispersion. Dispersion results from the fact that the velocities in 
adjacent streamlines are different. For instance, in a river the current velocities in the 
middle of the river bed are usually larger than on the sides. Due to lateral turbulence, 
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Table 18.4 Typical Molecular and Turbulent Diffusivities in the Environment 

System Diffusivity (cm2s-') a 

Molecular 
In water 
In air 

Turbulent in Ocean 
Vertical, mixed layer 
Vertical, deep sea 
Horizontal 

Turbulent in Lakes 
Vertical mixed layer 
Vertical, deep water 
Horizontal 

Turbulent in Atmosphere 
Vertical 
Note: Horizontal transport mainly by advection (wind) 

Turbulent vertical 
Turbulent lateral 
Longitudinal by dispersion 

Mixing in Rivers 

- 10-5 
lo-' 

0.1 - 104 
1 - 10 

lo2 - lo8 

0.1 - 104 
10-3 - I 0-1 

101 - 107 

104- 10-5 

1 - 10 

10-5 - lo6 
10 - 103 

a 1 em's-' = 8.64 m2d-'. 
dependent, see Chapter 22. See Chapter 23. 

Maximum numbers for storm conditions. Horizontal diffusivity is scale 

water parcels randomly switch between different streamlines. Thus, water parcels which 
spend more time on fast streamlines than on slow ones travel faster along the flow field, 
and vice versa. Therefore, a concentration cloud of a chemical dumped into a river within 
a short time period is transformed into an elongated cloud while it travels downstream. 

The mathematical description of dispersion will be introduced in Section 22.4. Illus- 
trative Examples follow in the chapters on rivers (Chapter 24) and on groundwater 
(Chapter 25). 

Questions and Problems 

Questions 

Q 18.1 

Explain the difference between the Bernoulli coefficient, p(n,rn), and the function 
p,(m) of Eq. 18-2. 

Q 18.2 

By which mathematical or physical principle are the Bernoulli coefficients and Ficluan 
diffusion linked? 
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Q 18.3 

Explain the relationship between Fick’s first and second law. 

Q 18.4 

Determine the sign of aC&t at location x resulting from Fick’s second law for the 
concentration profiles shown in Fig. 18.3. Can you develop an easy rule to assess the 
sign for an arbitrary curve at an arbitrary location? 

Q 18.5 

Derive analytical expressions for the flux F and the temporal concentration change 
dCAt for the following one-dimensional concentration distributions: (a) C(x) = a + bx; 
(b) C(x) = a - bx - c2; (c) C(x) = CO exp(-a); (d) C(x) = a sin(bx). The parameters 
a, b, c and diffusivity D are constant and positive. 

Q18.6 

Expand Fick’s law and Gauss’ theorem (Eq. 18-12) to three dimensions and derive 
Fick’s second law for the general situation that the diffusivities Ox, Dy, and 0, are not 
equal (anisotropic diffusion) and vary in space. Show that the result can then be 
reduced to Eq. (1) of Box 18.3 provided that D is isotropic (0, = Dy =D,) and spatial- 
ly constant. 

Q 18.7 

Make a qualitative sketch of the concentration profiles defined by Eqs. 18-22 and 
18-28 and explain the physical reason that makes them different. 

Q 18.8 

Explain qualitatively the semiempirical relation of Fuller et al. (1 966) for molecular 
diffusivity in air (Eq. 18-44). How is this expression related to the molecular theory 
of gases? 

Q 18.9 

Why can the diffusivity ratio of two chemicals in water be approximated by a power 
law of their molecular mass ratio? What is the exponent of the power law? 

Q 18.10 

Is it possible that the molecular diffusive flux in water along the x-axis is different 
from zero for a chemical that has constant concentration along x? Explain! 

Q 18.11 

What makes diffusion through a porous medium different? How do the relevant ef- 
fects differ for diffusion in air and in water, respectively? 

Q 18.12 

Why is turbulent diffusion in oceans and lakes usually anisotropic? Explain the term 
anisotropy both in mathematical and normal language. 
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Q 18.13 

Explain the difference and similarity between turbulent diffusion and dispersion. 

Advanced Topic 

I 
CI- C--H 

I 
CI 

trichloromethane (chloroform) 

M, = 119.4 g mol-’ 
Dj, (CHCl,) = 5 . 5 ~ 1 0 - ~  em's-' 

2,3,4,-trichlorobiphenyl 
(TCBP) 

Problems 

P 18.1 Bernoulli Coefficients and Randolm Walk 

(a) Calculate the Bernoulli coefficients for 12 = 8, k = 0, +2, . . . and complete Fig. 18.1 
to 8 time steps. Compare the coefficients; with the corresponding approximative 
normal distribution function. (b) Show that the gradient flux law is valid at an 
imaginary wall at m = -3 for the time steps n = 6 to n = 8. Check signs carefully! 

P 18.2 First and Second Derivatives 

Draw concentration profiles, C(x), with the following properties: (a) C’ = 0; 
(b) C’# 0, C”= 0; (c) all combinations of+  C’> 0, +C”> 0; (d) C’= 0, C”= 0, C”’ 
+ 0. (Notation: c’= ac/& C” = azC/axz, C”’= d-lc/ax’) 

P 18.3 Nonconstant Diffusivity 

Calculate the mass flux F and the concentration change aC/at for the one-dimen- 
sional concentration distribution C(x) = a + bx, if diffusivity increases with x accord- 
ing to D(x) = Do + gx. The parameters, a, h, g, and Do are constant and positive. 

P 18.4 Decrease of Chloroform Concentration by Diffusion 

(a) In order to illustrate the slowness of molecular difhsion a colleague claims that 
one could place a droplet containing just 100 yg of chloroform into a stagnant water- 
filled pipe (diameter 2 cm) and it would ta.ke at least one month until the concentra- 
tion along the pipe would nowhere exceed a concentration of 1 mg/L. How long 
does it really take? Hint: Assume that the initial distribution is “point-like’’ (Eq. 18- 
15) and then use Eq. 18-16. 

(b) How long would it take if the chloroform were put into a three-dimensional water 
body and molecular diffusion were to occur along all three dimensions? 

P 18.5 Temperature and Pressure Dependence of the Molecular Diffusion 

Estimate the molecular diffusion coefficient of dichlorodifluoromethane (CC1,F2, 
CFC-12) in air, Dia, at temperature T=-lO°C and pressurep = 0.5 bar. In Illustrative 
Example 18.2 you calculated D, at T = 25”C, p = 1 bar to be about 8.5 x 1 0-2cm2s-’. 

Coefficient in Air 

P 18.6 Molecular Diffusion Coefficient of a PCB Congener in Water, D,  

(a) You are in desperate need for the molecular diffusion coefficient of 2‘,3,4-trichlo- 
robiphenyl (TCBP) in water, Diw, at 25°C but you cannot find any value in the liter- 
ature. You are aware of several approximations. To make sure that they give reliable 
results you try three of them. 

(b) As you know, the physicochemical properties of the various PCB congeners can 
be very different. Imagine you had to estimate Diw for 2,4,4-trichlorobiphenyl in- 
stead. Do the estimated values differ? What is the problem? 
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(c) Estimate the relative change of Di, of TCBP if the water temperature drops from 
25°C to 0°C. 

Hint: In case you need values for the dynamic viscosity of water; they are listed in 
Appendix B as a function of temperature T. 

P 18.7 Trifluoroacetic Acid in a Pond 

Trifluoroacetic acid is an atmospheric transformation product of freon substitutes. It 
enters surface waters by precipitation where it dissociates into its ionic form trifluo- 
roacetate and then remains virtually inert. 

We want to estimate how much of the trifluoroacetate (TFA) would diffuse into the 
pore space of a small pond (volume V, area A )  within one year. 

CF,-COOH * C F 4 O O -  + H' Help: For simplicity assume that at a given time t = 0 the TFA concentration sudden- 
ly increases to some value, say CO = 1 mg/L. Consider the diffusion of TFA into the trifluoroacetic acid trifluoroacetate 

sediment after 1 year by first assuming that the lake concentration CO remains con- 
stant. Calculate the fraction of TFA found in the sediment pores, M,,,/Mo, where MO 
= VC,. If this fraction is not too large, your assumption (CO - constant) is justified. 
Use an effective molecular diffusivity of TFA in the sediment of D,, = lO-' cm2s-l. 
Note that sediments mostly consist of water. 

Pond 

V = 5 x  104m3 
A = 2 x  1 0 ~ ~ ~  

no through-flow 

P 18.8 Evaluating the Effectiveness of a Polyethylene Membrane for Retaining 

You have been asked to comment on the likely effectiveness of a proposed l-mm- 
thick linear low-density polyethylene (LLDPE) plastic sheet for retaining benzene 
present at ppm levels in a wastewater. To be considered effective, the plastic sheet 
must retain the benzene for at least 20 years. 

Organic Pollutants in a Relatively Dilute Wastewater 

Fortunately, you are aware of the study by Aminabhavi and Naik (1998). In that 
work, the investigators deduced the molecular diffusivities of several alkanes in 
plastics including LLDPE. Plotting their data as a function of chemical size (here, 
molar volumes), you have their results as shown in the figure below. 

h - -6.5 1 
I 
v) 

y = -3.537~ + 0.6278 
R2 = 0.9762 

2 0 

-9 I I I I I 
2.1 2.2 2.3 2.4 2.5 

log (molar volume in cm3mol-1) 
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Not surprisingly, the diffusivities in the LLDPE are much less than corresponding 
diffusivities in water (e.g., Dhexane LLDPE = 1.27 x em's-' vs. Dhexane water - 
0.80 x lO-’ cm2s-’). As for other diffusivities, these data indicate that the diffusivi- 
ties (in cm2s-’) of hydrocarbons in the LLDPE at 25°C are well correlated with the 
diffusates’ molar volumes (in cm3mol-’): 

- 

logDjLLDPE = - 3.5 log + 0.63 

If you define chemical breakthrough as the time it takes for the half-maximal con- 
centrations to pass across the plastic membrane, will a 1 millimeter thick LLDPE 
sheet be effective at retaining benzene for 2,O years? 

P 18.9 Daydreams During Environmental Organic Chemistry Lectures 

You are an excellent student taking a very exciting subject, Environmental Organic 
Chemistry. Arriving at the lecture hall early, you take a seat at the very front of the 
room. The lecture begins after all the students have taken their seats, and except for 
the wild machinations of your lecturer, the air in the room appears very still. 

Suddenly, an attractive individual enters the back of the room and takes a seat there 
about 10 meters away from you. After only about 1 minute, you notice a pleasant 
scent, presumably associated with your newly arrived colleague. 

Due to your amazing interest in the course topic, you wonder, “What must the hori- 
zontal eddy diffusity be in the lecture hall!” 
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Chapter 19 

TRANSPORT THROUGH BOUNDARIES 

19.1 The Role of Boundaries in the Environment 

19.2 Bottleneck Boundaries 
Simple Bottleneck Boundaries 
A Simple Noninterface Bottleneck Boundary 
Illustrative Example 19.1: Vertical Exchange of Water in a Lake 
Two- and Multilayer Bottleneck Boundaries 
Bottleneck Boundary Between Different Media 
Illustrative Example 19.2: Diffusion of a Volatile Compound from the 

Groundwater Through the Unsaturated Zone into the Atmosphere 

19.3 Wall Boundaries 
Wall Boundary Between Identical Media 
Wall Boundary Between Different Media 
The Sediment-Water Interface as a Wall Boundary 
Box 19.1: Equilibrium of Sorbing Solutes at the Sediment-Water Interface 
Wall Boundary with Boundary Layer (Advanced Topic) 
Illustrative Example 19.3: Release of PCBs from the Historically Polluted 

Illustrative Example 19.4: Dissolution of a Non-Aqueous-Phase Liquid 

Wall Boundary with Time-Variable Boundary Concentration 

Sediments of Boston Harbor 

(NAPL) into the Aqueous Phase 

19.4 Diffusive Boundaries 
Dispersion at the Edge of a Pollutant Front 
Box 19.2: Dilution of a Finite Pollutant Cloud Along One Dimension 

(Advanced Topic) 

Environmental Organic Chemistry, 2nd Edition. 
Rene P. Schwarzenbach, Philip M. Gschwend and Dieter M. Imboden 

Copyright 0 2003 John Wiley &L Sons, Inc. 
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19.5 Spherical Boundaries (Advanced Topic) 
Bottleneck Boundary Around a Spherical Structure 
Sorption Kinetics for Porous Particles Surrounded by Water 
Box 19.3: Spherical Wall Boundary with Boundary Layer 
Finite Bath Sorption 
Illustrative Example 19.5: Desorption Kinetics of an Organic Chemical 

from Contaminated Sedirnents 

19.6 Questions and Problems 
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19.1 The Role of Boundaries in the Environment 

Many important processes in the environment occur at boundaries. Here we use the 
term boundary in a fairly general manner for surfaces at which properties of a sys- 
tem change extensively or, as in the case of interfaces, even discontinuously. Inter- 
face boundaries are characterized by a discontinuity of certain parameters such as 
density and chemical composition. Examples of interface boundaries are: the air- 
water interface of surface waters (ocean, lakes, rivers), the sediment-water interface 
in lakes and oceans, the surface of an oil droplet, the surface of an algal cell or a 
mineral particle suspended in water. 

In the environment we frequently deal with a more vague kind of boundary. For 
instance, we have the boundary between the warm, less dense surface layer of a lake 

atrazine concentration (pg/L) 

0 
O 

?pilimion 

hermocline 

60 

E 
m .- 

iypolimion 2 20 

0 

0 10 20 
water temperature T ("C) 

Figure 19.1 Examples of noninterface 
boundaries. (a) The thermocline between 
the epilimnion and the hypolimnion of 
Greifensee (Switzerland) characterized by 
a strong change of water temperature (line) 
and a corresponding distinct gradient of 
atrazine concentration (dots), a herbicide. 
From Ulrich et al., 1994. (b) The tropopause 
is the boundary between the troposphere 
and the stratosphere while the stratopause 
separates the stratosphere from the 
mesosphere. (c) The Straight of Gibraltar 
represents a boundary between the saline 
water of the Mediterranean and the less 
saline North Atlantic. The lines denote 
zones of constant salinity (standard salinity 
units). From Price et al., 1993. 
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Figure 19.2 The chemocline in 

I I I 1  I I I 

c Lago Cadagno 
Sept. 14, 1990 

called the epilimnion and the cold, denser deep-water layer called the hypolimnion 
(Fig. 19.1~) .  These boundaries are not interfaces in the strict sense but rather 
transition zones with a certain spatial extension. The boundary region between an 
epilimnion and a hypolimnion is called a thermocline (the zone in which water 
temperature changes substantially, though continuously). Other examples are the 
tropopause, that is, the boundary between the troposphere and the stratosphere (Fig. 
19.lb), or the boundaries between adjacent water bodies which are connected by a 
straight, for instance, the straight of Gibraltar connecting the Mediterranean with the 
Atlantic Ocean where salinity and other properties exhibit spatial gradients which 
are distinctly greater than within the adjace:nt water bodies (Fig. 19.1~).  

Boundaries are distinguished from the interior part of a system in two ways: (1) they 
play a pivotal role controlling the transport of energy and matter, and (2) they control 
chemical processes triggered by the contact of two systems with different chemical 
composition. 

In Part V of this book we will discuss models of different environmental systems. 
Usually, such models will be extended in time as well as in space. To describe the 
variation in space we can either adopt the simpler scheme of box models (see Chap- 
ter 21) or introduce one or more continuously varying space coordinates (Chapter 
22). Boundaries will be an essential part of both kinds of models. In the former, the 
boxes are separated by (interface or non-interface) boundaries; their appropriate 
choice can turn the construction of a model into a piece of art. In the latter kind of 
models, the continuous functions (such as vertical concentration profiles of chemi- 
cals in the ocean) are framed by so-called boundary conditions which can either be 
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Figure 19.3 Three types of bound- 
aries, each characterized by a dif- 
ferent diffusivity profile, D(x), 
along the spatial coordinate x per- 
pendicular to the boundary. 
(a)  bottleneck boundary, (b) wall 
boundary, and (c) diffusive boun- 
dary given by a distinct change of 
the water composition, here repre- 
sented by C(x). See text for further 

defined by a value (e.g., a concentration) or by a flux (e.g., a mass flux across the 
boundary). This chapter is devoted to the mathematical description of transport pro- 
cesses across different types of boundaries. 

Boundaries are characterized by physical and chemical processes. For interface 
boundaries it is often sufficient to describe the chemical processes using 
equilibrium concepts; Chapters 4 to 7 and 9 deal with important examples. For 
instance, Henry’s law reflects the equilibrium between two molecular fluxes 
occurring at the air-water interface, the flux of molecules from the gas phase into 
the water phase, and the inverse flux. Sometimes the transfer processes are 
combined with quasi-instantaneous chemical transformations such as acid/base 
reactions. Other transferheaction processes at boundaries are slower and require a 
kinetic description (in contrast to the equilibrium partitioning concept). An 
interesting example occurring at the so-called chemocline, that is, a noninterface 
boundary observed in Lago di Cadagno (Switzerland), is shown in Fig. 19.2. Here 
the thermocline is combined with strong chemical gradients produced by the 
contact between two chemical environments, the oxic surface water and the anoxic 
deep water which is rich in sulfide (HS-). In the thin overlapping zone a special 
type of phototrophic sulfur bacterium (Chromatium okenii) that lives on the 
oxidation of HS- to elementary sulfur finds ideal conditions of growth. Its 
concentration is reflected in the turbidity profile. Note the interesting vertical 
structure of temperature and salinity within the zone in which turbidity (a 
qualitative measure of biomass concentration) is large. It results from the micro- 
turbulence produced by the sinking bacteria (Wuest, 1994). 

With respect to the physical processes, boundaries can be subdivided into just three 
classes. The distinction will be made according to the nature of the resistance to 
mass transfer across the boundary. We must recognize that this transfer is usually 
mediated by random motions. Thus, the resistance is like the inverse of a generalized 
diffusivity or transfer velocity, since both these quantities have the function of a 
conductivity (of mass, heat, momentum, etc.). For simplicity, the following discus- 
sion will be focused on the diffusion model (Eq. 18-6), although everything which 
will be said can also be adapted to the transfer model (Eq. 18-4). 

The physical classification of the boundaries is made according to the shape of the 
generalized dijiusivityprofile across the boundary, D(x), where x is a spatial coordi- 
nate perpendicular to the boundary (Fig. 19.3). Three types of boundaries are distin- 
guished: 

bottleneck boundary 

wall boundary 

diffusive boundary 

Remember that diffusivity D stands for a general parameter with dimension [L2T-’] 
appearing in Fick’s first law (Eq. 18-6) that relates the flux of a property (concen- 
tration, temperature, etc.) to the spatial gradient of the property. It can be a 
molecular diffusion coefficient, a coefficient of turbulent diffusion, or a dispersion 

explanations. coefficient. 
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The classification of all boundaries into just three types is made possible due to the 
enormous difference in magnitude of molecular and turbulent difisivities (see Ta- 
ble 18.4). In Part V of this book, we will learn more about the conditions in which 
either molecular diffusion or turbulence are relevant. We will discover that as a gen- 
eral principle, transport by turbulence cannot cross interface boundaries (although 
turbulent kinetic energy can as demonstrated by the production of water waves by 
the wind). Mass crossing an interface boundary must “squeeze” itself through a zone 
in which transport occurs by molecular diffusion. If this zone separates two turbu- 
lent systems, it plays the role of a bottleneck which controls the overall mass flux. A 
bottleneck boundary (Fig. 1 9 . 3 ~ )  is like a two-lane bridge which separates two sec- 
tions of a Los Angeles twelve-lane freeway. A typical bottleneck boundary is the 
water surface of rivers, lakes, and oceans. The atmosphere and the water are usually 
turbulent; but they are separated by a boundary zone in which transport occurs only 
by molecular processes. 

A different situation is encountered at the bottom of a water body. The sediment- 
water interface is characterized by, on one side, a water column which is mostly 
turbulent (although usually less intensive than at the water surface), and, on the 
other side, by the pore space of the sediment column in which transport occurs by 
molecular diffusion. Thus, the turbulent water body meets a wall into which 
transport is slow, hence the term wall boundary (Fig. 19.3b). A wall boundary is 
like a one-sided bottleneck boundary, that is, like a freeway leading into a narrow 
winding road. 

Finally at a diffusive boundary (Fig. 19.3c>1, diffusivity is of similar magnitudes on 
either side. Sometimes it is molecular, like at the contact between so-called mobile 
and immobile zones in groundwater; sometimes it is turbulent, as at the transition 
from the vigorously mixed surface waters to the thermocline of the ocean. In our 
picture we can visualize a diffusive boundary by the transition from a paved to an 
unpaved section of a road. A diffusive boundary may also mark the limit of a concen- 
tration patch floating in the current of a river. Here, the picture of a column of cars 
held back by a roadblock of some kind comes to mind. When the roadblock is re- 
moved and the cars begin to move along the road again, an observer from an airplane 
would see the head of the column (the boundary) becoming more and more spread 
out while the cars are speeding along the highway. 

The distinction between these three types ofboundaries will become clearer once we 
deal with examples. In the following sections the mathematical tools will be derived 
that are necessary to describe transport across these boundaries. They will then be 
applied to real environmental boundaries. We will also distinguish between different 
geometrical shapes of the boundary. Flat boundaries are easier to describe mathe- 
matically than spherical boundaries. The latter will be used to describe the exchange 
between suspended particles or droplets, and the surrounding fluid (algal cells in 
water, fog droplets in air, etc.). Furthermore, boundaries can be simple (one “layer”) 
or have a multiple structure. 

The air-water interface plays a key role among all natural boundaries. It controls the 
global distribution of many important natural and man-made chemicals (CO,, CH,, 
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CH3SCH3, CFCs, etc.), especially by mass exchange at the surface of the ocean. 
Therefore, Chapter 20 will be devoted just to this interface. 

The approach pursued in this and the next chapter is focused on the common mathe- 
matical characteristics of boundary processes. Most of the necessary mathematics 
has been developed in Chapter 18. Yet, from a physical point of view, many different 
driving forces are responsible for the transfer of mass. For instance, air-water ex- 
change (Chapter 20), described as either bottleneck or difhsive boundary, is con- 
trolled by the turbulent energy flux produced by wind and water currents. The nature 
of these and other phenomena will be discussed once the mathematical structure of 
the models has been developed. 

Bottleneck Boundaries 

Simple Bottleneck Boundaries 

A simple bottleneck boundary is characterized by one single zone in which the trans- 
fer coefficient, or diffisivity, D, is significantly smaller than in the bulk portion on 
either side ofthe boundary. Fig. 19.3a gives a schematic view of a simple bottleneck 
boundary. In real systems the drop of D to the bottleneck value Db is usually much 
smoother than shown in the figure. The term “bottleneck” indicates that the rate- 
determining step of the transfer across the boundary is controlled by the thin zone in 
which D is small and thus the resistance against this transport is large. As mentioned 
before, the most prominent example of a bottleneck boundary is the air-water 
exchange which determines the flux of chemicals from surface waters (oceans, 
lakes, rivers) to the atmosphere or vice versa. The physics of this boundary will be 
discussed in Chapter 20. 

Before dealing with this and other examples, let us derive the mathematical tools 
which we need to describe the flux of a chemical across a simple bottleneck bound- 
ary. First, we recognize that for a conservative substance at steady-state, the flux, 
F(x), along the boundary coordinate x orthogonal to the boundary must be constant. 
According to Fick’s first law (Eq. 18-6) the flux is given by: 

dC 
dx 

F(x) = -D(x) - = constant [ML-’T.’] (19-1) 

where the notation D(x) indicates that the diffusivity depends on x. In other words, 
the concentration gradient, dCldx, must be inversely related to D(x). Since within 
the bottleneck zone diffusivity, D(x), is much smaller than in the two adjacent 
zones, the concentration gradient in the bottleneck zone must be much stronger 
than outside. Therefore, virtually all the concentration variation at the boundary is 
confined to the bottleneck. In Fig. 19.4 it is assumed that the concentration 
gradients in zones A and B are negligible compared to the gradient in the 
bottleneck, that is, the corresponding diffusivities in these zones are infinitely 
large compared to Db in the bottleneck zone. Therefore the flux across the 
bottleneck can be calculated as if the concentrations in the adjacent boxes were 
held constant at C, and C,, respectively. If Db within the bottleneck is constant, 
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Figure 19.4 Transfer across a sim- 
ple bottleneck boundary of thick- 
ness 6 connecting two zones A and 
B. The solid line is concentration 
C(x) and the dashed line is diffu- 
sivity D(x). 

t 

then according to Eq. 19-1 the concentration gradient in the bottleneck must also 
be constant and equal to: 

(1 9-2) 

where 6 is the thickness of the bottleneck. Combining Eqs. 19-1 and 19-2 yields: 

where: 

Vb - -- Db [LT-'1 
6 

(19-3:) 

(1 9-4) 

has the dimension of a velocity and is thus called the (boundary) exchange or trans- 
fer velocity. The sign of Eq. 19-3 is chosen such that a positive F indicates a flux in 
the positive x-direction. Since in the example shown in Fig. 19.4, CB is smaller than 
CA, F is positive. The flux (or rather the net flux, since random motions always cause 
back-and-forth exchange fluxes) is directed from the area of larger concentration 
(zone A) to the area of smaller concentration (zone B). 

When comparing Eqs. 19-1 and 19-3, the reader may remember the discussion in 
Chapter 18 on the two models of random motion. In fact, these equations have their 
counterparts in Eqs. 18-6 and 18-4. If the: exact nature of the physical processes 
acting at the bottleneck boundary is not known, the transfer model (Eqs. 18-4 or 
19-3) which is characterized by a single parameter, that is, the transfer velocity vb, is 
the more appropriate (or more 'honest') one. In contrast, the model which started 
from Fick's first law (Eq. 19-1) contains more information since Eq. 19-4 lets us 
conclude that the ratio of the exchange velocities of two different substances at the 
same boundary is equal to the ratio of the diffusivities in the bottleneck since both 
substances encounter the same thickness S. Obviously, the bottleneck model will 
serve as one candidate for describing the air-water interface (see Chapter 20). 
However, it will turn out that observed transfer velocities are usually not propor- 
tional to molecular diffusivity. This demonstrates that sometimes the simpler and 
less ambitious model is more appropriate. 
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Figure 19.5 In multibox models, 
the exchange between two fairly 
homogeneous regions is expressed 
as the exchange flux of fluid (wa- 
ter, air etc.), Qex. Normalization 
by the contact area, A ,  yields the 
exchange velocity v,, = Qex/A. This 
quotient can be interpreted as a 
bottleneck exchange velocity: vex = 

D,/& 

A Simple Noninterface Bottleneck Boundary 

Lakes and oceans are often vertically stratified. That is, two or more fairly homoge- 
neous water layers are separated by zones of strong concentration and density gradi- 
ents. In Chapter 21, two- and multibox models will be developed to describe the 
distribution of chemicals in such systems. In these models, volume fluxes, Q,,, are 
introduced to describe the exchange of water and solutes between adjacent boxes 
(Fig. 19.5). Q,, has the same dimension as, for instance, the discharge of a river, 
[L3T-']. The net mass flux, Wnet, from box 1 into box 2 is given by: 

U',,, can be normalized by the area of the interface, A :  

F 1- =%(cl -C2)=vex (C, - C 2 )  [ML-'T-'] (1 9-6) 
A A  net 

where vex = Q,,/A is the exchange or transfer velocity of Eq. 18-4. As in Eq. 19-4, vex 
can be interpreted as the quotient of the coefficient of diffusivity in the boundary 
zone, Db, and the interface thickness 6 (e.g., the thickness of the thermocline). This 
interpretation of Qex will be useful for the design of box models (see following chap- 
ters). A first application is given in Illustrative Example 19.1. 

Illustrative Example 19.1 Vertical Exchange of Water in a Lake 

Problem 
Vertical temperature profiles in Greifensee, a lake near Zurich (Switzerland) with 
a surface area of 8.6 km2 and a maximum depth of 32 m, show a distinct ther- 
mocline during summer and autumn (see figure). Imboden and Emerson (1978) 
determined the coeficient of vertical turbulent diffusion, E,, to lie between 0.01 
and 0.04 cm2s-' during this time of the year. 

Estimate the bottleneck exchange velocity, vex, between the upper water volume 
(epilimnion) and the lower one (hypolimnion) of Greifensee and determine the 
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mean water residence time of the water in the hypolimnion provided that vertical 
turbulent diffusion is the only exchange process between hypolimnion and 
epilimnion. Use an average thermocline thickness 6 = 4m. 

5 

6 = 4 m  
10 

- 
E 15 
v 

2 5 1  I .g- , I , 1 30 

0 5 10 5 10 15 20 
water temperature ("C) 

Orographic data of Greifensee Answer 
(Switzerland) 
(taken from Table 2 1.1) From Eq. 19-4: 

Hypo1imnion7 V~ = loo lo6 m3 The vertical volumetric exchange flux of water between epilimnion and hypolim- 
Area: nion is: 
Surface, A ,  = 8.6 x 106 m2 
At thermocline, A ,  = 7.5 x 106 m2 Q,, = A t h  .vex = 7.5 x 106 m2 x (0.02 to 0.08) m d-' 

=(1.5 t o 6 ) x  105m3d-' 

The mean water residence time is equal to the water volume divided by the volumet- 
ric flux: 

100 x 1 0 ~  m3 
c , = L  -=170 to 670 d 

Q,, (1.5 to 6)x1OSm3d-' 

Note that zH is the inverse of the mean flushing rate constant kw,H defined according 
to Eq. 12-50. Yet, the upper limit of -cH is hypothetical, since lakes like Greifensee are 
usually completely mixed during the winter. 

Two- and Multilayer Bottleneck Boundaries 

As a somewhat more complicated but also more realistic case, we consider the 
bottleneck to consist of two zones of (different) diffusivities, Dt and Dt, lying in 
between the two zones characterized by quasi-infinite D values and constant 
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Figure 19.6 Transfer across a two- 
layer bottleneck boundary. Diffu- 
sivity in the bottleneck zone A is 
smaller than in zone B, but diffu- 
sivity in both zones is much small- 
er than in the adjacent bulk zones. 
The solid line is concentration 
C(x), the dashed line is diffusivity 
D(x). Note that here we assume 
that the phases in both zones are 
identical. In Fig. 19.7 the model is 
extended to a boundary with phase 
change. 

concentrations, CA and CB (Fig. 19.6). We want to calculate the flux across this 
"sandwich" of bottlenecks. If we knew the concentration at the boundary between 
the two bottlenecks, CAB,  we could immediately write down the flux across either 
bottleneck. For instance, across bottleneck A: 

(1 9-7) 

Thus, we ought to know how the total concentration change from zone A to B, 
(CA - CB), is partitioned between the two bottlenecks. Remember that at steady-state 
the flux of a conservative substance along x must be constant (Eq. 19-l), thus: 

- 
Fbottleneck A - Fbottleneck B 

or: 

Solving for C A B  and using the definitions: 

B DbB ; v b = -  A DbA 
Vb =- 

6, 6, 

yields after some algebraic manipulations: 

Inserting Eq. 19-10 into one of the flux equations (e.g., Eq. 19.7) yields: 

which can also be written in the form: 

F = - Vtot ( C B  - 

(19-8) 

(1 9-9) 

(1 9- 10) 

(19-11) 

( 1 9- 12) 
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with: 
A B  1 - V b + V b _ L  1 

A B .- A f B  
‘tot ‘b ‘b ‘b ‘b 

(19-13) 

Since the inverse of the transfer velocity, (Vb)-l, can be interpreted as a transfer 
resistance, Eq. 19-13 expresses a simp.le, but very important rule: the total 
resistance of two bottlenecks is equal to the sum of the resistances of the single 
bottlenecks. This result can be easily generalized to three and more bottleneck 
zones (see Problem 19.3). 

Bottleneck Boundary Between Different Media 

Until now we have tacitly assumed that the boundary separates two identical media, 
for instance, hypolimnetic and epilimnetic water bodies, as in Illustrative Example 
19.1. We can intuitively understand that (as stated by Eqs. 19-3 and 19-12) the net 
flux across the boundary is zero if the concentrations are equal on either side. Yet, 
how do we treat a boundary separating different phases, for instance, water and air? 
Obviously, the equations have to be modified since we cannot just subtract two con- 
centrations, CA and CB, which refer to different phases, for instance, mole per m3 of 
water and mole per m3 of air. In such a situation the equilibrium (no flux) condition 
between the two phases is not given by CA = CB. 

In order to extend the above theory, we have to make use of the equilibrium partition 
concepts described in Part 11. Here we generally define the equilibrium partition 
function between any phase B and A by: 

(19-14) 

For instance, if CA is concentration in water in mol mitter and CB concentration in 
air in mol m: , then KB,A is the (nondimeinsional) Henry’s law constant, Ki,, (Eqs. 
6-6 and 6-15). 

At this point, we have to decide which system (A or B) is selected as the reference 
phase. Our choice determines the actual form of the overall transfer law and explains 
the asymmetry between the two phases which we meet, for instance, in the equations 
expressing air-water exchange (see Chapter 20, Eq. 20-3). Here we choose A as the 
reference system. Then: 

c;q =A (19- 15) 
4 3  1 A 

is the A-phase concentration in equilibrium with the B-phase concentration, CB. In 
fact, Ciq is a property of system B, which is expressed in terms of the A-phase 
concentration scheme. For the example of air-water exchange, CIq is the aqueous 
concentration which at equilibrium is “imprinted” by the atmospheric concentration 
(or partial pressure) of the substance under consideration. 

Next we examine how the two-layer bottleneck exchange model (Eqs. 19-7 to 19- 13) 
is modified by introducing a second phase. Fig. 19.7 sketches the concentration 
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Figure 19.7 Transfer across a two- 
layer bottleneck boundary between 
two phases. The situation is analo- 
gous to Fig. 19.6 except for the fact 
that the equilibrium condition be- 
tween the two layers is now ex- 
pressed by the relation KBIA = (CB,A 

/ CA/B)eq. The dashed line in zone A 
gives the concentration in zone B 
expressed as the cor-responding A- 
phase equilibrium concentration. 

I I I 

I I I ct3 
zone A-* zone B- 

I 
t X  ‘I 
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profile across the two-layer bottleneck boundary. Compared to Fig. 19.6, the picture 
is modified only by the fact that at the interface separating the two phases the 
concentration jumps from CA/, on the A-phase side to CBI, on the B-phase side. The 
two boundary concentrations are assumed to be at equilibrium. Thus, according to 
Eq. 19-14: 

= KB/A (1 9- 16) 

The dashed line in Fig. 19.7 gives the concentration in zone B expressed as the corre- 
sponding A-phase equilibrium concentration. This modified representation is like an 
extrapolation of the A-phase concentration scheme into system B. In fact, it is the 
same as considering the variability of activity or fugacity of the chemical, rather than 
its concentration, through the adjacent media. Consequently, the concentration jump 
at the phase boundary disappears; the ‘‘concentration profile” (or more accurately 
the chemical activity profile) across the boundary looks like that shown in Fig. 19.6. 

From here on the mathematical derivation is as before. First, we have to determine 
the contact concentration C,,, (or CA,,) from the fact that the fluxes on either side of 
the interface are equal (see Eq. 19-8): 

(1 9-1 7) 

Substituting c B / A  by KB/ACAB (Eq. 19-16) and solving for CNB yields: 

(19-18) 

where the transfer velocities, v, and vB, are defined as in Eq. 19-9. Inserting into Eq. 
19- 17 and using Eq. 19- 15 yields: 
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F=-vto t  [ -- zA CA] =: -'tot (ciq - CA) 

with: 
1 1  1 - -  = +  

'tot 'A 'B KBIA 

(1 9-19) 

(1 9-20) 

These expressions correspond to Eqs. 19- 12 and 19- 13, if the following substitutions 
are made: 

CB -+ - 'B - = Ciq and vB -+ vB KBIA (19-21) 
KBIA 

Since system A was chosen as the reference, the variables of the nonreference phase 
B are modified according to the substitution rule of Eq. 19-21. This is the asymmetry 
between the two phases that was mentioned earlier. 

Eqs. 19-19 and 19-20 represent a powerful tool for the description of multilayer 
bottleneck boundaries. In fact, the validity of the result extends beyond the special 
picture of a series of films across which transport occurs by molecular diffusion. 
Since the transfer velocities, vA and VB Ke/A, can be interpreted as inverse resistances, 
Eq. 19-20 states that the total resistance of a multilayer bottleneck boundary is equal 
to the sum of the individual resistances. Note that the resistance of the nonreference 
phase includes the additional factor KBIA. In Problem 19.3, the above result shall be 
extended to three and more layers. 

Two extreme situations of Eq. 19-20 will be discussed: 

(1) vA (( vB KB,A: most of the resistance is located in layer A. Then: 

vtot - vA A - layer controlled transfer (1 9-22) 

(2) vA )) vBKB/A: most of the resistance is located in layer B. Then: 

vtot - vB KBIA B - layer controlled transfer (1 9-23) 

For the latter case, the flux equation 19- 19   be comes: 

(1 9-24) 

where C;" = KBIACA is the B-phase concentration at equilibrium with the A-phase 
concentration, CA. In fact, Eq. 19-24 expresses the flux in a mathematical scheme in 
which now the chemical in phase B acts as the reference. Since for the case of Eq. 
19-23 the A-phase boundary layer is not relevant for the overall rate of exchange, in 
this case it is reasonable to use phase B as the reference phase. 

The above results will be useful for the two-film model of air-water exchange 
(Chapter 20). A very different bottleneck boundary, that is, the unsaturated zone of a 
soil, is discussed in Illustrative Example 19.2. 
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Illustrative Example 19.2 

CI cl%; 

trichloroethene 

M,= 131.4gmol-' 

Aquifer: 

Unsaturated zone 

Depth, d = 4 m  

Porosity, @ = 0.3 

Moisture content = 15 % 

Temperature = 10°C 
Saturated zone 

Porosity, @ = 0.3 
Water temperature = 10°C 

Aqueous TCE-conc.= 25 FgIL 

Diffusion of a Volatile Compound from the Groundwater 
Through the Unsaturated Zone into the Atmosphere 

Problem 

Mean aqueous concentrations of trichloroethene (TCE) in a contaminated aquifer 
were measured to be 25 pg/L. The water table is located 4 m below the soil sur- 
face. The saturated zone has a mean thickness of 50 m and an average porosity @ 
of 0.3. Water temperature in the aquifer is 10°C. 

(a) Estimate the effective diffusivity in the gas phase of the unsaturated zone at 
10°C. The moisture content in the unsaturated zone is 15%, the mean porosity 0.3. 

(b) Calculate the vertical diffusive flux of TCE at steady-state from the aquifer 
through the unsaturated zone into the atmosphere. 

(c) Estimate the time to steady-state of the diffusive flux. Assume as a rough 
estimation that due to sorption of TCE to the soil only 5% of the compound is 
present in the gas phase Ea = 0.05; see Illustrative Example 11.2). 

Answer (a) 

From the empirical relation by Fuller et al. (Eq. 18-44) and the molar volume of TCE 
taken from Table 18.3 ( v - 90 cm3mol--') you get: 

Da(TCE, 10°C) = 0.077 cm2s-] 

The diffusivity through the unsaturated zone is (Eqs. 18-66): 

D, = D,(TCE, lO"C)/z, 

where z, is a function of the volumetric gas content, 8, = 0.3 - 0.15 = 0.15, and of 
porosity @: 

e4 (0.15)4 
--=0.010 zg -- -1 - 

@ 5 / 2  - o.35/2 
Thus: 

D,, = 7.7 x 104 cm2s-l = 6.7 x 10-3 m2d-' 

Answer (b) 

The unsaturated zone can be modeled as a bottleneck boundary of thickness 6 = 4 m. 
The TCE concentration at the lower end of the boundary layer is given by the equi- 
librium with the aquifer and at the upper end by the atmospheric concentration of 
TCE, which is approximately zero. Thus, you need to calculate the nondimensional 
Henry coefficient of TCE at 1 O"C, KTCE a,w( 1 0°C). 

From Eq. 6-10: 
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Tav: Average temperature (290 K) 

From Appendix C: KTCEd, (25°C) = 10-0.3 = 0.5 

From Table 6.3: AawHTCE E 37 kJ mol-* 

Thus: 
KTCEaIw (10OC) 37,000+8.31~290 

- 8.3 1 (&-&) = -0.843 
(25°C) - - 

In 
KTCEalw 

KTCEdw (10OC) = KTCEdw (25OC) e-0.843 = 0.5 x 0.43 = 0.22 

Thus: 

C,"q = C, . KTCEaw (IOOC) = 0.22 x 25 pgL-' = 5.5 pgL-' = 5.5 mg m-3 

The diffusive flux of TCE through the unsaturated zone at steady-state is (see Illus- 
trative Example 18.4, Eq. 1): 

5.5mgm-3 
= 1.4 x mg md2d-' C:q F = egou, . - = 0.15 6.7 10-3m2d-1 

6 4 m  

Answer (c) 

According to Box 18.5, Eq. 13, the breakthrough time depends onD,, that is, on the 
mobile fraction of the chemical. Here this fraction is given byAa = 0.05. The layer 
thickness is equal to the depth of the unsaturated zone, 6 = 4 m. 

- - (4mI2 = 24'000 d(!) 
62 

2~ ,0 , ,  
-- 

2 x 0.05 x 6.7 x lo-3rn2d-l tbreakthrough - 

Note: The above example is based on the real case of a polluted aquifer in New 
Jersey (see Smith et al., 1996). According to detailed investigations on the site, 
which include the measurement of vertical concentration profiles in the unsaturated 
zone and flux chamber measurements, the authors conclude that vertical diffusion is 
not the only process causing vertical outgasing of TCE from the aquifer. Although 
they occasionally found in the unsaturated zone the linear concentration gradients 
which are indicative for a diffusive flux, often the profiles were not linear. They 
invoke the influence of vertical advection caused by air pressure fluctuations to ex- 
plain these nonlinear profiles. The extremely large breakthrough time which was 
calculated in (c) is another indication that the flux cannot be purely diffusive. We 
will come back to this example in Chapter 22 (Illustrative Example 22.4). 

19.3 Wall Boundaries 

Wall boundaries are defined by an abrupt change of diffusivity D(x) from a large 
value allowing virtually complete homogeneity to a value that is orders of magni- 
tude smaller (Fig. 19.3b). Examples are the sediment-water interface in lakes and 
oceans, a spill of a nonaqueous-phase liquid (NAPL) exposed to air, or the surface of 
a natural particle suspended in water. In this section we deal with flat wall bound- 
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Figure 19.8 Diffusivity D and con- 
centration C at wall boundary. (a) 
Schematic view of a wall bound- 
ary. Diffusivity drops abruptly 
from a very large value D,, which 
guarantees complete mixing in 
system B, to the much smaller val- 
ue DA. The concentration pene- 
trates into system A when time t 
grows. xli2(tl) is the “half-concen- 
tration depth” (Eq. 18-23) as a 
function of time. (b)  In reality the 
change of D from the well-mixed 
system B into the diffusive system 
Ais smooth (see text). Yet, the con- 
centration profile in system A is 
well approximated by the idealized 
case shown in (a). 

turbulent 
boundary layer 

x =  0 

aries; spherical wall boundaries (the case of the suspended particle) are treated in 
Section 19.5. 

The structure of turbulence in the transition zone from a hl ly  turbulent fluid to a 
nonfluid medium (often called the Prundtl layer) has been studied intensively (see, 
for instance, Williams and Elder, 1989). Well-known examples are the structure of 
the turbulent wind field above the land surface (known as the planetary boundary layer) 
or the mixing regime above the sediments of lakes and oceans (benthic boundary layer). 
The vertical variation ofD(x) is schematically shown in Fig. 19.8b. Yet, in most cases it 
is sufficient to treat the boundary as ifD(x) had the shape shown in Fig. 19.8~. 

Wall Boundary Between Identical Media 

The mathematics of diffusion at flat wall boundaries has been derived in Section 
18.2 (see Fig. 18.5~-c). Here, the well-mixed system with large diffusivity corre- 
sponds to system B of Fig. 18.5 in which the concentration is kept at the constant 
value C;. The initial concentration in system A, Ci , is assumed to be smaller than 
C; . Then the temporal evolution of the concentration profile in system A is given by 
Eq. 18-22. According to Eq. 18-23 the “half-concentration penetration depth”, xIl2, is 
approximatively equal to (DAt)”2. The cumulative mass flux from system B into A at 
time t is equal to (Eq. 18-25): 

M(t)=(;)I’* (DAt)li2(C; -q) (19-25) 

where D, is diffusivity in system A. Note that the cumulative mass flux increases as 
the square root of the elapsed time t and is unlimited. That is, M ( t )  can theoretically 
increase to infinity. Equilibrium would be reached if the concentration in system A 
became everywhere C;. Since both systems are assumed to be unbounded, complete 
equilibrium is never reached. Yet, the flux F into system A, that is, the time deriva- 
tive of Eq. 19-25: 

(1 9-26) 

becomes zero for t --+ W. Note that the equations are also valid if Ci < Ci. Then the 
flux F(t) is negative; it describes the loss from system A to system B. 
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I 

I system A 
/(sc =sediment column) 

I 
I 

I 

Figure 19.9 Schematic representa- 
tion of the concentration profile of 
a compound across a wall bound- 
ary with phase change. For the case 
of the sediment-water interface, 
CA is the total (dissolved and 
sorbed) concentration of a chemi- 
cal in theo sediment column (sc) 
whereas C, represents the con- 
stant concentration in the overly- 
ing open water (op). 

Imagine that system B is the water column of a lake and system A is the pore 
space of the lake sediments. In B, mixing is by turbulence and fairly intensive 
while in system A transport is by molecular diffusion. The above case 
corresponds to a situation in which at time t the concentration of a compound in 
the water suddenly rises to the value CE. Then Eqs. 19-25 and 19-26 describe the 
cumulative and incremental mass flux of the compound into the infinitely deep 
sediment column. 

Wall Boundary Between Different Media 

The mathematics of the wall boundary model slightly changes if the media on either 
side of the interface are different. As an example, consider the volatilization of a 
dissolved chemical into the well-mixed atmosphere from a shallow puddle of water 
in which advective and turbulent motion is completely suppressed. Another example 
is the transport between a solid phase and a turbulent water body. 

In Section 19.2 we treated the phase problem by choosing a reference system (for 
instance, water) to which the concentrations of the chemicals in other phases are 
related by equilibrium distribution coefficients such as the Henry’s law constant. 
Here we employ the same approach. The following derivation is valid for an arbi- 
trary wall boundary with phase change. The mixed system B is selected as the refer- 
ence system. In order to exemplify the situation, Fig. 19.9 shows the case in which 
system A represents a sediment column and system B is the water overlying the 
sediments. This case will be explicitly discussed in Box 19.1. 

As in Eq. 19-14, the equilibrium between the two concentrations on either side ofthe 
boundary shall be expressed by a general partition function: 

=K*/B 
equilibrium 

(1 9-27) 

System B is well mixed and its concentration kept constant at Ci. At t = 0, the 
compound starts to diffuse into system A. For simplicity, we assume that the initial 
concentration in A is zero, Ci = 0. 



Wall Boundaries 851 

The cumulative and differential mass flux from B to A can be calculated from a 
slightly modified version of Eqs. 19-25 and 19-26: 

(1 9-28) 

(1 9-29) 

The additional factor KAIB reflects the fact that the A-side boundary concentration in 
equilibrium withe; is given by Eq. 19-27. Note that DA is the diffusivity of the 
chemical in the A phase, that is D, is the coefficient which appears in Fick's second 
law (Eq. 18-14) formulated for the concentration CA. 

The Sediment-Water Interface as a Wall Boundary 

For the special case of the sediment-water interface, DA is determined by the aque- 
ous diffusivity, the sediment structure (porosity, tortuosity, pore size), and the sorp- 
tion property of the chemical. Let us demonstrate this by applying the theory of 
transport of sorbing chemicals in fluid-filled porous media, which we have derived 
in Chapter 18.4 and Box 18.5, to the special case of diffusion in the sediment col- 
umn. Since for this particular situation the fluid in the pore space is water, the sub- 
script f (fluid) is replaced by w (water) while the superscripts sc and op mean sedi- 
ment column and open water. 

Note that for the total (dissolved and particulate) concentration, C,, the abrupt 
change of the solid-to-water-phase ratio, r,, (Eq. 9-15), at the sediment surface acts 
like a phase change. The numerical example given in Table 19.1 demonstrates that 
the transition from the open water column of a lake or the ocean to the sediments 
involves an increase of rSw by 5 to 6 orders of magnitude. Typically, in the open 
water, is of order 10-3 kg m-3 while in the sediment column Yssyc lies between 10' 
and 103 kg m-3. Thus, at equilibrium the total (dissolved and sorbed) concentration 
per unit bulk volume on either side of the interface for compounds with small to 
moderate solid-water distribution ratios (Kd < 10 m3kg-') is approximatively given 
by (see Box 19.1, Eq. 4): 

( 1 9-3 0) Ksciop -- QSC = Qsc(l + ( i K r )  , for Kip < 10 m3kg-' 
f: 

where is porosity of the sediment column 

KT is the solid-pore water distribution ratio for a chemical (Eq. 9-7) 

f: = (1 + f:KT)-' is the dissolved fraction in the sediments (Eq. 9-12) 

The equilibrium distribution Ksclop adopts the role of KA/B in the expression for the 
integrated and specific mass flux across the sediment-water interface (Eqs. 19-28 
and 19-29). Since for a strongly sorbing chemical Ksclop can easily exceed 103 (see 
Table 19. I), at first sight Eqs. 19-28 and 19-29 seem to tell us that M(t) and F(t) are 
orders of magnitude larger for sorbing than for nonsorbing species. Yet, this conclu- 
sion is premature. Remember that in these equations D, is diffusivity in the Aphase. 
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Table 19.1 Exchange of a Sorbing Chemical at the Sediment-Water Interface 
(Numerical example for penetration depth due to wall boundary flux). 

The following assumptions are typical for lacustrine or marine sediments: 

Solid-to-water-phase ratio r,, 
Water column: 
(corresponds roughly to the concentration of suspended particles) 

Sediment column: porosity 

rpw” = 1 mg L-’ = 10-3 kg rn” 

= 0.8, particle density ps = 2500 kg m-3 
1 

rsz = p, - = 625 kg m-3 (from Eq. 9-15) 
osc 

Sorption partition coefficient: KdOp = K r  := 1 m3kg-’ Case A 
1 d m3kg-’ Case B 

Effective diffusivity in the sediment: DZ = 104 cm2s-l 

Dissolved fiaction and equilibrium partition coejficient, Ksclop, at sediment-water 
interface: 

Case A Case B 
KF = 1 m3kg-’ K r  = 103 m3kg-’ 

Sediment column fz = (I+ rsE &)-‘ 1.6 x10-3 1.6 x104 

Open water f:‘= ( 1 + r,: Kd)-’ 0.999 0.5 

KsciOp (Box 19.1, Eq.3) 500 2.5 x105 

Half-penetration depth (Eq. 19-34): 2112 = (f: DZt)’l2 

t nonsorbing Case A Case B 

1 day 0.3 cm 0.01 cm 4 x 104 cm 

1 year 6 cm 0.2 cm 7 x 10” cm 

Id year 200 cm 7 cm 0.2 cm 

Box 19.1 

We consider a flat sediment surface which is overlain by a completely mixed water column. A sorbing chemical is 
exchanged between the water and the sediment. Immediate sorption equilibrium at every local point in space is 
assumed. 

Equilibrium of Sorbing Solutes at the Sediment-Water Interface 

The notation used was introduced in Chapter 9 and in Box. 18.5. Note that compared to the latter the subscript f 
(fluid) is replaced by w (for water). The superscripts sc and op mean “sediment column” and “open water”. 

C, = c d  + C,, : Total (dissolved and sorbedj concentration per bulk volume [h/n;di] 

C, = c d /  oSr : Dissolved concentration per pore water volume [ML-,~ 1 

c, = : Sorbed (particulate) concentration per particle mass [MM;’ ] 
(1 - 4)”’>p, 

The sorption equilibrium is expressed by ( K Y :  solid-water distribution ratio; Eq. 9-7): 
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The boundary condition at the sediment-water interface which relates the diffusion equations on both sides of the 
boundary, is given by: 

c; = c;F' (1) 

For both phases (sc and op) the following definition holds: 

wheref, is the relative dissolved fraction of the total concentration C, (Eq. 9-10). Thus the equilibrium condition for 
the total concentration at the sediment-water interface is (see also Eq. 3 of Box 18.5): 

Since the open water column is nearly pure water ($"P = 1, <: = 0), for compounds with small to moderate solid- 
water distribution ratios (K, < 10 m3kg-'), the above equilibrium partition coefficient can be simplified to: 

That is, for the particular case of the sediment column, D, is diffusivity of the total 
concentration, C,, for which the second Fick's law is given by Eq. 10 of Box 18.5. 
From this equation we see that D, adopts the form: 

(19-31) 

where 0: stands for the porous media diffusivity DpF. Remember that due to the 
effect of porosity diffusivity of the dissolved fraction in the pore space of the sedi- 
ment column, D:, is usually smaller than diffusivity in the open water (see Eq. 18- 
57). In addition, in sediments with small pores diffusivity may be further reduced 
(Renkin effect, see Eq. 18-65). 

We now insert Eq. 19-31 into Eqs. 19-28 and 19-29 and substitute Ksclop by Eq. 19-30: 

(19-32) 

(1 9-33) 

C;' is aqueous concentration in the open water column. For a strongly sorbing 
chemical (Ksclop of order 103), f: is of order 104, so the apparent diffusivity of the 
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Advanced Topic 

chemical (DA) is extremely small. This results mainly from the process of sorption 
(remember that a small fz means a large KSci,,) while the effects of porosity and 
tortuosity on D, are commonly much weaker. Intuitively we can understand this 
result. Since only the dissolved fraction of C, is able to migrate by diffusion and 
since for a strongly sorbing species this fraction is extremely small, the dissolved 
fraction must drag the large fraction of the immobile sorbed chemical. Therefore, the 
diffusive migration of the total compound is much slower than that one of the 
dissolved species alone. 

The “half-concentration penetration depth,” z112, for a sorbing species is approxi- 
mately (see Eq. 18-23): 

(1 9-34) 

A numerical example is given in Table 19.1 

To summarize for a sorbing chemical, mass exchange at the sediment-water in- 
terface can be treated like the exchange at a wall boundary with phase change. 
Sorption increases the specific and integrated mass exchange by the factor 
( l l fz)1i2;  that is, it increases the capacity of the sediment to store the 
compound. At the same time, it slows down the speed at which the chemical 
penetrates the sediments (factor ( f:)”’). Note that the derived equations keep 
their validity if the chemical moves in the opposite direction, that is, if the total 
sediment concentration is larger than the concentration at equilibrium with the 
overlying water. 

Wall Boundary with Boundary Layer 

In the preceding section, the sediment surface was described as an intermedia wall 
boundary. Thereby we tacitly assumed that the “diffusion wall,” that is, the location 
where diffusivity drops from D,, to D, coincides with the interface between the two 
media. As shown in Fig. 19.8b, the transition from a turbulent to a stagnant media 
includes a boundary layer in the former in which diffusivity drops in a characteristic 
manner. 

As long as there is no phase change involved, the influence of the transition zone on 
mass transfer is negligible. The position of the boundary layer is slightly shifted, but 
the exchange flux is scarcely affected. This is no longer true if the boundary sepa- 
rates two different media, for instance, the water of a lake from the sediments. In this 
case the drop of diffusivity D(x) and the increase of the partition ratio KAiB (Eq. 
19-27) do not coincide (Fig. 19.10). Let us first develop the necessary mathematical 
tools to describe this new situation and then discuss an example for which the 
influence of the boundary layer may be relevant. 

As before we consider the boundary between the completely mixed system B and 
the diffusive system A. The initial concentrations are Ci and C;. On the B-side of 
the interface there is a stagnant boundary layer of thickness 6 with constant diffusi- 
vity Db,. At time t = 0, the two systems are brought into contact and mass exchange 
across the boundary is initiated. Let us assume that at time t > 0, the concentration on 
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Figure 19.10 Schematic view of 
concentration profile across a wall 
boundary between different media 
with a boundary layer of thickness 
6 on the B-side of the interface. 
Diffusivities are DB -+ in the 
completely mixed system B, Dbl (( 
De in the boundary layer, and DA in 
system A. The intermedia equilib- 
rium relationship at the interface is 
defined by CMB I CBIA = KMB. 

C i  and Ci are initial concentra- 
tions (the latter is assumed to re- 
main constant). c:= C: / KAieis 
the B-side contentration in equi- 
librium with CA. 

the B-side of the interface is CBIA, which is at instantaneous equilibrium with the 
A-side boundary concentration CNB: 

KAIB = ' B I A  ( 1  9-35) 

where K A / B  is the intermedia equilibrium distribution coefficient. If the chemical 
substance is conservative (nonreactive) on a time scale characterizing the migration 
of the molecules across the boundary, then the fluxes on either side of the boundary 
must be equal. On one hand, transport across the B-side boundary layer is (see 
Eq. 19-3): 

(19-36) 

where the sign of Fbl has been chosen as usual; that is, such that a positive flux points 
into the positive x-direction. On the other hand, the flux into system A is (see Eq. 19-26): 

At any time the two fluxes must be equal: Fbl = F A .  

Replacing CA,, by KAlBCB/A and solving for CBI, yields: 

(19-37) 

(1 9-38) 

where Ciq = Ci  / KAIB is the B-side concentration in equilibrium with the initial 
A-side concentration, and: 

(19-39) 

is a nondimensional, time-dependent function that makes the interface concentra- 
tions, cB/A and CAIB, timedependent as well. 
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Now we insert Eq. 19-38 into one of the flux equations, for instance, into Eq. 19-36. 
After some rearrangement, we get: 

(1 9-40) 

where vbl= D,,/6 is the boundary layer transfer velocity (see 19-4). 

Note that the temporal evolution of both the boundary concentration, cB,,&,(t), and the 
flux across the boundary, F(t), are controlled by the nondimensional function w(t). 
This function defines a critical time scale for the switch between two regimes. We 
define tcrit as the time for which W(tcrit) = 1. From Eq. 19-39: 

(19-41) 

We evaluate Eqs. 19-38 and 19-40'for two extreme times, for the initial situation (t (( 
tcrit) and the long-term situation ( t  )) tcrit): 

for t << tcrit 

(1 9-42) 

In these equations we recognize expressions which by now should have become 
familiar to us. During the initial phase of the exchange process (t  (( tcrit), boundary 
concentration and flux at the interface remind us of a (B-side controlled) bottleneck 
boundary with transfer velocity vbl = (see Eq. 19-19). The concentrations on 
either side are C; and Ciq = CiiKAjB, where the latter is the B-side concentration in 
equilibrium with the initial A-side concentration C i  . 

As time goes by, the interface looks more and more like a wall boundary. Eventually, 
the concentration gradient across the boundary layer becomes zero (C,,, - C:) and 
the flux takes the form of Eq. 19-26 with the extra factor KAiB expressing the parti- 
tion equilibrium across the interface (see Eq. 19-29). 

The transition from one regime to the other is shown in Fig. 19.11 as a function of 
the relative time: 

T =  t/tc,,t = [y(t>]2 (1 9-44) 

The concentration difference across the boundary layer and the boundary flux are 
normalized by their respective values attained for large times. It turns out that both 
are described by the same simple function of relative time 2: 
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Figure 19.11 Wall boundary with 
boundary layer: Relative variation 
of concentration difference across 
boundary layer and relative bound- 
ary flux as a function of relative 
time z = t I tcrit (Eq. 19-45). 
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(1 9-45) 

As shown in Fig. 19.1 1, most of the transition of CNB(t) and F(t) from one regime to 
the other occurs in the time interval between ‘c = 10-2 and 102. 

The real time t is related to ‘c by t = z tc,,t. Thus, in order to interpret Fig. 19.1 1 we 
should now get an idea of the size of tcrlt. In Table 19.2 ranges of critical times tc,,t are 
calculated for two types of wall boundaries for which diffusive boundary layers may 
be important. The first is the example of a gas-liquid interface. Here the gas phase is 
the mixed system (system B) which is connected to a liquid by a gaseous boundary 
layer. In the notation of Fig. 19.10, KAIB is then an inverse nondimensional Henry’s 
law coefficient. According to Table 19.2 the influence of the boundary layer is im- 
portant only for nonvolatile substances, provided that the transfer velocity vbl is 
small. The second example depicts the boundary between an open water column 
(system B) and a porous medium (system A). Here KAiB measures the strength of 
sorption of a chemical in the porous media. Note that now diffusivity in system A, 
D,, is inversely related to KAIB. As it turns out, for strongly sorbing media, the 
boundary layer may control the exchange flux during a very long time period. 

As shown in Illustrative Examples 19.3 and 19.4, often it is not immediately known 
whether an exchange process is controlled by transport across a boundary layer or by 
transport in the bulk phase. In Illustrative Example 19.3 we look at the case of resus- 
pension of particles from the polluted sediments of Boston Harbor. We are interested 
in the question of what fraction of the pollutants sorbed to the particles (such as 
polychlorinated biphenyls) can diffuse into the open water column while the parti- 
cles are resuspended due to turbulence produced by tidal currents in the bay. To 
answer this question we need to assess the possible role of the boundary layer around 
the particles. 

In Illustrative Example 19.4 we look at the transfer between a non-aqueous-phase 
liquid (NAPL) such as diesel fuel and water. Although the example deals with an 
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Table 19.2 Influence of Boundary Layer on Mass Exchange at Wall Boundary 

Definition of critical time (Eq. 19-41) 

A. Boundary Between Well-Mixed Gas (System B) and Stagnant Liquid 
(System A) 

Transfer velocity across gaseous boundary layer: typically between 0.1 and 
1 cm s-l (up to 5 cm s-l, see Fig. 20.2). KAD is the nondimensional liquidgas 
distribution coefficient (for air-water interface: inverse nondimensional Henry's 
law coefficient, i.e., K&+,) with typical values between 10-3 and 103. D, is the 
molecular gaseous diffusivity, typical size 0.1 em's-'. 

Thus: 

Critical time tCrit (s) 

10-~ (volatile) 3 x 104 3 x 10-8 
1 3 3 x 10-2 
103 (nonvolatile) 3 x 106 ( 1  month) 3 x 104 (8 hours) 

B. Boundary Between Well-Mixed Water (System B) and Porous Media 
(System A) 

Typical transfer velocity across liquid layer: 10-3 cm s-l (range 10-5 to 10-' cm s-', 
see Section 20.2 and Illustrative Examples 19.3, 19.4). KAiB is the equilibrium 
partition coefficient with typical values between 1 and 104 (see Table 19.1). DA is 
the aqueous molecular diffusivity in pore space (typical size 10-6 cm's-') divided 
by KAIB. 

KAIB Thus: tcrit - 3 x ern's? 7 
bl 

Critical time tcrit (s) 

1 (nonsorbing) 3 x 103 (1 hour) 0.3 3 10-~ 
1 0' 3 x 105 (3 days) 30 0.3 
104 (strongly sorbing) 3 x 107 (1 year) 3 x lO ' (1  hour) 30 
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artificial setup in the laboratory, there is a real story behind the experiments, that is, 
the pollution of groundwater by diesel he1 spilled into the aquifer (Schluep et al., 
2001). It turns out that it is mainly the boundary layer on the water side of the 
NAPL-water interface that controls the solution of diesel fuel components into the 
water. 

(Text continues on page 864) 

Illustrative Example 19.3 

“‘QQCI 

’CI CI 

2,2‘,4,5,5’-pentachlorobiphenyl 
(PCBIOI) 

cl*cl 

CI CI CI 

2,2‘,3,3’,4,4‘,5-heptachlorobiphenyl 
(PCBl70) 

Release of PCBs from the Historically Polluted Sediments of Boston Harbor 

Problem 

The bed sediments of Boston Harbor (Massachusetts, USA) have long accumul- 
ated organic contaminants like polychlorinated biphenyls (PCBs). As a result, 
investigators like McGroddy (1 993) find surface sediment concentrations of 
compounds like 2,2’,4,5,5’-pentachlorobiphenyl (PCB 101) or 2,2’3,3’,4,4’5-hep- 
tachlorobiphenyl (PCB170) near 30 ng per gram dry sediment material. Recently a 
major construction effort has moved the sewage discharges out of the harbor. Now 
the question arises, how long the existing legacy of polluted sediments will continue 
to release undesirable fluxes of these organic chemicals back to the water column. 

Answer 

To begin to answer this question, you are interested in deducing what process limits 
the bed-to-water-column releases of such highly sorptive chemicals. Intuitively, you 
expect diffusion out of the bed may be rate limiting. In order to assess the possible 
influence of a benthic boundary layer, calculate first from Eq. 19-41 the critical time 
tcrit for some representative compounds of concern. If this parameter is “large” for 
the chemicals of concern, then their release from the sediment bed will actually be 
controlled by diffusion through the thin layer of “stagnant” water lying just above 
the sediment-water interface. 

~~~~ ~ 

Property, Parameter PCBlOl PCB 170 

Molar volume, (cm3mol-’) 

D, at 15°C (cm2s-’) 

1% K O ,  

log K,, (cm3 g;) 

log K r  (cm3g-’solid) 

Ksclop 

vbl (cm s-’)f 

L i t  (s) 

265 
4.3 x 10-(j 

6.36 

4.86 

3.6 

2.9 x 10-4 

6.5 x 10’ 

(2 years) 

2.0 x 103 

300 

4.0 x lO-(j 

7.36 

5.60 

4.3 

1.0 x 104 

1.7 x 109 

2.7 x 10A 

(55 years) 

a Using the diffusion volume contribution of Fuller et al. (1966); see Illustrative Example 18.1. 
Using the expression of Hayduk and Laudie (1974); see Eq. 18-53. Using log Kw = 0.74 log KO,  

+ 0.15 (E7  9-29a). Using Kd =focKo,; see Eq. 9-22. Using Eq. 19-30 with r,: = 0.63 g cm-’ and 
OS‘ = 0.8. vbl = D,/6 assuming 6 = 0.015 cm. Eq. 19-41; note that KAIB = Ksc,op (i.e., 
A = sediment column, B = open water above sediment). 
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Given the compound and environmental properties shown above, estimate the size 
of tcrit for PCB 101 and PCB 170. 

These results indicate that the PCBs will be water-boundary layer limited in their 
release from the sediment bed for years after a step-function change in the overlying 
water column concentrations. 

Note; In Chapter 23 we will further elaborate on the sediment-water exchange flux, 
especially in Box 23.2. and Table 23.6. 

~ 

Illustrative Example 19.4 

i = benzene 

i = m /p-xylene ' 

i = naphthalene 

Dissolution of a Non-Aqueous-Phase Liquid (NAPL) into the Aqueous Phase 

Problem 
Mass exchange between a non-aqueous-phase liquid (NAPL) such as diesel fuel 
and water can be studied with the so-called slow stirring method (SSM). The SSM 
was designed to determine solubilities and octanol-water partition coefficients of 
organic compounds such as petroleum hydrocarbons. The kinetics of the ex- 
change process also yield valuable information on the exchange between ground- 
water and a NAPL spilled into an aquifer. 

The experimental setup of the SSM is shown in Fig. 19.12~.  The temporal 
increase of the aqueous concentration of four diesel fuel components (benzene, 
mlp-xylene, naphthalene) is given in Figs. 19.12b to d. Relevant physicochemical 
properties are summarized in Table 19.3. Note that the two isomers m- and 
p-xylene exhibit virtually the same properties, and are, therefore, considered 
together. 

(a) In a first step the NAPL-water interface shall be described as a simple bottle- 
neck boundary which separates two homogeneous mixed systems (NAPL, water). 
Convince yourself that an exchange velocity vI%l = 3.2 x 104 cm s-' for mlp- 
xylene explains the measured aqueous concentration change reasonably well. 
Calculate the corresponding water-side boundary layer thickness 6,, and use the 
result to calculate vibl for benzene and naphthalene. 

(b) Why is it reasonable to assume that the exchange across the NAPL-water 
interface is indeed controlled by a boundary layer in the water and not in the 
NAPL? 

(c) In the SSM setup the water is mixed while the NAPL is not. Modify the model 
developed in (a) by describing the interface as a wall boundary with a water-side 
boundary layer adjacent to a well-mixed water layer (system B in Fig. 19.10). Is 
the result very different from (a)? Hint; Calculate the critical time t,,,t (Eq 19-41) 
and compare it to the time scale which is relevant for model (a). 

(d) Closer inspection of the temporal change of the aqueous benzene concentra- 
tion (Fig. 19.12b) shows that the steady-state concentration of benzene in the 
aqueous phase seems to lie about 10% below the equilibrium value with the 
NAPL phase. Explain the discrepancy. 
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Figure 19.12 (a )  Experimental Answer (a) 
setup to determine the exchange 
dynamics of a combined NAPL- The mass balance of the aqueous phase concentration, C,, yields: 
water system using the slow . -  

(1) 
stirring method (SSM). (b)  - (d) 
Measured and calculated aqueous 
concentrations of benzene; m/p- 
xylene and naphtha1ene. The where Vw is the water volume, Ainterface the NAPL-water interface area, and CiWmApL 
lines give the result of the linear 

the aqueous concentration in equilibrium with the concentration in the NAPL. The bottleneck exchange model with an 
aqueous boundary layer thickness latter is (Eq. 7-2 1 with XNAPL = 1): 
of 6,, = 2.4 x 10-2 cm = 240 pm 

d‘iw - vw - - AinterfaceFbl = AinterfaceVibl (‘iw/NAPL - ‘iw ) dt 

(2) - (adapted from Schluep et al., 2000). ‘iw/NAPL - ‘iNAPL ’ ‘t? (L) 

where C;;t (L) is the aqueous solubility of the liquid compound i, and xlNApL is its mole 
fraction in the NAPL. Note that we assume that the activity coefficients, xNApL, of 
these hydrocarbons in diesel he1 are all one. This is justified for compounds of diesel 
he1 which are structurally similar (see Section 7.5). Dividing the mass balance Eq. 1 
by V, yields: 

with ki = v ~ ~ ~ & ~ ~ ~ ~ ~ ~  I Vw = vlbl I h, , where h, = 12 cm is mean depth of the aqueous phase. 

For constant c.w,NAPL and assuming that initially Ciw is zero, the differential equa- 
tion has the solution (see Box 12.1): 
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Fitting the measured mlp-xylene concentrations (Fig. 19.12b) with Eq. 4 yields 
ki = 2.7 x 10-5 s-' . Thus: 

vibl=ki h , = 2 . 7 ~ l O ~ ~ s - ' x 1 2  cm = 3.2~1O-~cms- '  

The boundary layer thickness 6,, can be calculated from vlbl and Di, of mlp-xylene 
(see Table 19.3) using the bottleneck model (Eq. 19-4): 

= 2.4 x 10-2 cm 
Diw - 7.8 x 104 cm2s-' 

vlbl 3.2 x 104 cin s-l 
6,, = - - 

From 6,, we can calculate vibl and ki for the other compounds (benzene, naphthalene, 
see table below). The corresponding model curves are shown in Figs. 19.12b-d. 

Benzene mlp-Xylene Naphthalene 

CiwiNAPLa (pg L-') 410 140 160 

vrbl (s cm-') 3.9 x 104 3.2 x 10" 3.4 x 104 
KiNAPWwb 1.8 x 102 2.4 103 4.5 103 

ki (s-') 3.3 10-5 2.7 10-5 2.8 10-5 

t i1 /2= ln2/ki(Box 12.1,Eq.5)(h) 5.9 7.2 6.8 

a Ciw,NAPL = X,&,~~C~;'(L) (see Eq. 2 and Table 19.3). Note that concentrations have been 

converted to pg L- . KjNApV,,, = [V,,,, . Ci:t (L)].' ; see Eq. 7-22 with YtNApL = 1 and 

V,,, = pNAPL . M,,, (see footnote in Table 19.3). 

- I b  

I - 

The result leads to the following conclusions: 

1. The measured time to reach half the aqueous equilibrium concentration corre- 
sponds well with the calculated tiIi2 values. 

2. For m lp-xylene and naphthalene the aqueous equilibrium concentration (reached 
after about 2 days) agrees well with the calculated value, Ciw/NAPL. However, for 
benzene the measured value lies about 10% below the calculated equilibrium con- 
centration (410 pg L-'). This discrepancy will be explained below (Answer d). 

Answer (b) 

The overall exchange velocity of a two-layer bottleneck boundary is given by Eq. 
19-20. If all concentrations are expressed in terms of the aqueous concentrations, the 
NAPL film exchange velocity carries the extra factor KINAPLIw. According to the 
above table, the partition coefficient KrNAPLlw lies between 1.8 x 102 for benzene and 
4.5 x 103 for naphthalene. Thus, you expect that the NAPL-side exchange velocity is 
much larger than the aqueous exchange velocity and that therefore the latter controls 
the overall exchange. 

Note: In Chapter 20 we will discuss the air-water exchange and find that indepen- 
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Table 193 Phy sicochemical Properties of Three Selected Diesel Fuel Compounds 
(Schluep et al., 2001) a 

Benzene m/p-Xylene Naphthalene 

Molar mass Mi (g mol-I) 78.1 106.2 128.2 

Initial concentration in diesel fuel,CIGAPL 9.7 X 104 3.2 x 10-3 5.5 x 10-3 

Initial mole fraction in NAPL, xlkAPL (-) 2.4 x 104 7.8 x 104 1.4 x 10-3 

Liquid aqueous solubility at 20°C, CIEt(L) 2.2 X 10e2 1.7 x 10-3 9.0 X 104 

Liquid density at 20°C, piL (g ~ m - ~ )  0.877 0.873 1.150 

(mol L-') 

(mol L-I) 

Molecular diffusivity in water ', Diw 9.4 x 10" 7.8 x 10-6 8.2 x 10-6 

Molecular diffusivity in NAPLb, DiNAPL 2.2 x 10a 1.8 x 10-6 1.9 x 10-6 

(cm2s-') 

(cm2s-') 

Relevant properties of diesel fuel (NAPL) used for the experiments: molar mass MNApL = 202 g mol-'; 
liquid density pNAPL = 0.8207 g ern-'; dynamic viscosity at 20"C, ~ N A P L  (2O'C) = 3.64 x 10-2 g cm-ls-'. ' 
Approximated from relation by Hayduk and Laudie (1974), see Eq. 18-53; dynamic viscosity of 
water at ~ O ' C ,  qw (200C) = 1.002 x IO-' g crn-lsd. 

dently of the partition coefficient between air and water (the Henry's law constant), 
the air-side exchange velocity is about 103 times larger than the water-side value. 
The main reason is due to the difference of molecular diffusivities in air and water 
(see Figs. 18.8 and 18.10). Since diffusivity in water and diesel fuel is of similar 
magnitude (Table 19.3), it is reasonable to assume that the respective exchange ve- 
locities, viw and v1xApL, are of similar magnitude. 

Answer (c) 

As a refinement of the bottleneck model discussed in (a), we now treat the interface 
as a wall boundary between infinitely large reservoirs (water and NAPL) with a 
water-side boundary layer of thickness &. We calculate the critical time ticrit from 
Eq. 19-41 using Table 19.3 and the parameters evaluated in (a). For benzene: 

3.9 x 1 0 ~  cm s-' 
2.2 x 104 cm2s-* 

3.141 

= 1.48 x 105 s = 41 h (benzene) 

Correspondingly: 

=3.2x1O7s=37O d 
2.4 103 

3.2 x 104 cm s-' 
1.8 x 104 ern's-' 

3.141 
m/p-xylene: ticrit = 

= 1.1 x 10's = 3.4 yr naphthalene: ticrit = 1.9 x 10" ern's-' 4.5 103 
3.4 x 104 crn s-l 3.141 
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Comparing these results with the half-equilibration time of the aqueous phase, tili2 
(see table above) we conclude that the aqueous concentration reaches its saturation 
value well before the exchange process switches from the boundary-layer-controlled 
to the NAPL-difhsion-controlled regime. Thus, diffusive transport of the diesel 
components from the interior of the NAPL to the boundary never controls the 
transfer process. Consequently, the simplex box model described in answer (a) is 
adequate. 

Answer (d) 

Until now we have tacitly assumed that the loss of certain chemical compounds from 
the NAPL to the aqueous phase does not significantly lower the concentration of 
these compounds in the remaining fuel. We can now check this assumption by look- 
ing at the relative partition of the component between the two phases when complete 
equilibrium is reached (concentration Cl:ApL and Cl: ): 

Thus: 

According to Fig. 19.12~2 the water-NAPL volume ratio is 1.6 L / 0.08 L = 20. If the 
above concentration ratio is close to 1, the equilibration process between water and 
NAPL does not significantly deplete the NAPL. This situation is favored by large 
KjNApLiw values. Benzene is the only case for which depletion may be important. 
Inserting the values for benzene yields: 

= 0.90 (benzene) 
cl%pL - 180 
-- 
CP,,,, 180+20 

Thus when full equilibration is reached, 10% of the benzene has left the NAPL 
phase. This explains why the corresponding steady-state value in the aqueous phase 
(Fig. 19.12b) is 10% smaller than calculated in (a). For the other compounds the loss 
is much smaller. 

Note: This illustrative example is based on a real investigation. The interested reader 
can find additional information and a more detailed treatment of the water-NAPL 
exchange problem in Schluep et al. (2001). 

Wall Boundary with Time-Variable Boundary Concentration 

Until now we have treated wall boundaries with constant concentration in the mixed 
system (system B in Fig. 19.8). Such situations are rare in nature. For instance, at the 
sediment-water interface of a lake the concentration of a chemical in the overlying 
water column is hardly constant during a period of several years. So we should find 
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a method to extend the mathematical tools developed above. As it turns out, an 
analytical computation of the concentration in the diffusive system (the sediment 
column, for instance) as a function of depth and time, C, (x, t), may become rather 
cumbersome. 

With a large choice of sophisticated computer tools at hand, it is now easy to calcu- 
late the solution of Eq. 10 of Box 18.5 for any boundary condition we want. Yet, 
computer programs do not necessarily provide a general understanding for how the 
system behaves. Let us therefore develop a semiquantitative picture by analyzing 
Fig. 18.5 and Fick's law (Eq. 18-14) for the case of a time-dependent boundary 
concentration, CE(t). As will be discussed in more detail in Chapter 22, the analysis 
of the time-dependent transport equation always involves a search for the adequate 
time scale. Here the relevant time scale, zs, is given by the rate of change of Ci(t). 
For instance, if C;(t) changes exponentially, such that 

C; ( t )  = C; (0) eBt (1 9-46) 

then: 

%3=IBI - l  ( I  9-47) 

Note that the rate p (dimension T') can have either sign (increasing or decreasing 
boundary concentration). An alternative variation pattern of Ci(t)  that is common 
for natural systems is the case of a periodic variation: 

c i ( t ) = c r ( l + y v a r s i n o t )  , 0<yVar 11 (1 9-48) 

where C r  and y"" are mean concentration and relative amplitude of variation. 
Here the time scale of variation, T ~ ,  is defined by the oscillation period which in turn 
is related to the angular frequency CO by: 

2n 
2 ,  = oscillation period = - (1  9-49) 

w 

The time scale Z~ determines the penetration distance in system A beyond which the 
influence of the variation of Ci can be disregarded. For instance, we can use the 
concept of "half-concentration depth" (Eq. 18-23) as a measure to assess the pene- 
tration distance of the time-dependent variation into system A. Thus: 

( 19-50) 

Table 19.4 Penetration Depth, xr , of Time Variable Concentration Across a 
Wall Boundary (Eq. 19-50) for a Nonsorbing Chemical (DA = 10-5 cm2s-') and a 
Sorbing Chemical (DA = 10-l' em's-') 

~ ~~ 

(Nonsorbing) (Sorbing) 
o(s-1) xF (cm) xf (cm) 

Day 7.3 10-5 1 3 10-3 
Year 2.0 10-7 20 6 x 10-2 
Centennial 2.0 10-9 200 0.6 
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I 

1-1 

Figure 19.13 Different length 
scales of variation of concentration 
in system A due to a time-variable 
concentrationnl$ system B (wall 
boundary). x = (D A )  t xva’ is 
defined in Eq. 19-5 1. 

concentration 

\ 
actual concentration at time t 

system A I 

Then the influence of the changing boundary concentration is negligible at distances 
x > x i a .  For the case of a periodic boundary concentration we can combine Eqs. 19- 
49 and 19-50: 

(19-51) 

In Table 19.4, numerical values are given for the penetration depth, x r  , of (1) a 
nonsorbing compound (diffusivity D, = cm2s-’) and (2) and a sorbing com- 
pound (DA = lo-’’ cm2s-’). The latter simulates the behavior of a chemical with KsciOp 
- lo5 (see Eqs. 19-30 and 19-31). 

In Fig. 19.13, x? is schematically shown together with the penetration of the mean 
concentration, xY, which increases as t1’2 (see Eq. 18-23). 

Diffusive Boundaries 

A diffusive boundary connects two systems in which diffusivity is of similar size or 
equal (Fig. 19.3~).  In contrast to a bottleneck boundary, which is characterized by 
one or several zones with significantly reduced diffusivity, or to a wall boundary, 
which exhibits an asymmetric drop in diffusivity, transport at a diffusive boundary is 
not very different from the inner part of the systems involved. What makes it a 
boundary is either a phase change (thus, the boundary is also an interface) or an 
abrupt change of one or several properties. By “property” we mean, for instance, the 
concentration of some chemical compound or of temperature. 

In this section we will develop the mathematical tools to describe mass transfer at 
diffusive boundaries. Again, it is our intention to demonstrate that diffusive bound- 
aries have common properties, although the physics controlling them may be differ- 
ent. We will then apply the mathematical tools to the process of dilution of a pollut- 
ant cloud in an aquatic system (ocean, lake, river), Here the boundary is produced by 
the localized (continuous or event-like) input of a chemical that first leads to a con- 
fined concentration patch. The patch is then mixed into its environment by diffusion 
or dispersion. Note that in this case the physical characteristics on both sides of the 
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distance along river (direction of flow) 

Figure 19.14 (a) A pollutant front 
in a river with an initial rectangular 
shape. This abrupt change is trans- 
formed into a smoother concentra- 
tion profile while the front is mov- 
ing downstream (b). The hatched 
area represents the integrated mass 
exchange Nx across the front due 
to longitudinal dispersion. 

distance along river 

boundary are alike; that is, we may find mixing due to molecular diffusion, turbulent 
diffusion, or dispersion. 

In Chapter 20, the diffusive boundary scheme serves as one of several models to 
describe air-water exchange. 

Dispersion at the Edge of a Pollutant Front 

Let us assume that at time t = 0 a pollutant begins to be discharged continuously into 
a river through an outfall pipe. At some location downstream of the entry point, the 
pollutant will be completely mixed across the river. Provided that chemical or phys- 
ical removal mechanisms can be disregarded, the average pollutant concentration in 
the river below this point is equal to CO = J/Q, where J is the introduced pollutant 
mass per unit time and Q is the river discharge per unit time (assuming Q D Qoutfall). 

Since the pollutant input is turned on suddenly, a pollutant front moves downstream. 
Initially, the shape of the front is rectangular (Fig. 19.14~~).  Due to longitudinal dis- 
persion (see Chapters 18.5 and 22.4), the front gradually looses its rectangular shape 
while moving downstream (Fig. 19.14b). Longitudinal dispersion in rivers will be 
discussed in more detail in Chapter 24. At this point it is sufficient to remember that 
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dispersion can be mathematically described as a diffusion-type process with a dis- 
persion coefficient, &is, which has the usual dimension of L2T’. In other words, the 
(moving) front is a diffusive boundary. The dispersion coefficients on both sides of 
the front usually have the same size. The front has no physical meaning (unless the 
pollutant concentration is so large that water density, viscosity, or other physical 
properties of the fluid are affected); it just results from the fact that the pollutant 
input was suddenly turned on. 

Provided that the available river section on both sides of the front is quasi infinite, 
the slope of the front can be described by an expression like Eq. 18-27, 

2 2( Edis t)”2 
(1 9-52) 

where x is the distance relative to the center of the (moving) front, erfc(. . .) is the 
complement error function (Appendix A), and CO = J/Q is the concentration jump 
across the boundary (AC in Eq. 18-27). The smoothing of the front corresponds to an 
exchange of pollutant mass across the front (represented by the hatched area in Fig. 
19.146). According to Eq. 18-29, the integrated transferred mass at time t is: 

Me, ( t )  = - ( Edist)”2 CO = 0.564 (Edist)”2 CO (3 (19-53) 

Strictly speaking, equations 19-52 and 19-53 are valid only if the pollutant cloud is 
infinitely long. A more realistic situation is treated in Box 19.2; here a pollutant 
patch of finite length L along the x-axis is eroded on both edges due to difhsion 
processes (turbulence, dispersion, etc.). Again, the boundary is of the diffusive type 
since the transport characteristics on both sides of the boundary are assumed to be 
identical. 

Box 19.2 

We consider a pollutant cloud which at time t = 0 has the concentration C” in the segment x = {-L/2, + L/2} and zero 
outside. The cloud along the x-axis is eroded by diffusion (or dispersion) in the x-direction. The effective diffusivity 
is D. According to Crank (1975), the concentration distribution at time t is: 

Dilution of a Finite Pollutant Cloud Along One Dimension (Advanced Topic) 

where erf (. . .) is the error function (Appendix A). 

We are interested in the temporal change of the maximum concentration. Due to the symmetry of the configuration, 
the maximum concentration is always located at x = 0. Thus, from Eq. 1 : 

The figure gives a schematic view of C(x,t) for increasing normalized time, z = (Dt)”2/L. Redrawn from Crank (1 975). 
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Diffusive Boundary Between Different Phases 

Diffusive boundaries also exist between different phases. The best known example 
is the so-called surface renewal (or surface replacement) model of air-water 
exchange, an alternative to the stagnant two-film model. It will be discussed in 
Chapter 20.3. 

Here we consider another example. Let us assume that in a short time a large quanti- 
ty of diesel fuel is spilled on the surface of a river. At least for some time, the fuel 
forms a non-aqueous-phase liquid (NAPL) floating on the water surface. Due to the 
turbulence produced by the friction of the flowing water at the river bed and the 
wind blowing on top of the floating NAPL, fluid parcels from the interior of the 
respective fluids (water or diesel fuel) are brought to the fuel-water interface where 
they mutually exchange water and diesel components. This exchange lasts until 
another burst of turbulence separates them and brings fresh fluid parcels to the inter- 
face. Mass exchange across the water-NAPL interface during the contact time 
occurs by molecular difision; it can be described as a diffusive boundary exchange 
process similar to the one shown in Fig. 19.14. Yet, for the fuel components the 
equilibrium condition at the interface is not Cleft = Cright, but is modified by some 
partitioning law as described in Illustrative Example 19.4. The modification intro- 
duced into the diffusive boundary model is the same as the one derived earlier for the 
non-equal-phase bottleneck boundary (Figs. 19.6. and 19.7). 

The following mathematical derivation can be applied to any diffusive boundary. 
The situation is depicted in Fig. 19.15. As before we choose system A as the 
reference system. We assume that immediately after the formation of the new 
surface, the interface concentrations are at equilibrium. Thus, CA,, and C,, are 
related by a partition coefficient (see Eq. 19-16): 

cB/A KBiA (19-16) 

After time t, a total mass n/t,(t) has crossed the interface from system A to system B 
(or vice versa, if the situation is as shown in Fig. 19.15b). The corresponding gain in 
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Figure 19.15 (a) Concentration system B is given by the hatched area MB (t). According to Eq. 18-29, the two inte- 
profile at a diffusive boundary be- grated fluxes are given by: 
tween two different phases. At the 
interface the instantaneous equilib- 
rium between C,, and C,,* is ex- 
pressed by the partition coefficient 
KBIA. The hatched areas show the 
integrated mass exchange after 
time t; %tA ( t )  = %tB (t). (b )  AS 
before, but the size of KBiA causes a 
net mass flux in the opposite direc- 
tion, that is from system B into sys- 
tem A. 

M,(t) = - (D*t)’I2(C; -CA,,) 

MB(t) = - (DBt)1’2(CB,A - Ci) 

(19-54) 
(U2 
(U2 

The following mathematical manipulations have been used several times already. 
The boundary concentration C,, is replaced by cBlA. Since MA and MB have to be 
equal, we can solve Eq. 19-54 for CBI,.,,, insert the result into one of the above flux 
equations, and finally get: 

c;q =A 
KBIA 

is the A-phase concentration that would be in equilibrium with C;. 

(19-1 5) 

Remember that NA and MB represent the exchanged mass per unit area integrated 
over time t .  Let us assume that the two phases remain in contact during the average 
exposure time, texp. In order to get the average mass flux per unit time, F ,  we have 
to evaluate MA (or MB) at t = texp and divide it by texp: 
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By analogy to Eqs. 19-19 and 19-20, Fcan be written as the product of the A-phase 
disequlibrium, (Cl  - Ciq), and a transfer velocity v,,,: 

F=Vtot(c; -q> 
where: 

1 1  1 -=-+- 
"tot 'A 'BKBIA 

and: 

(19-57) 

(19-58) 

(1 9-59) 

Note that Eqs. 19-20 and 19-58 are identical. Thus, we can immediately identify the 
same limiting situations (see Eqs. 19-22 to 19-24): 

1. VA (< Vg KB/A * Di2( (  KB/A D i 2  : 

A-layer controlled exchange: v,, = vA 

2. VA )) VB KBjA W Di )) KB/A Di 
B-layer controlled exchange: vtot = KsjA vB 

The result for the diffusive boundary differs from the bottleneck exchange process in 
the following way: 

1. vA and vB depend on the square root of the diffusivities, DA and D,. 

2. 
neck model is played by the film thickness 6. 

The exposure time texp plays the role of the free parameter that in the bottle- 

In Chapter 20, the diffusive boundary model is employed as one of the models to 
describe air-water exchange. 

Advanced Topic 19.5 Spherical Boundaries 

In this section we deal with mass fluxes across spherical boundaries like the surface 
of gas bubbles in liquids, droplets in air, suspended particles or algal cells in water. It 
is true that suspended solids are rarely shaped like ideal spheres. Nonetheless, the 
following discussion can serve as a conceptual starting point from which more com- 
plex structures can be analyzed. Obviously, such situations require the application of 
numerical models, yet some of the principles, like the existence of characteristic 
length and time scales, will remain the same. 

Mass exchange between finite solid particles and surrounding fluids or gases is of 
paramount importance for many environmental processes. Examples are the uptake 
of nutrients by cells, chemical transformation processes of vapor molecules in the 
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atmosphere which occur in the liquid phase of cloud droplets, and the sorption of 
chemicals on natural particles. 

In the following we proceed from the simple to the more complex models. First we 
describe the mass exchange by a fluid-side bottleneck model and assume that trans- 
port within the sphere can be disregarded either because it is fast or because the 
capacity of the particle surface is large enough to store all the substance taking part 
in the exchange process. Next, we look at the sorption of a solute into a porous 
spherical aggregate of smaller particles. Here the kinetics is controlled by diiksion 
in the pores of the aggregate. This means that the particle surface is described as a 
spherical wall boundary (for which the mathematical basis has been laid in Section 
18.2). Finally the two models are combined. A critical time is determined that char- 
acterizes the transition from the bottleneck-controlled to the wall-boundary-con- 
trolled flux. Such consider-ations provide the basis for models of sorption kinetics of 
organic compounds to soil and sediment particles. If one combines the full complex- 
ity of sorption as discussed in Chapters 9 and 11 (nonlinearity, finite kinetics, etc.) 
with the complex shape of real particles, things become really difficult. Yet, under- 
standing of the simple case is a prerequisite for dealing with the more complex one. 

Bottleneck Boundary Around a Spherical Structure 

Let us consider a spherical entity (particle, bubble, droplet) surrounded by a fluid 
medium (gas, liquid). The fluid and the sphere are separated by a fluid-side concentric 
boundary layer of thickness 6 (Fig. 19.16). The concentration at the surface of the 
sphere is C,; the fluid concentration outside the boundary layer is C,. The equilibrium 
relation between S and F is defined by a partition coefficient KsiF = C,i Ciq (Eq. 19-16). 

Due to the spherical geometry of the surface, the concentration profile across the 
boundary layer is no longer a straight line as was the case for the flat bottleneck 
boundary (Fig. 19.4). We can calculate the steady-state profile by assuming that CF 
and Ciq = c,/Ks,F are constant. Then, the integrated flux, CF, across all concentric 
shells with radius v inside the boundary layer (Y, I r I v, + 6) must be equal: 

(1 9-60) 
ac 

Z F  = 4 n r 2  Dbl - = constant 
& 

is difhsivity in the boundary layer and (47~2) is the shell surface. Solving for the 
concentration gradient aCi& yields: 

(19-61) 

If we integrate Eq. 19-61 from v, to v,, + 6, we get the concentration difference be- 
tween the sphere and the fluid: 

(1 9-62) 
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Figure 19.16 Spherical structure 
(particle, bubble, droplet) with ra- 
dius r, surrounded by a concentric 
fluid boundary layer with thick- 
ness 6. r is the spherical coordi- 
nate. The concentration inside the 
sphere is C,. There is a phase 
change at the surface of the sphere 
with the equilibrium artition coef- 
ficient KSIF = C, 1 C, . C: is the 
fluid concentration in equilibrium 
with C,. 

% 
r = O  r ,  ro+6 

Solving for CF yields the integrated flux across the spherical boundary: 

The sign of CF is such that ZFis positive if the flux is directed from the sphere to the 
fluid (positive r-direction). 

At first sight Eq. 19-63 does not resemble the type of equation that we found earlier 
for bottleneck boundaries (e.g., Eq. 19-19). That is not surprising since ZF is an 
integrated flux (mass per unit time), while in the case of flat boundaries we have 
always dealt with specific fluxes (mass per unit area and time). If we divide W by 
the surface of the sphere, 4n r," , after some algebraic rearrangements we get: 

where the effective exchange velocity is: 

(1 9-64) 

(19-65) 

This is an extremely useful result. The specific flux now looks like Eq. 19-3 where 
the boundary layer thickness 6 is replaced by the effective thickness 6,,given by Eq. 
19-65. To understand the meaning of the latter, we discuss the following cases: 
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1 . 6  (( r,: Then 6,, - 6. The spherical boundary behaves like a flat bottleneck bound- 
ary. Compared to the boundary layer thickness d, the curvature of the sphere is too 
small to affect the flux. 

2. 6 )) ro: Then 6,, - r,. This is the case of a small sphere surrounded by a thick 
boundary zone. Then the flux across the surface of the sphere is solely controlled by 
the sphere radius r,. As a special case, this includes the situation of a sphere suspend- 
ed in an infinite stagnant fluid. The smaller the sphere, the larger the flux. Small 
algal cells profit from that. In fact, the total flux into such a sphere is: 

CF = -4nr,” .- Dbl AC = -4nr,Db,AC, if 6 D ro (19-66) 
r0 

Yet, the important quantity is the flux per volume; it clearly favors small cells: 

3 
CF = - 7 Db,AC, if 6 >> r, 

CF 3 - 

V 4nr0 r0 

(19-67) 

r 
2 

3 .  As an intermediate case, we consider r, = 6. Then 6,, = 0.  

The following thought experiment may help our understanding of the spherical 
boundary layer problem. Assume that a flat boundary layer with thickness 6 is limit- 
ing transport of a chemical with diffusivity &]. Then the corresponding exchange 
velocity is vflat = Db,/6, hence identical with the exchange velocity at the surface of a 
sphere with infinite radius. Now imagine that the interface begins the bend into a 
spherical surface with decreasing radius r, while 6 remains constant. With Eq. 19-65 
we can calculate how the exchange velocity behaves relative to the flat case: 

(1 9-68) 

This result demonstrates how the spherical shape of the boundary enhances the flux. 
In the extreme case, r, -+ 0, the enhancement becomes infinitely large. 

Sorption Kinetics for Porous Particles Surrounded by Water 

Next we analyze the sorption kinetics of a sorbate with constant aqueous concentra- 
tion, C: , sorbing into a porous spherical aggregate with radius r,. More precisely, 
the “macroparticle” is a homogeneous aggregate of “microparticles” which are sep- 
arated by micropores filled with water (Fig. 19.17). The sorbate diffuses in these 
pores and sorbs to the microparticles. It is not relevant whether sorption occurs at the 
surface or in the interior of the microparticles as long as we can assume that sorption 
equilibrium between the solute concentration and the microparticles at each position 
within the aggregate is attained instantaneously. 

Our aim is to derive a model that describes the temporal evolution of the ratio of the 
average concentration per unit particle mass measured on the dried macroparticle, 
C,(t), and the dissolved concentration outside the macroparticles, C(; : 

C,(t)= K,(t).C(; (1 9-69) 

where Kd(t)  is the time-dependent macroscopic solid-water distribution ratio. In 
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Figure 19.17 Spherical macropar- 
ticle with radius r, consisting of an 
aggregate of microparticles sepa- 
rated by micropores filled with wa- 
ter. A chemictl with constant con- 
centration Cw diffuses into the 
pore volume of the macroparticle. 
The local $issolved pore concen- 
tration C, is at instantaneous 
equilibrium with the local sorbed 
phase C,’ ( K ;  is microscopic equi- 
librium coefficient). Note that the 
macroscopic distribution coeffi- 
cient Kd is time dependent (see 
Eq. 19-78.) 

contrast, the solute concentration inside the aggregate pores, C; , is always at equi- 
librium with the local sorbed phase, C: : 

C:= KiC; (1 9-70) 

where K i  is the (microscopic) distribution coefficient that applies within the aggre- 
gate. The primed variables refer to microscopic quantities which depend on t and r. 
The total local concentration per bulk volume, C: , is the weighted sum of molecules 
in dissolved and sorbed phases: 

c:=P,(1-4wS’+@c:, =[Ps(l-@)Ki +o]c; (1 9-7 I )  

where ps is the density of dry solid, @ is the porosity of the particle aggregate, and we 
have made use of Eq. 19-70. 

Assuming that the sorbed phase does not diffuse, the radial flux of the dissolved 
sorbate inside the particle aggregate is: 

(1 9-72) 

where D,, is the diffusivity in the porous matter which due to tortuosity (see Eq. 
18-57) or the Renkin effect is usually smaller than the open-water diffusivity D,. 
Combined with the spherical boundary conditions, the flux leads to the same con- 
centration distribution and integrated flux ratio as shown in Fig. 18.7 and given by 
Eqs. 18-33 and 18-35, except for the fact that diffusivity in the dissolved phase is 
slowed down by the ongoing equilibration with the sorbed phase. In Box 18.5 
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(Eq. 11) we found that the open-water diffusivity is reduced by the dissolved fraction 
fw. Adapted to difision in the particle aggregate, we get the effective diffusivity: 

(1 9-73) 

1 - 4 .  

4 
where rsw = ps - is the solid-to-water-phase ratio of the particle aggregate. 

Note that in the notation of Fig. 18.6, CA becomes the aqueous concentration in the 
pores of the particle aggregate, C;, while Cg becomes the time-constant fluid con- 
centration C: . For simplicity we consider only the case where the initial concentra- 
tion in the sphere is zero ( C i  = 0). The dissolved concentration in the sphere, 
C; (I, t ) ,  follows from Eq. 18-33 by putting Ci  = 0 and replacing Cg by C: . The 
half-saturation time t1,2 is given by Eq. 18-37 (D replaced by the effective diffusivity 
Deff): 

(1 9-74) 
r2 r2 

tl12 = 0.03--" = 0.03+1+ K;qw) 
Deff DP" 

To calculate the (macroscopic) distribution coefficient &(t) from Eq. 19-69 we have 
to remember that Cs(t) is defined as the total mass of the chemical in the dried parti- 
cle divided by the particle mass. This includes the dissolved fraction of the chemical 
in the pore water when the particles are dried. Thus from Eq. 19-7 1 : 

(1 9-75) 

where the overbars indicate the spatial average over the particle aggregate. From Eq. 
19-70: 

(1 9-76) 

For t --+ 00, the pore water concentration is everywhere equal to the external solute 
concentration. Thus, C;(t) = C: and: 

- 

(19-77) 

which, - for compounds with K i  ~ 1 0 ,  is almost equal to Ki  . The concentration ratio, 
Ck ( t )  / C: , is equal to the expression on the right-hand side of Eq. 18-35. Thus put- 
ting everything together yields: 

where K; is defined in Eq. 19-77 and the nondimensional time is: 

(19-78) 

(1 9-79) 
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Note that the ratio &(t)/ K; corresponds exactly to the curve M(t)/Mm of the radial 
diffusion model defined in Eq. 18-35 and shown in Fig. 18.7b. 

The radial diffusion model can be approximated by a linear uptake model of the 
form: 

-- dKd - klin (K;  - Kd ) (1 9-80) 
dt 

where the specific linear sorption rate, klin (dimension I-'), is chosen such that the 
half-saturation time, t,,,, is equal for both models. According to Eq. 6 of Box 12.1, 
the solution of Eq. 19-80 is: 

Kd(t)= K T ( I - ~ - ~ ~ ~ D ' )  (19-81) 

with tln = ln2 / k,in where t,,, must be the same as t,,, of Eq. 19-74. Thus: 

(19-82) 

The radial diffusion model and the linear sorption model are compared in Fig. 18.7b. 
Since according to Eq. 19-76 the total mass of the chemical associated with the 
particle aggregate, M(t), and the macroscopic solid-water distribution ratio, Kd(t), 
are linearly related: 

4n 
(1 9-83) 47c 3 

M(t) = - 3 ro P,(l- 0) Cs( t )  = - 3 r,3ps(1 - 0) C:Kd(t), 

the mass ratio shown in Fig. 18.7b and the sorption ratio, & ( t ) / K I ,  are identical. 
Note that the linear model underpredicts sorption at short times and overpredicts it at 
long times. Since in Fig. 18.7b time is shown on a logarithmic scale, at first sight it is 
not obvious that the mass flux across the aggregate surface has its maximum for 
t = 0 and then steadily decreases until saturation is approached for t + 00 In fact, the 
total flux, W ,  is given by: 

where we have used the sign convention introduced in Eq. 19-63 according to which 
CF is positive if the flux is directed in the positive r-direction (i.e., from the sphere to 
the fluid). To show how CF changes with time we insert the result of the linear 
approximation (Eqs. 19-80 and 19-81) and then use Eq. 19-77: 

(19-85) 

The absolute value of CFlin has its maximum at t = 0. Note from Fig. 18.7b that W o f  
the radial diffusion model is even larger than CFlin. 
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Given the possibility that the particle aggregate is surrounded by a diffusive bound- 
ary layer, the question arises whether during the initial phase of the sorption process 
transport across the bottleneck may limit the flux and, if so, at what time the flux 
would change from a boundary layer-controlled process to a process determined by 
diffusion in the particle aggregate. Remember that in Section 19.3 we dealt with a 
similar problem, that is, with the combination of a wall boundary and a boundary 
layer at aflat surface (see Eqs. 19-40 to 19-45). The mathematics for the spherical 
boundary layer is derived in Box 19.3. As it turns out the aquatic boundary layer may 
slow down the kinetics of sorption during the initial phase, that is, for times smaller 
than t,,,. Neglecting this effect creates an error which is of similar size as replacing 
the radial diffusion model by the linear model (see Fig. 18.7b). Fortunately, these 
errors have opposite signs and thus compensate each other at least partially. The 
situation is further discussed in Illustrative Example 19.5 (see below). 

Box 19.3 

We consider a spherical particle aggregate with radius r, surrounded by a concentric boundary layer of thickness 6 
(Fig. 19.16). Transport into the aggregate is described by the linear approximation of the radial diffusion model. 
Thus, the total flux from the particle to the fluid is given by Eq. 19-85: 

Spherical Wall Boundary with Boundary Layer 

(1) 
4.n 3 eq 

3 
CF;,, = - - r, C, kIin@(l + K A ~ , )  e-kflJ 

where we have replaced C i  by the water-side concentration at the interface between boundary layer and particle, 
Czq. According to Eq. 19-63 the flux through the boundary layer is: 

At quasi-steady state, the two fluxes, Eqs. 1 and 2, have to be equal. This allows us to calculate the boundary layer 
concentration C:q : 

c:: (4) 
Dbl6* 

1 
ciq = 

Db16* + - r 3 k .  @(l + KiG,)e-kflnt 
3 O I'n 

If the concentration difference across the boundary, Ci- Ctq, is small compared to C:: , that is, if Ctq and C i  are 
about equal, then the water-side boundary layer has no significant influence on the flux across the particle surface. 
According to Eq. 4 this is the case if the following condition holds: 

(5 )  
1 
3 

~ , 6 *  >> - r ~ k , , , ~ ( ~ ~ ~ ,  + l)e+lnt 

Since the right-hand side of this expression decreases with elapsed time t, the sorption process always reaches a 
point beyond which Eq. 5 is valid, that is, beyond which the boundary layer has no influence on the sorption 
kinetics. We call the time when both sides of Eq. 5 are equal, the critical time tcrit. Then: 
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The influence of the boundary layer on sorption kinetics disappears for times t >> tcrit. Note that Eq. 6 makes sense 
only if the expression in the logarithm is greater than 1. If this is not the case, then the right-hand side of Eq. 5 is 
already smaller than the left-hand side when sorption begins. In order to see when this is the case, we rewrite the 
logarithmic expression by replacing klin by Eq. 19-82 and 6* by Eq. 3 from above. After some algebraic manipula- 
tions we get: 

where ‘2: is tortuosity of the porous particle aggregate. Note that we have used Eq. 18-57 with Dbl = D. With $ 
typically lying between 0.2 and 0.5, ‘2: between 1.5 and 6, it turns out that the expression in Eq. 7 is often smaller than 
1. Yet, this does not mean that the aquatic boundary layer has absolutely no influence on sorption. In fact, as shown 
in Fig. 18.7b, during the initial phase of sorption the radial diffusion model would yield a much larger diffusive flux 
than the linear model. This “real” flux may be significantly reduced by the aqueous boundary layer, even in these 
cases when the linear model indicates little or no influence. In other words: replacing the radial flux model by the 
linear model may create a similar error as neglecting the influence of the aquatic boundary layer. Fortunately, these 
errors have opposite signs and thus tend to compensate each other. 

Finite Bath Sorption 

Until now we have tacitly assumed that the initial concentration in the fluid outside 
the sphere, c;, remains constant during the process of sorptive equilibration be- 
tween fluid and particle. This situation is called the infinite bath case (Wu and Gsch- 
wend, 1988), since it requires an infinite fluid volume. In the case where the fluid 
volume is finite and thus a significant portion of the dissolved load is transferred to 
the particle, things become more complicated. The finite bath situation can be char- 
acterized by the nondimensional number: 

y = Ki  S, (19-86) 

where S, is the solid concentration per total volume (dimension ML-?). y corresponds to 
the sorbed fraction of the chemical in the total system (particle aggregate and 
surrounding fluid) when complete sorption equilibrium has been reached. Note that for 
the infinite bath case the water volume is assumed to be infinitely large, thus y = 0. 

Figure 19.18 shows how for different values of y sorption proceeds as a function of 
the nondimensional time t* defined by Eq. 19-79. As y increases from the infinite 
bath case, we see that the time required to reach equilibrium decreases. This can be 
understood by recognizing that while the chemical is diffusing into the sphere, the 
concentration in the surrounding fluid drops. Hence, the total mass exchange needed 
to attain equilibrium between the fluid and the sphere is smaller than in the infinite 
bath case in which the external concentration remains constant. 

Examining the curves for the finite bath cases allows us to specify k,,, of Eq. 19-82 
when the fluid concentration, C; , is not constant. For example, we may be interested 
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Figure 19.18 Dynamics of diffu- 
sive uptake of a chemical by a 
spherical particle suspended in a 
fluid of finite volume. The num- 
bers on the curves correspond to y 
defined by Eq. 19-86, that is, to the 
fraction of the chemical taken up 
by the sphere when equilibrium is 
reached. From Wu and Gschwend 
(1988). 

I 0-5 1 

in a case where y is 5 .  From Fig. 19.18 we learn that the nondimensional time, t * ,  
required to reach 50% equilibration, is about 1.5 x 10-3. Hence: 

3 (1 + K k W  1.: (19-87) 
2 r 

t1,2 (y = 5 )  = 1.5 x 10-3 0 = 1.5 x 10- 
Deff DP" 

The approximate first-order rate constant should be: 

- - - - 4 6 0 ~ ( 1 +  In2 R f f  - DP" K ~ G ~ )  (19-88) 
2 

- 
In 2 

k,,(y = 5) = 
t , ,z(Y =5)  0.0015 y0 r0 

which is 20 times larger than k,i, of the infinite bath case (Eq. 19-82). The two ex- 
pressions, Eqs. 19-82 and 19-88, can be written in the general form: 

where the factor a, increases from a, = 23 at y = 0 to a, = 460 at y = 5. The increase 
of a, with y indicates that the equilibration process between the sphere and the water 
becomes faster when the bath volume surrounding the particle gets smaller. This is 
confirmed by Fig. 19.19, where the radial diffusion model and the first-order sorp- 
tion model are compared for different y. The curves move to smaller times when y 
gets larger. Based on the investigation by Wu and Gschwend (1988), kiin(y) can be 
approximated by the second-order polynomial: .. 

k , , , ( y )  =(11y2 +34y+23)% r0 (1 9-90) 
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Figure 19.19 Comparison of the 
solution of the linear sorption mod- 
el with the radial diffusion model. 
Numbers on curves showy defined 
in Eq. 19-86. y is the fraction of the 
chemical taken up by the sphere 
when equilibrium is reached. After 
Wu and Gschwend (1 988). -.- 

10-5 10-4 I 0-3 1 0 2  10-1 I 00 

Deff t 
To2 

nondimensional time t*=- 

Figure 19.19 clearly demonstrates that the linear approximation is well suited for 
describing the midregion of the exchange process, but does poorly for early and late 
times. 

Illustrative Example 19.5 Desorption Kinetics of an Organic Chemical from Contaminated Sediments 

During dredging operations in an estuary, polluted sediment material spills and then 
settles through the water column. It is feared that polychlorinated biphenyls (PCBs) 
might desorb while the sedimentary particles remain in suspension and thus pollute 
the water column. Due to their larger solid-water distribution ratio the heavy PCB 
congeners accumulate more strongly on sediments than the less chlorinated conge- 
ners. Therefore, the heavy congeners are the more likely candidates for redissolu- 
tion. Their typical physicochemical properties are listed below. The mean depth of 
the estuary is 20 m. The PCB concentration in the estuarian water before dredging is 
below detection limit. 

Problem 

(a) As a first step, use the half-saturation time, t,,*, from the linear sorption 
model to decide whether desorption of the PCBs from the sediment particles is 
relevant. 

(b) 
used instead? 

How would the result from (a) be altered if the radial diffusion model were 
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Typical properties of heavy PCB 
congeners 

Aqueous diffusivity, 

Octanol-water partition constant, 

Properties of sedimentary 
particle aggregates: 
Radius, Y,  = 50 pm 
Porosity, @ = 0.2 

Tortuosity, T = 6 
Organic carbon content, 

f , ,  = 0.04 

Density of solid material, 
p, = 2.5 g cm-3 

Estimated settling velocity, 
v, = 0.5 m d-' 

D, = 6 x 10-%mZ s-I 

K,, = 107 

(c) 
gate with 6 = 50 pm have a significant influence on these results? 

Would the existence of an aquatic boundary layer around the particle aggre- 

Answer (a) 

The (microscopic) distribution coefficient of the PCB congeners, K,' , can be esti- 
mated from KO, with the relations developed in Chapter 9 (Eqs. 9-29a and 9-22): 

log K ,  = 0.74 log KO, + 0.15 = 0.74 x 7 + 0.15 = 5.33 

-+ K,  =2.1x105 Lkg-' =2.1x102 m3kg-' 

--+ Ki  = f,K, = 0.04 x 2.1 x 102 m3kg-' = 8.4 m3kg-' 

The solid-to-water-phase ratio is: 

According to Eqs. 18-57 and 19-73, the effective diffusivity is: 

6 x 10"cm2s-' 

6 x 8.4 x 104 
= 12 x 10-'2cm2s-' - D w  I 

'I: (K~Y, ,  + 1) 
Deff = 

Since the water mass getting into contact with the suspended sediment particles is 
probably very large compared to the mass of solids that will spill and settle through 
the water body, the infinite bath approximation can be used (y = 0). Thus from 
Eq. 19-74: 

( 5  x 10-3cm)2 
t,,, = 0.03 = 6.3 x 104s = 0.7 day 

12 x 1O-I2cm2s-' 

The average time a particle remains in the water column is 20 d 0 . 5  m day-' = 

40 day. Thus the above result indicates that a significant portion of the PCBs desorb 
while the particles are suspended. 

Answer (b) 

According to Eq. 19-79 the nondimensional time characterizing the radial diffusion 
model is: 

* 12 x 10-'2cm2s-' x 40 d x 8.64 x 104s d-' - - 
t =  = 1:/ 

According to Fig. 18.7b, about 98% of the PCBs can desorb while the particles are 
suspended. 

(5 x 1 0 - ~ c m ) ~  

Answer (c) 

In order to find out whether an aquatic boundary layer around the suspended particle 
may significantly slow down desorption, we evaluate Eq. 7 of Box 19.3: 

50 1 
6+ro  'I: 50+50 6 

- 8~ 0 . 2 ~  - x - = 0.13 < 1 84--- 
6 1  
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Thus, when desorption begins ( t  = 0), the term which accounts for the influence of 
the boundary layer around the particles (second term in the denominator of Eq. 4 of 
Box 19.3) is only 13% of the term describing diffusion into the particle aggregate 
and decreases when time grows. We conclude that the existence of an aquatic bound- 
ary layer does not significantly alter the above result, according to which most of the 
PCB desorbs into the water while the sediment particles are suspended in the water 
column. 

Note: The contribution of particle resuspension followed by desorption to the total 
sediment-water exchange will be further discussed in Chapter 23 (Box 23.2 and 
Table 23.6). 

Questions and Problems 

Q 19.1 

Explain the difference between a boundary and an interface. Give examples for both. 

Q 19.2 

We have classified boundaries of environmental systems in just three different types. 
What are they and how are they characterized? 

Q 19.3 

The flux across a bottleneck boundary can be expressed either in terms of Fick’s first 
law or by a transfer velocity. Explain how the two views are related. 

Q 19.4 

In the expression for the total exchange velocity across a two-layer bottleneck 
boundary between different media (Eq. 19-20) the transfer velocity vB is multiplied 
by the extra factor KAIB. What is KMB? Can you imagine a scheme in which vA carries 
an extra factor instead? How are the two schemes related? 

Q 19.5 

Assume that the concentrations on either side of a boundary, C, and C,, are constant. 
You calculate the flux across this boundary by treating it (a)  as a bottleneck bound- 
ary and (b) as a wall boundary, respectively. How does the flux evolve as a function 
of time in these two models? 

Q 19.6 

Explain the concept of the half-concentration penetration depth of the wall bound- 
ary model. 

Q 19.7 

In the wall boundary model with additional boundary layer we have defined a criti- 
cal time, tcrit. Explain the meaning of this time. 
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Q 19.8 

CI 
I 

CI cl@c' CI 

CI 

hexachlorobenzene 

Water temperature in a lake fluctuates annually around a mean value. How far into 
the sediment column do these temperature changes penetrate? Use the tools devel- 
oped for the wall boundary model to make a first estimate and assume that the sedi- 
ment is mostly pure water. 

Q 19.9 

What are the advantages for an algal cell to be small? 

Q 19.10 

Explain in words the difference between the curves shown in Fig. 19.18. 

Q 19.11 

Explain the difference between the two types of curves shown in Fig. 19.19, which 
are labeled radial dflusion model and sorption model, respectively. 

Problems 

P 19.1 The Thermocline of a Lake as a Two-Layer Bottleneck Boundary 

In Illustrative Example 19.1 , we calculated the vertical exchange of water across the 
thermocline in a lake by assuming that transport from the epilimnion into the 
hypolimnion is controlled by a bottleneck layer with thickness 6 = 4m. From 
experimental data the vertical diffusivity was estimated to lie between 0.01 and 
0.04 cm2ss1. Closer inspection of the temperature profiles (see figure in Illustrative 
Example 19.1) suggests that it would be more adequate to subdivide the bottleneck 
boundary in two or more sublayers, each with its own diffusivity. 

You are interested in the question whether such a refinement of the model would 
have a significant influence on the total exchange velocity v: . Therefore you de- 
cide to calculate v z  in two different ways. First, you assume one bottleneck bound- 
ary of 4 m with an average diffusivity of 0.025 cm2s-'. Second, you divide the bottle- 
neck into two layers which are 2 m thick each. In the upper layer where the 
temperature gradient is steeper (see figure in Illustrative Example 19.1) you assume 
a difhsivity of 0.01 cm2s-', in the lower a diffusivity of 0.04 cm2s-'. Compare the 
overall exchange velocity with the value from the first method. (Note that the mean 
diffusivity in the thermocline is equal in both cases.) 

P 19.2 How Fast Does a Patch of Hexachlorobenzene (HCB) Disappear from 

As a result of an accident a cloud of hexachlorobenzene (HCB) of approximatively 
circular shape floats in the surface-mixed layer of the ocean. At time to when the 
patch is first detected, it has approximately the shape of a two-dimensional normal 
distribution: 

the Surface of the Ocean? 

C(r ,  to )  = CO exp -- [ ;;;I 
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where Y is distance from the center of the cloud 

R, = 5 km is a characteristic length scale for the size of the cloud at time to 

CO = 25 nmol L-’ is the concentration at the center of the cloud at time to 

Estimate the maximum concentration, C,,,(t), 24 hours and one week later. 

Hints and Help: Assume that as a first approximation horizontal turbulent diffusivity 
can be considered to be isotropic, that is, E, = Ey = 2 X 104cm2s-’. Disregard the loss 
of HCB across the thermocline and to the atmosphere. In Chapter 22.3 we will see 
that because of horizontal water currents horizontal diffusion is, in fact, not isotro- 
pic. Nonetheless the above approximation yields reasonable results. Finally, note 
that in order to keep the total mass of HCB constant, CO ( t )  must decrease as R(t) 
grows such that CO R2 = constant. 

P 19.3 Three-Layer Bottleneck Model 

(a) Derive a general expression for the total exchange velocity, vtot, across an inter- 
face which is composed of three bottleneck boundaries. As an example, consider the 
air-water exchange for the case that the water surface is covered by a thin organic 
surface layer. Define the water phase as system A and use it as the reference system. 
Then the organic layer is system B, the air is system C .  The transfer velocities in 
these systems are vA, vB, and vc. The chemical equilibrium between the three phases 
is defined by KBIA and KCIA, respectively. 

(b) Apply the model developed in (a) to assess the influence of an organic surface 
layer (thickness i50sl = 0.1 cm) on the air-water exchange of a chemical. Use the 
following information (the origin of some of the figures will become clearer in 
Chapter 20.3 which deals in greater detail with air-water exchange models): 
vlW = 1 x 104cm s-’, via = 0.5 cm s- . The molecular diffusion coefficient in the organ- 
ic layer is Dies, = 0.5 x 10-5cm2s~’. The subscripts stand for w = water, a = air, osl = 

organic surface layer. Consider first “nonvolatile” compounds (Kid,,, < 10“) and 
determine the range of KiOsllw for which the organic surface layer has an influence on 
the overall transfer velocity vtot. Second, make the same analysis for “volatile” com- 
pounds (Kjalw > 10“). Is it likely to find such compounds and would they belong to 
the “nonvolatile” or the “volatile” category or to both? 

1 
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Introduction 

Air and water are the two most important fluids on earth. The atmosphere and the 
hydrosphere are complementary in their role of transporting and transforming 
chemicals. The atmosphere is the fastest and most efficient global conveyor belt. 
Yet, certain chemicals prefer the aquatic milieu which is of global dimension, as 
well. In the hydrosphere typical transport velocities are significantly smaller than in 
the atmosphere. Therefore, residence times of chemicals in the water are usually 
much larger than in the atmosphere. 

The size of the interface between atmosphere and hydrosphere is immense (see 
Appendix E): 71% of the earth's surface (361 x lo6 h2) is covered by water. In 
addition, the atmosphere contains about 13 x kg of water vapor. Expressed as 
liquid volume, this amounts to 13 x 10l2 m3 or 2.5 cm per m2 of earth surface. This is 
a small volume compared to the total ocean volume of 1.37 x 10l8 m3, but it is 
important in terms of the additional interfacial area between water and air. Although 
most of the water in the atmosphere is present as water vapor, roughly 50% of the 
earth's surface is covered by clouds which contain between 0.1 and 1 g of liquid 
water per cubic meter of air. The water is present in droplets with a typical diameter 
of 20 pm. Thus, clouds supply an air-water interface area of the order of 0. I m2 per 
cubic meter of air (Seinfeld, 1986). For a cloud cover 500 m thick this would yield 
an air-water contact zone of 50 m2 per m2 of earth surface. 

Often we are concerned with the transfer of chemicals between gaseous and liquid 
phases which are not at equilibrium. On the one hand, this is due to the large sizes of 
the involved systems, which do not quickly transfer materials from their bulk 
interior to adjacent phases. On the other hand, in these systems natural biogeo- 
chemical reactions as well as man-made processes are continuously driving the 
global systems away from their equilibrium. And finally, the environmental chemist 
is often faced with extraordinary (catastrophic) situations in which chemicals are 
spilled into the environment and transported across different compartments. 

All the necessary tools to develop kinetic models for air-water exchange have been 
derived already in Chapters 18 and 19. However, we don't yet understand in detail 
the physical processes which act at the water surface and which are relevant for the 
exchange of chemicals between air and water. In fact, we are not even able to clearly 
classify the air-water interface either as a bottleneck boundary, a diffusive boundary, 
or even something else. Therefore, for a quantitative description of mass fluxes at 
this interface, we have to make use of a mixture of theoretical concepts and 
empirical knowledge. Fortunately, the former provide us with information which is 
independent of the exact nature of the exchange process. As it turned out, the 
different flux equations which we have derived so far (see Eqs. 19-3, 19-12, 19-57) 
are all of the form: 

= v, alw(CLw - Cle:> [ML-2T'] (20-1) 

(20-2) 

where 
CI a cle; = - 

K a i w  
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is the aqueous concentration in equilibrium with the atmospheric concentration, Cia, 
and the indices a,w stand for air and water, respectively. In this chapter the 
distinction between different compounds will be important, thus all compound- 
specific quantities are marked by the extra subscript i. Note that in accordance with 
the notation introduced in Chapters 6, 18, and 19, the equilibrium air-water partition 
constant (the nondimensional Henry's law constant) is designed as Kid,,, It is related 
to the Henry's law constant, KiH, by: 

(6- 15) 

In Eq. 20-1 we have chosen the sign of ealwsuch that a positive value indicates a net 
flux from the water into the atmosphere. As demonstrated in Illustrative Example 
20.1, subtle changes of the environmental conditions, such as water temperature, 
may lead to a reversal of the flux. 

Illustrative Example 20.1 

CI CA-- ,.. 
LI 

i = 1,l ,I-trichloroethane 
(methyl chloroform, MCF) 

M, = 133.4 g rnol-I 

K,H (25°C) = 19.5 bar L mol-l 

K:/5eawa'er(00C) = 6.5 bar L mol-' 

K,FIS.lPCaWalET (25°C) = 23.8 bar L rno1-l 

Br 
I 

Br-C-H 
I 
Br 

i = tribromomethane (BF) 

M, = 252.8 g mol-' 

K,,, (25'C) = 0.60 bar L mol-' 

Kg/seawater(OoC) = 0.20 bar L mol-' 

p p * a t e r  (25'C) = 0.86 bar L mol-l 

Evaluating the Direction of Air-Water Exchange 

C, and C2 halocarbons of natural and anthropogenic origin are omnipresent in the 
atmosphere and the ocean. For example, in the eighties, typical concentrations in the 
northern hemisphere air and in Arctic seawater of 1,1,1 -trichloroethane (also called 
methyl chloroform, MCF) and tribromomethane (bromoform, BF) were measured 
by Fogelqvist (1985): 

__- 

MCF BF 

Concentration in air (ng L-I) 0.93 0.05 

Concentration in Arctic Ocean (ng L-I) 

surface (0-10 m) 2.5 9.8 

at 200 m depth 1.6 3 .O 

The air-seawater Henry's law coefficients, K$'eawater , and the usual Henry's law 
constants are given in the margin. 

Problem 

Using the concentrations of MCF and BF given above, evaluate whether there are 
net fluxes of these compounds between the air and the surface waters of the Arctic 
Ocean assuming water temperatures of (a) 0°C and (b) 10°C. In each case, if there 
is a net flux, indicate its direction (i.e., sea-to-air or air-to-sea). 

Answer 

Independent of the model that is used to describe air-water exchange at the sea 
surface, the flux F, is proportional to (Eqs. 20-1,20-2, where subscript w is replaced 
by sw for seawater): 
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K,:; Iseawater 

R T  

A positive sign of this expression indicates a net flux from the water into the air. 

(a) T =  0°C. 

The resulting Kialsw values are: 

K i a I s w  (MCF, OOC) = 0.29 

K i a I s w  (BF, 0°C) = 0.0089 

Determine the sign of the flux by using these values together with the measured 
concentrations given above: 

Compound Ciw (ng L-') Ci$ K i a I s w  (ng L-') Ciw-Ca/ K i a l s w  (ng L-') 

MCF 2.5 3.2 

BF 9.8 5.6 

- 0.7 

+ 4.2 

Thus, at O'C, there is a net flux of MCF from the atmosphere to the sea, while for BF 
a net transfer occurs from the water to the atmosphere. 

(b) T =  10°C 

Estimate first K;gfseawater at 10°C from the K:giseawater values given for 0°C and 25°C 
using a temperature dependence of the form (see Eq. 6-8): 

ln Kla: I sea water (T)=--+A1 Bl 
T 

where T is the temperature in Kelvin and A,, B, are constant parameters. Since: 

(T,  1 In[ KfElseawater( q ) )  = In KIH air/seawater (7;) - Kla;lseawater 

(T,  1 K,aE  / seawater 

the parameter Bi can be calculated from: 

-1 (298.2 K) K$ I seawater 

Bi = 1' Kair lseawater  
I H  

Inserting the K$Iseawater values given above yields: 
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Use these Bi values with, for example, the Kj:lseawater at 25°C to calculate K$lseawater 
values of the two compounds at 10°C: 

= 2.42 air/ seawater 
In K,,, (10°C) = ln(23.8)+ 

Hence: 

K$;;;water ( 1 OOC) = 1 I .2 bar L mol-' 

and therefore: 

KMCF ,~,,(lO"C) = 0.48 

Similarly: 

In KtkPwater (10°C) = In (0.86) +4750 - - 
(29i.2 283.2 

or: 

KzLFwater (1 OOC) = 0.37 bar L mol-' 

and: 

KBFa/sw(lOOC) = 0.016 

Inserting K,a/sw values in the flux equations yields: 

Compound Ciw (ng L-I) Ca/ K~~~~~ (ng L-I) Ciw-Ca/ K~~~~~ (ng L-I) 

MCF 2.5 1.9 

BF 9.8 3.1 

+ 0.6 

+ 6.7 

Comparison with the results obtained above for 0°C shows that, with the same air 
and seawater concentrations, the net flux of MCF is now directed from the water to 
the atmosphere. 

Note: The consistent tendency of BF to show seawater-to-atmosphere fluxes has 
been interpreted as evidence for a natural source of bromoform in the sea. 

All the physics is hidden in the coefficient vialw which, because it has the dimension 
of a velocity (LT'), is called the (overall) air-water exchange velocity. Air-water 
exchange occurs due to random motion of molecules. Equation 20-1 is a particular 
version of Eq. 18-4 in which the air-water exchange velocity adopts the role of the 
mass transfer velocity, vA/B. 

Generally, the total exchange velocity, vlalw, can be interpreted as resulting from a 
two-component (air, water) interface with phase change. Independently of' the 
chosen model (bottleneck or wall boundary), if we choose water as the reference 
phase, vlalw is always ofthe form (see Eqs. 19-13 and 19-58): 
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(20-3) 

The main part of this chapter deals with models for describing vialw as a function of 
different environmental factors such as wind speed, water temperature, flow 
velocity, and others. None of these models is able to totally depict the complexity of 
the processes acting at the surface of a natural water body. Therefore, theoretical 
predictions of the exchange velocity always meet severe limitations. Nonetheless, 
two properties stick out from Eqs. 20-1 to 20-3: 

1. The concentration difference (C, - Cle:) determines the size and the sign of the 
flux. Thus, even without detailed knowledge of the processes at the water surface, it 
is usually possible to identify a given water body either as a source or a sink of a 
specific chemical. 

2. The structure of Eq. 20-3 allows us to identify ranges of Kia/w for which the 
transfer velocity, vialw, depends on just one of the two single-phase exchange 
velocities. 

To separate the two ranges of Kialw where v ia lw can be approximated by one of the 
two single-phase velocities alone, we define the following compound-independent 
critical Henry's law constant: 

(20-4) 

typical where Va and vZPica1 are typical single-phase exchange velocities. As it turns out, 
the compound-specific exchange velocities, via and viw, vary by less than one order 
of magnitude between different compounds. These values are approximately related 
to the inverse of the densities of the two phases, air and water. Since the latter is 
about 1000 times larger than the former, we deduce that: 

10-3 and K p a l  0.025 L bar mol-' K;:? - 

In the next section we will show that: 

cm s-' 1 cm s-l ; vw typical - 
V:yPiCal - 

Note that the two terms on the right-hand side of Eq. 20-3 are of the same magnitude 
for a compound whose air-water partition coefficient is equal to Kalw and whose 
single-phase exchange velocities have the typical size as given above. Therefore, 
single-phase controlled substances must have Kia,,values which are either much 
smaller or much larger than Kalw : 

critical 

critical 

(a) Air-phase-controlled regime: 

KZaIw << Kalw critical - - 10-3 ; thus vJa lw = KJal,v,, (20-5a) 

(b) Water-phase-controlled regime: 

Kialw >> K:?? = 10-3 ; thus v , , , ~  = v iw (20-5b) 
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At first sight, there seems to be a basic difference between the two regimes with 
respect to the influence of Kialw.  In the water-phase-controlled regime, the overall 
exchange velocity, v ia lw,  is independent of Kialw, whereas in the air-phase 
controlled regime vialw is linearly related to Kialw. Yet, this asymmetry is just a 
consequence of our decision to relate all concentrations to the water phase. In fact, 
for substances with small Kialw values, the aqueous phase is not the ideal reference 
system to describe air-water exchange. This can be best demonstrated for the case of 
exchange of water itself ( Kia/, = 2.3 x lO-' at 25"C), that is, for the evaporation of 
water. 

Let us rewrite Eq. 20- 1 : 

= VTalw (c;: - Cja) 
(20-6) 

where: 
* 

(20-7) 
Via /w 

Via /w = ~ 

Kia/w 

is the exchange velocity if the concentrations refer to the air phase, and: 

C:: = Kia/w C i w  (20-8) 

is the air phase concentration in equilibrium with the aqueous concentration C,. The 
two regimes defined in Eq. 20-5 are now characterized by: 

(a*) Air-phase-controlled regime: 

(20-9a) critical = 10-3, 
Ki a /  w << 'a / w then vTalw = via 

(b*) Water-phase-controlled regime: 

(20-9b) 
K ,  ,,K::cd Vi  w 

r a l w  = 10-3, then vTaIw -- - 
K i a / w  

Note that compared to Eq. 20-5, the role of Kialw is now reversed. Now it is the air- 
phase-controlled regime where vTalw becomes independent of Kialw. 

The total transfer velocities, vIalw and vfalw,  are plotted in Fig. 20.1 as a function of 
KlaIw. Note that these curves give approximate values which are valid if the real 
exchange velocities are close to the chosen typical values, v, and v ~ ~ ~ ' ~ ~ ~  .The  
figure shows nicely that vralW and v : , ~ ~ ,  respectively, become independent of Klalw 
if that phase is chosen as the reference system which dominates the overall exchange 
velocity. A more refined picture of the overall transfer velocities will be shown in 
Fig. 20.7. 

typical 

Before looking closer at the experimental information on single-phase exchange 
velocities, let us briefly examine the assumption that we made regarding the exist- 
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I 

10-2 

Figure 20.1 Schematic view of the 
overall air-water exchange velo- 
city, viaiw, as a function of the air- 
water partition coefficient, KialW, 
calculated from Eq. 20-3 with 
typical single-phase transfer velo- 
cities via = 1 cm s?, v, = 10-~ cm s-'. 
The broken line shows the ex- 
change velocity v : ~ ~ ~  (air chosen 
as the reference system). The upper 
scale gives the Henry's Law co- 
efficient at 25"C, KiH= 24.7 (L bar 
mo1- l )~  Kia lw.  

I 

I 
I 
I 

I 

/$,critical 

- - 

air-phase ' water-phase 
controlled I controlled 

I h 
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I 
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h 
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a, > 
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c .- 

1 0  

I \ 
10-6 I I I I I \I 10-3 

10-5 10-4 10-3 10-2 10-1 1 

air-water partition constant Kjdw 

ence of an instantaneous chemical equilibrium across the air-water interface. From 
the molecular theory of gases, we can estimate the speed at which molecules cross 
the interface. We consider the mean molecular velocity along a fixed coordinate axis 
perpendicular to the interface of those molecules which move toward the interface. 
According to Eq. 18-38, this velocity is of order: 

u(toward interface) = (20-10) 

For T = 298 K (25OC) and Mi = 78 g mol-I (benzene), this velocity is 7 x 103 cm s-'. 
Even if only a small fraction of the molecules, say one out of every thousand, 
actually penetrates into the other phase and stays there, the molecular exchange 
velocity is still of the order of 10 cm s-'. This is much larger than the largest transfer 
velocities vidw shown in Fig. 20.1. Hence, the molecular transfer right at the interface 
is not the limiting step. At the interface equilibrium conditions can be assumed, 
indeed. 
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Measurement of Air-Water Transfer Velocities 

Let us now analyze the information on air-water exchange velocities which has 
been gained from observations both in the field and in the laboratory. We are 
especially interested in those extreme situations which are either solely water- 
phase or solely air-phase controlled, since they allow us to separate the 
influences of the two phases. We start with the latter case, the air-phase- 
controlled exchange. 

Transfer Velocities in Air Deduced from Evaporation of Water 

Traditionally, water is used as the test substance for determining via. Its air-water 
partition constant at 25°C is K,,,, = 2.3 x lo-', which is much smaller than K:;:' of 
Eq. 20-4. Thus, the exchange of water vapor at the air-water interface is solely 
controlled by physical phenomena in the air above the water surface. The flux of 
water into air (evaporation) is given by (see Eqs. 20-6,20-7,20-9a): 

eq eq 
Fevap  = V L e r a / w  (cwziter a - Cwater a ) = 'water a ('water a - cwater a ) 

(20-1 1) 
- 
- v water a C 2 t e r  a (1 - RH) 

where C::,,,., is the (temperature dependent) water vapor concentration in air (g m-3) 
at equilibrium with liquid water. The relative humidity, RH, is defined as: 

(20- 12) 

vWater a values can be determined from the corresponding observed evaporative 
fluxes, Fevap: 

'water a 

'water, 

m=- 
eq 

(20-13) 

where the evaporative flux, Fevap, is expressed in units of g cm-2s?. 

Hydrologists have long recognized the relationship between vWater a and 
environmental conditions such as wind speed (Dalton, 1802; Fitzgerald, 1886; 
Rohwer, 1931; Sverdrup et al., 1942). In laboratory experiments (Liss, 1973; 
Penman, 1948; Munnich et al., 1978; Mackay and Yeun, 1983), increasing wind 
velocities u distinctly enhance vWater a approximately linearly (Fig. 20.2), although as 
winds exceed 10 m s-' the exchange velocity may increase more quickly, possibly 
due to aerosol ejection and wave breaking (see data by Mackay and Yeun, 1983, in 
Fig. 20.2 and Table 20.1). 

In the experiments used to draw Fig. 20.2, wind speeds were measured at different 
heights above the water surface. Since wind speed generally decreases when ap- 
proaching the water surface, these experiments can be compared only if we find a 
means to transform the wind speeds to a standard height (usually 10 m). Mackay 
and Yeun (1 983) use the standard boundary layer theory with a roughness height 
of 0.03 cm and a wind stress coefficient of 1.5 x lo-' to get: 
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Figure 20.2 Impact of wind speed 
U on the air-phase mass transfer 
velocity vWater a, as observed by the 
evaporation of water in laboratory 
experiments and as predicted using 
various empirical expressions (see 
Table 20.1). Note that the wind 
speeds refer to different heights z 
above the water surface (subscript 
indicates height in meters). Since 
generally wind speed decreases 
when the water surface is 
approached, it explains the higher 
vWatei a values for wind measured at 
smaller height 2. The solid lines 
give vWatera values which are 
adjusted to wind speeds at the 
standard height z = 10 m using the 
logarithmic boundary layer theory 
(Eq. 20-14). 

Liss (1 973), laboratory, 
wind speed at 0.1 m 

0 

. o  Mackay and Yeun 
(1983), laboratory 

0 Mackayanc 
Yeun (1983 
adjusted 

0 2 4 6 8 10 12 14 16 

wind speed U (m s-l) 

10.4 
'Io =( lnz + 8.1) 

(20-14) 

where U, and uI0 are wind speeds at heights z and 10 m, respectively, and z is height 
measured in meters. This expression is used in Fig. 20.2 and Table 20.1 to transform 
the measured values to the standard height of 10 m. 

The interpretation of these data in terms of the discussed air-water exchange models 
will be given in the following section. At this point we conclude that no matter what 
the exact physical mechanism of transport is, the lumped information from 
oceanographers, hydrologists, and engineers gives clear evidence that vWater a is 
positively correlated with wind speed. Perhaps a suitable approximation deduced 
from all these investigations is: 

vWatera (cm s-I) - 0.2 uIo (m s-I) + 0.3 (20-15) 

where u , ~  is the wind speed measured 10 m above the water surface and the intercept 
value of 0.3 cm s-' reflects the minimum value of vwatera. In Section 20.3 we will see 
that v,,,,, a depends only weakly on air temperature. 

To demonstrate the feasibility of extrapolating such laboratory results to the field, 
we use Eq. 20-1 5 to calculate the order of magnitude of the annual evaporation rates 
from surface waters. Let us assume a typical relative humidity of 80% (RH = 0 . Q  
wind speeds between 0 and 15 m s-', and a water temperature of 15°C. Water vapor 
saturation of air at 15°C is Ct:tera= 12.8 x 10-6 g (Appendix B, Table B.3). 
Thus, from Eq. 20- 11 : 



898 Air-Water Exchange 

- 
F e v a p  - Vwatera C%er, (1 - RH) 

= (0.3 to 3 cm s-') (12.8 x 10-6 g ~ m - ~ )  (0.2) 

- (0.8 to 8) 10-6 g cm-2s-1 

This corresponds to an annual evaporation rate of 0.25 to 2.5 m yr-I, which is in 
accordance with observed evaporative loss rates of water from lakes and oceans 
(Sverdrup et al., 1942; Miller, 1977). 

As shown in Illustrative Example 20.2, another prominent example of a gas-phase- 
controlled exchange flux is the evaporation of pure organic liquids. 

Table 20.1 Various Empirical Relationships Between Wind Velocity Measured at Heigth z 
Above the Water, uz, and Air-Phase Transfer Velocity of Watef, v,, Deduced from 
Observations of Water Evaporation Rates 

Reference and Type of Data Original Data v, Related to ul0 

(1) Sverdrup et al. (1942) v,=O.16 &j V, = 0.15 ~ 1 0  

Field 

(2) Penman (1948) V, = 0.59 + 0.27 u2 V, = 0.59 + 0.23 ~ 1 0  

Evaporation pans 

Evaporation pans 

Wind-water tunnel 

(3) Rohwer (1931) V, = 0.35 + 0.12 ~ 1 0  

(4) Liss (1973) V, = 0.005 + 0.32 ~ 0 . 1  V, = 0.005 + 0.21 ~ 1 0  

(5) Munnich et al. (1978) V, = 0.5 + 0.35 U0.075 V, = 0.5 + 0.185 ~ 1 0  

Circular wind-water tank 

(6) Mackay and Yeun (1983) v, = 0.065 (6.1 + 0.63 u10)05 ul0 
Wind-wave tank 

a To simplify the equations, v,,~,, a of Eq. 20-13 is written as v,. 
on air temperature. U, is transformed to ul0 with Eq. 20-14. 

As shown in Section 20.3, v, depends only weakly 

Illustrative Example 20.2 

CI 

i = l,l,l-trichloroethane 
(methyl chloroform, MCF) 

M, = 133.4 g m o l '  

Tb = 74.1 "C 
p,r = 1.34 g cm-3 

T,  = -30.4 "C 

Estimating Evaporation Rates of Pure Organic Liquids 

Another prominent example of a gas-phase-controlled exchange flux is the 
evaporation of pure organic liquids. To illustrate this case, we again use the example 
of methylchloroform (MCF). In the following the subscript i stands for MCF. 

Problem 

Consider a spill of 'M, = 2 kg of pure liquid MCF forming a puddle on the ground 
of about 0.3 m2 surface area in a closed hall of volume V =  200 m3. Estimate how 
long it takes for the liquid MCF to completely evaporate at ambient temperatures 
of 0°C and 25°C. Assume that initially the MCF concentration in the air is 2ero. 
There is no observable motion of air in the hall. 
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The Handbook ofphysics and Chemistry (Lide, 1995) gives the following saturation 
vapor pressures of liquid MCF, pllL : 

P;~(OOC) = 4.8 kPa ; P,*~ (25°C) = 16.5 kPa 

Note that these values could also be estimated with Eq. 4-33 using the boiling tem- 
perature of MCF and KF = 1 (nonpolar compound). 

Answer 

As a first rough estimate, you can make several simplifications. First, use Eq. 20-15 
with ul0 = 0 to calculate via of water vapor: via = 0.3 cm s-'. Second, assume that the 
evaporation velocity of MCF is approximately the same. Third, assume that the 
surface area of the puddle remains constant until all the MCF is evaporated. 

The concentration of MCF in the air right at the interface above the liquid MCF, C:q , 
is determined by its saturation vapor pressure, P,*~ : 

* 
eq - PiL c. - - 
la RT 

With R = 8.3 1 J mol-'K-' = 8.3 1 Pa m3mol-'K-' you get: 

4.8 x 103 Pa 
= 2.1 mol m-3 OOC: cl;q = 

8.3 1 x 273 Pa m3mol-' 

= 6.7mol m-3 
16.5 x 103 Pa 

8.31 x 298 Pa m3mol-' 
25OC: Ciq = 

Obviously, the transfer between the pure organic liquid and the air must be air-phase 
controlled. Since the MCF concentrations at the interface are expressed in terms of 
the concentrations in the air, apply Eq. 20-9a, where the pure MCF takes over the 
role of the water: 

'ia/MCF =:',a =:'water, 

Since initially the concentration of MCF in air, Cia, is zero, the evaporation flux 
calculated from Eq. 20-6 is ( A  = 0.3 m2, surface area of puddle): 

25°C: F,,, = 0.3 m2 x 3 x lOP3 m s-' x 6.7 mol m-3 = 6.0 x 10-3 mol s-' 

There are two reasons why F,,, might decrease during the process of evaporation: 
(1) the surface area of the puddle will decrease, and (2) the concentration of MCF in 
the ambient air, C,,, will increase. The influence of the latter effect can be estimated 
from the maximum concentration to be reached in the closed room when all MCF 
has evaporated: 
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total initial mass -2- 2 ~ .  2 x 103g Cl? = - - 
room volume v 200m3 

= log  m-3 = 0.075 mol m-3 

Since this value is much smaller than Cl:¶, the second term in the parentheses of Eq. 
20-6 can always be neglected. 

If F,,, remained constant, the times needed for total evaporation are: 

2 ~ .  17.9 x 103 s = 2.2 h (0°C) - 

12.5 x IO3 s = 0.7 h (25°C) 
L a p  - 

The decrease of the puddle areaA is difficult to estimate without additional informa- 
tion on the physical properties of the surface from which the MCF evaporates, but it 
would hardly increase tevap by more than 50%. 

A final remark: In Section 20.3 we will see that due to the difference in air difisivities 
the evaporation velocity of MCF is smaller than via of water vapor. A rough estimate 
will be given by the ratio of the molecular masses (combine Eqs. 20-27 and 18-46): 

Thus, the real evaporation velocity of MCF may be reduced by a factor of 2. 

Transfer Velocities in the Water Phase Deduced from Compounds with Large 
Henry’s Law Constants 

As a next step we analyze experimental information on air-water exchange for 
substances for which only the water-side exchange velocity is relevant. According to 
Eq. 20-5b, we find these reference substances among compounds with large Henry’s 
law constants. In many publications such substances are called “volatile,” although 
this is not very precise. If volatile means having a high vapor pressure, then water 
would be volatile as well. What we really mean is a compound with a high vapor 
pressure and a low solubility, that is, according to Eq. 6-16 a substance with a large 
Henry’s law constant. The reader has to remember this subtlety when the term 
“volatile” is used. 

Early workers on air-water exchange pursued laboratory experiments for gases such 
as 0, or CO, (e.g., Kanwisher, 1963; Liss, 1973). Later, geochemical investigations 
expanded the database to include natural radioactive tracers such as 3He and 
(Emerson et al., 1973; Broecker and Peng, 1974; Peng et al., 1979; Torgersen et al., 
1982; Jahne et al., 1987a) and artificial chemical tracers such as SF, (Wanninkhof et 
al., 1987). Additionally, many laboratory experiments on mixed or wind-blown 
waters containing organic chemicals have been reported (e.g., Dilling et al., 1975; 
Dilling 1977; Smith et al., 1980; Mackay and Yeun, 1983). Some of these data are 
shown in Fig. 20.3 and the resulting empirical relationships are listed in Table 20.2. 
Note that the wind velocities are all transformed to u , ~  values using Eq. 20-14. 
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Figure 20.3 Impact of wind speed 
at 10 m above the water surface, 
U,,,, on the water-phase transfer 
velocity v,,, as measured by ex- 
periments with various "volatiles" 
and as predicted using reported 
correlations (see Table 20.2). Wind 
speeds are adjusted with Eq. 20-14 
to values corresponding to a height 
of 10 m above the water surface. 
According to Liss and Merlivat 
(1986), three wind (or wave) 
regimes can be distinguished, each 
representing different exchange 
characteristics: (1) SSR = Smooth 
Surface Regime, (2) RSR = Rough 
Surface Regime, (3) BWR = 
Breaking Wave Regime. For the 
SSR the model gives unrealistic- 
ally small values. See modifica- 
tion in Fig. 20.4. 
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What makes these data difficult to interpret is that they originate from studies in 
which different substances, mainly CO, and 02, but also radon and sulfbr hexa- 
fluoride (SF,), have been used. If the exact nature of the exchange process is not 
known, it is not immediately evident how data from different gases should be 
compared. A thorough discussion has to be postponed to Section 20.3 where models 
of air-water exchange are presented. Then we will also tackle the question of how 
water temperature affects the transfer velocity. 

When we attempt to interpret Fig. 20.3, we must realize that, as opposed to the case 
of the air-phase mass transfer velocity, wind speed is not the only important 
parameter that controls the magnitude of viw. As demonstrated by Jahne et al. ( I  984, 
19874, viw is also affected by the wave field, which itself depends in a complicated 
way on wind stress, wind fetch, surface contamination (affecting the surface tension 
of the water), and water currents. Thus, not surprisingly field and laboratory data 
give fairly different results. Generally, laboratory experiments tend to overestimate 
air-water exchange rates of volatile compounds occurring under natural conditions. 

The influence of the waves becomes particularly evident at wind speeds above about 
10 m s-', that is, above the onset of wave breaking and formation of air bubbles 
(Blanchard and Woodcock, 1957; Monahan, 1971; Kolovayev, 1976; Johnson and 
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Table 20.2 Empirical Relationships Between Wind Velocity ul0 and Water-Phase 
Air-Water Transfer Velocity viw 

Source and Type of Data viw Related to ulo ' 
(1) Kanwisher (1963) viW = (4.1 + 0.41 U:,) .104 

(2) Liss (1973) See Fig. 20.3 

(3) Mackay and Yeun (1983) viw = 1.75 .104 (6.1 + 0.63 u10)0.5 ul0 (for 0,) 

(4) Wanninkhof et al. (1987) viw = (-0.89 + 5.8 ulo) .104 

(5) Liss and Merlivat (1986) viw = 0.047 x lV3 u10 

VaZid for Sciw - 600 (e.g ., 

viw = (0.79 ulo - 2.68) x 10-3 co2 at 20 "c) 

viw=(1.64u,o-13.69)x10-3 forulo>13ms-'  

CO2, wind-water tunnel 

Laboratory tank, O2 

Lab, organic solutes 

SF, in lakes 

for uIo < 3.6 m s-' 
( S W  
for 3.6 ms-' < ul0 2 
13 m s-' (RSR) 

(BWN 

(6) Modification of Liss and Merlivat model 

Adapted from Livingstone viw = 0.65 x 10-3 for ul0 24.2 m .s-' (SSR) 
and Imboden (1993), 
combined with Liss and (RSR) 
Merlivat ( 1986) 

viw = (0.79 ul0 - 2.68) x 10-3 for 4.2 < ul0 I 13 m .s-l 

viw = (1.64 ul0 - 13.69) x 10-3 for ul0 > 13 m .s-I 
Sciw = 600 (BWR) 

u , ~  = wind speed (ms-') measured 10 m above the water surface, v, =transfer velocity in cms-I. ' Some experiments report wind speed at a different height. Then U, is transformed to uIo with 
Eq. 20-14. Three wind/wave regimes: SSR = Smooth Surface Regime, RSR =Rough Surface 
Regime, BWR = Breaking Wave Regime. Sci, is the water-phase Schmidt Number of substance i 
defined in Eq .20-23. 

Cooke, 1979; Wu, 1981). In this range transfer velocities determined from natural 
systems are possibly distorted by an additional effect called windpumping. In this 
situation, bubbles are injected deep below the water surface and experience 
pressures in excess of atmospheric. As a result, larger quantities of the chemicals 
contained in the bubbles are dissolved in the water than are required for equilibrium 
at the water surface. This leads to supersaturation of O,, N,, and CO, of up to 15% 
(Smith and Jones, 1985). Note that this process not only influences the deduced sizes 
of viw and vidw, but it may also invalidate the general form of Eq. 20-1 according to 
which the sign of the net air-water flux is determined by the sign of the 
concentration difference (Ciw - Cle:). In order to produce supersaturation, Fidw must 
be directed into the water (Fidw < 0) even if C:: > C,. We will come back to this 
phenomenon in Section 20.5. 

Liss and Merlivat (1 986) distinguish between three regimes, each representing a 
different structure of the water surface. These regimes are: 
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SSR: Smooth Surface Regime uIo 53.6 m s-' 

RSR: Rough Surface Regime 

BWR: Breaking Wave Regime 

3.6 m s-' < ul0 5 13 m s? 

u lo  > 13 m s-I 

Since the structure of the wave field also depends on the wind history and on the size 
and exposure of the water body, the wind speeds which separate the regimes vary 
between different water bodies. The above limits reflect average conditions for the 
ocean. 

According to the model of Liss and Merlivat, each wind regime is characterized 
by its own linear relationship between ul0 and viw (see Fig. 20.3 and Table 20.2). 
Yet, transfer velocities in the SSR (ul0 I 3.6 m s-') are extremely small (viw less than 
0.17 x 10-3 cm ssl) and contradict the few reported experimental data at low wind 
speeds which show that v, is finite even if ul0 is zero (Fig. 20.4). Since typical wind 
speeds over land (and thus over many lakes) are less than 5 m s-', the model of Liss 
and Merlivat leads to a significant underestimation of air-water exchange of volatile 
compounds in many lakes. Livingstone and Imboden (1993) used the Weibull 
distribution to describe wind-speed probabilities in combination with the Liss and 
Merlivat model for viw (Box 20.1). They constructed plots relating average wind 
speeds, U l 0 ,  with average exchange velocities, V,, and concluded that, although the 
nonlinearity of the ~iwlz710 relationship explains part of the low wind speed problem, 
clear evidence remains from various long-term field studies that shows that at ul0 < 
2 m s-', viw is 5 times or more larger than in the Liss and Merlivat model. 

Box 20.1 Influence of Wind Speed Variability on the Mean Air-Water Exchange Velocity of 

For compounds with Kiaiw larger than about 10-2 the overall air-water transfer velocity is approximately equal to 
the water-phase exchange velocity viw The latter is related to wind speed ul0 by a nonlinear relation (Table 20.2, 
Eq. 20-16). The annual mean of viw calculated from Eq. 20-16 with the annual mean wind speed would under- 
estimate the real mean air-water exchange velocity. Thus, we need information not only on the average wind speed, 
but also on the wind-speed probability distribution. 

Volatile Compounds 

The two-dimensional Weibull distribution (Weibull, 195 1) is often used to describe the cumulative frequency distri- 
bution of wind speeds (see Livingstone and Imboden (1993) for a review): 

F(u,,) is the probability of a measured wind speed exceeding a given value ul0, U, is a scaling factor, and the 
exponent 5 describes the form of the distribution curve. 

We restrict the following discussion to the typical case 5 = 1. Then, the probability density function f(ulo) is: 
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f(ulo)dul, gives the probability that the wind speed lies between ul0 and (U,, + du,,). The distribution is character- 
ized by: 
- 
U10 = U0 

ou 2 2  = U o  variance 

mean wind speed 

= o, / = 1 coefficient of variation 

To facilitate the mathematical discussion we use the power-law by Kanwisher (1963) to describe the functional 
relationship between viw and ul0 (Table 20.2), that is, not the trilinear expression of Eq. 20-16. The relationships are 
fairly similar (see Fig. 20.3). Thus: 

viW(u,,) = A  + B U;, (3) 

where A and B are the fitting parameters of Kanwisher's power law. The mean exchange velocity ViW is: 
m oa 

- viw =~viw(ulo)f(ulo)dulo = ~ ( A + B u , , ' )  1 

0 0 

Evaluation of the integral yields: 
- 
viW = A + 2 B u ;  = A + 2 B E I o 2  (4) 

In contrast, if the average wind speed, = U,, is directly inserted into Eq. 3 we get: 

The difference between Eqs. 4 and 5 becomes significant for large U,, values. Similar considerations for other 
Weibull-shape parameters 5 are given in Livingstone and Imboden (1993). 

Numerical Example 

From Table 20.2: A = 4.1 x 10" cm s-', B = 0.41 x 104 (m s~')-~ cm s-': 

Mean - Wind Speed Effective Mean (Eq. 4) Mean from Eq. 5 
U10 (m s-'1 viw ( cm s-') v ; ~  ( m 3  cm s-') 

- 

0.5 

1 

5 

10 

20 

0.47 

0.49 

0.59 

0.67 

0.78 

0.44 

0.45 

0.50 

0.54 

0.59 
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1.0. 

Figure 20.4 Modified water-phase 
transfer velocity v,, for CO2 at 
20°C (Schmidt Number Sc,, = 600, 
sec Eq. 20-23 and explanations 
below) for small wind speeds 
(SSR = Smooth Surface Regime) 
according to Livingstone and 
Imboden (1993). For wind speeds 
uIo  5 4.2 m s-’ the Liss and Merli- 
vat model (Fig. 20.3) is replaced 
by the constant value, v,, = 0.65 x 
10-3 cm s?. The SSR is slightly 
extended to u I o  = 4.2 m s-I. For 
larger uIo values, viw corresponds 
to the Liss and Merlivat model. 
Solid circles show laboratory data 
by Liss et al. (1981) at low wind 
speeds converted to Sc,, = 600 and 
wind measured at 10 m (uIo). 

/ --- I I I I t  I 

* I  “ ‘ I  I 
0 

I /I/ 

model by Liss 
and Merlivat 
(1 986) 

0.2 -- 

An alternative model is presented in Fig. 20.4. Based on the results by Livingstone 
and Imboden, viw is replaced by a constant value of viw = 0.65 x 10” cm s-‘ for 
ul0 < 4.2 m s-’ (i.e., for the SSR). This yields the following model: 

viw = 0.65 x 10” cm s? for uI0 54.2 m s-’ 

viw = (1.64 ul0 - 13.69) x 10-3 for ul0 > 13 m sc1 

(SSR) 

vjw = (0.79 ul0 - 2.68) x 10-3 for 4.2 m sP1< ul0 I 13 m s-l (RSR) (20-16) 

(BWR) 

Note that Eq. 20-16 is valid for CO, at 20°C. In the next section we discuss how 
these data can be applied to other water temperatures and other chemicals. 

The physical reason behind the modification at low wind speed as suggested by field 
data remains unclear. Yet, we should not forget that at low wind speed, the 
instantaneous wind is not the only significant source of motion at the water surface. 
Water motions caused by wind do not stop as soon as the wind ceases. Furthermore, 
thermal processes lead to density instabilities and convective motion, even if there is 
absolutely no wind. In fact, natural surface water bodies are hardly ever at rest. 

To conclude this section, in analogy to the empirical equation for via, we offer a 
simple tool to estimate viw provided that no detailed analysis is needed. The 
following relationship is based on the data of Kanwisher (see Table 20.2): 

viw = 4 x 1 0 ~  + 4 x 10-~ u:o (cm s-’) (20- 17) 

where ulo is given in (m s-I). This equation is typical for CO2 at 20OC. 
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Air-Water Exchange Models 

In the preceding discussion, we presented experimental information on the “single- 
phase” air-water exchange velocities. Water vapor served as the test substance 
for the air-phase velocity via, while 0,, CO, or other compounds yielded information 
on viw. Now, we need to develop a model with which these data can be extrapolated 
to other chemicals which either belong also to the single-phase group or are 
intermediate cases in which both via and viw affect the overall exchange velocity 

(Eq. 20-3). 

To this end we use the boundary models derived in Chapter 19. Since each model has 
its own characteristic dependence on substance-specific properties (primarily 
molecular difisivity in air or water), the experimental data from different 
compounds help us recognize the strengths and limitations of the various theoretical 
concepts. 

Air-water exchange models have a long history. The first attempts to understand and 
describe the process have their roots in chemical engineering where the design of 
chemical production lines required a basic understanding of the physicochemical 
parameters controlling air-water exchange (Liss and Merlivat, 1986). It was 
recognized that the transfer at gas-liquid interfaces is governed by a complex 
combination of molecular diffusion and turbulent transport. 

The first model, the film model by Whitman (1923), depicted the interface as a 
(single- or two-layer) bottleneck boundary. Although many aspects of this model are 
outdated in light of our improved knowledge of the physical processes occurring at 
the interface, its mathematical simplicity keeps the model popular. 

An alternative approach, developed by chemical engineers as well, is the surface 
renewal model by Higbie (1935) and Danckwerts (1951). It applies to highly 
turbulent conditions in which new surfaces are continuously formed by breaking 
waves, by air bubbles entrapped in the water, and by water droplets ejected into the 
air. Here the interface is described as a diffusive boundary. 

In the seventies, the growing interest in global geochemical cycles and in the fate of 
man-made pollutants in the environment triggered numerous studies of air-water 
exchange in natural systems, especially between the ocean and the atmosphere. In 
micrometeorology the study of heat and momentum transfer at water surfaces led to 
the development of detailed models of the structure of turbulence and momentum 
transfer close to the interface. The best-known outcome of these efforts, Deacon’s 
(1977) boundary layer model, is similar to Whitman’s film model. Yet, Deacon re- 
placed the step-like drop in difisivity (see Fig. 19.8a) by a continuous profile as 
shown in Fig. 19.8b. As a result the transfer velocity loses the simple form of Eq. 19-4. 
Since the turbulence structure close to the interface also depends on the viscosity of 
the fluid, the model becomes more complex but also more powerful (see below). 

Figure 20.5 gives an overview of the basic ideas behind these three models. The 
upper picture shows the situation as depicted in the film model and the boundary 



Figure 20.5 Physical processes at 
the air-water interface. For calm 
(smooth) surfaces the horizontal 
velocities on both sides of the 
interface decrease toward the 
boundary. The turbulent eddies 
become smaller and disappear 
completely at the interface 
(boundary layer characteristics). 
For rough conditions new surfaces 
are continuously formed by 
breaking waves, by air bubbles 
entrapped in the water, and by 
water droplets ejected into the air. 
Generally, these surfaces do not 
last long enough to reach chemical 
equilibrium between air and water 
phase. 
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I smooth surface 
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smooth 
surface 

wind _I__) 

0 

AIR 

WATER 

current / 
rough 
surf ace 

I 

rough surface 

layer model. In the former diffusivity drops discontinuously to molecular values, 
while in the latter the change is smooth from the fully turbulent zone through the 
boundary layer to the very interface. The lower picture depicts the continuous 
formation of new interfacial areas as described by the surface renewal model. Let us 
now analyze these models more closely. 



908 Air-Water Exchange 

Film Model (Whitman, 1923) 

In the film model the air-water interface is described as a one- or two-layer bottleneck 
boundary of thicknesses ija and 6,, respectively. Thus, according to Eq. 19-9: 

Di w Di a 

6, 6, 
; viw =- V i a  =- (20- 18) 

Using the approximate value for water vapor, Dwatera - 0.3 cm2 s-', and for COz, 
Dco2 - 2 x 10-5 cm2 s-I, as well as the approximate size of the exchange velocities 
discussed in Section 20.1 (vwate, a - 1 cm s-', vcoz - 1 0-3 cm s-I), the implied film 
thicknesses are typically: 

- 0.02cm (20-18a) 6, =---0.3cm ; 6 , = -  

One essential assumption is that all substances experience the same film thickness. 
Therefore, the model predicts that for given conditions the exchange velocities of 
different compounds, i and j ,  should be linearly related to their molecular 
diffusivities : 

'water :L DCO?W 

V water a VC0,w 

(20- 19) 

Because the diffusivity ratio, Dia/Dja, is not exactly identical for air and water and 
since Eq. 20-3 also contains K i a / w  , Eq. 20-19 does not hold for the composite 
(overall) exchange velocity vidw. It can be applied to classes of substances which are 
either solely water-phase- or air-phase-controlled. 

In the last 20 years, considerable efforts have been made to measure air-water 
exchange rates either in the laboratory or in the field. One central goal of these 
investigations was to check the validity of Eq. 20-19 or of alternative expressions. 
Thus let us see how corresponding forms of Eq. 20-19 look for other models. 

Surface Renewal Model (Higbie, 1935; Danckwerts, 195 1)  

In this model the interface is described as a diffusive boundary. From Eq. 19-59 we 
get: 

(20-20) 

where the exposure times, tzxp and t,&, now adopt the role of the free parameters 
which in the film model were the film thicknesses, 6, and 6,. Using the same 
exchange velocities as before, we get for the air side: 

Dwatera 0.3 cm2s-l a -  

3(1cms ) 
- -1 =0.1 s texp - 2 

n "water a 

and for the water-side: 
Dc0,, 2 x 10-~  cm2s-l 

3 (10-~ cm s-l l2 
- 7s  W 

texp = ~ - 2 
VC0,w 

(20-2 1 a) 

(20-2 1 b) 
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The above results suggest that the air is replaced more often than the water. On the 
one hand, given the different densities and viscosities of these fluids, this result 
looks reasonable. On the other hand, if the exposure times are different, the picture 
which we have developed for the diffusive boundary model does not strictly apply. 
When the replacement of fluid does not occur simultaneously on either side of the 
boundary, the concentration profile across the interface does not exhibit the 
symmetric shape shown in Fig. 19.15. For instance, if a new air parcel is brought to 
the interface while the adjacent water is not replaced, the air meets with water that 
already carries a certain depletion structure. Obviously, this influences the exchange 
across the interface. The mathematical description of such a situation would be 
complicated and lead well beyond the intention of this discussion. Yet, whatever the 
outcome of a more refined model, the net flux would always depend on the square 
root of the diffusivities in the two media, although the numerical factors in Eq. 19-59 
may change. Thus, if one of the two fluids, air or water, controls the overall 
exchange, the surface renewal model suggests a relationship between the exchange 
velocities of two compounds, i andj, of the form: 

(20-22) 

with an exponent of 1/2 in contrast to 1 in the film model (Eq. 20-19). 

Before we discuss the experimental data which were collected to distinguish 
between the two models, we discuss a third model which, as we will see, lies in 
between. 

Boundary Layer Model (Deacon, 1977) 

To understand the principal idea of Deacon’s model we have to remember the key 
assumption of the film model according to which a bottleneck boundary is described 
by an abrupt drop of diffusivity, for instance, from turbulent to molecular conditions 
(see Fig. 19.3~1). Yet, theories on turbulence at a boundary derived from fluid 
dynamics show that this drop is gradual and that the thickness of the transition zone 
from hl ly  turbulent to molecular conditions depends on the viscosity of the fluid. In 
Whitman’s film model this effect is incorporated in the film thicknesses, 6, and 6, 
(Eq. 20-17). In addition, the film thickness depends on the intensity of turbulent 
kinetic energy production at the interface as, for instance, demonstrated by the 
relationship between wind velocity and exchange velocity (Figs. 20.2 and 20.3). 

Deacon’s intention was to separate the viscosity effect from the wind effect, so that 
the new model would be able to describe the change of via due to a change of water 
or air temperature (i.e., of viscosity) at constant wind speed. Deacon concluded that 
mass transfer at the interface must be controlled by the simultaneous influence of 
two related processes, that is, by the transport of chemicals (described by molecular 
diffusivity I l ia) ,  and by the transport of turbulence (described by the coefficient of 
kinematic viscosity v,). Note that v, has the same dimension as D,. Thus, the ratio 
between the two quantities is nondimensional. It is called the Schmidt Number, Scia: 

(20-23) 
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Deacon derived his model for volatile compounds whose air-water transfer veloci- 
ties solely depend on the conditions in the water phase. In its original form, which is 
valid for a smooth and rigid water surface and for Schmidt Numbers larger than 100, 
it has the form: 

v i w  =constant ( S ~ i w ) - ~ ’ ~  for Sciw > 100 (20-24) 

According to this expression, viw increases for increasing D, and decreasing vw. It 
would remain unchanged if both viscosity and diffusivity would increase or 
decrease by the same relative amount. 

The following picture may help us to understand this result at least qualitatively. 
Imagine a border between two states which-for whatever reason-can only be 
crossed on foot. People use taxis to get to the border, yet when approaching the 
border the streets become increasingly narrow and the cars get stuck. The passengers 
in the taxis (they must all be trained mathematicians!) know exactly the optimal time 
to jump out of the cars, in order to walk or run the remaining distance and to cross 
the border after the shortest possible time. Obviously, the distance from the border 
where people leave the taxis is not the same for all persons and all road conditions. 
People who are fast runners (that is, have “large diffusivities”) leave the cars earlier 
than people who can walk only with difficulty (“small difhsivities”). The latter will 
remain in their taxis as long as possible, even if the cars move only very slowly 
through the congested streets, but they have to get out of their vehicles at some time 
as well. In turn, one and the same person does not always leave the taxi at the same 
distance from the border. In some areas the roads leading to the border are narrower 
and thus more strongly congested (“large viscosity” damping the motion of the cars, 
that is, of the eddies); in others they are broader (small viscosity). 

To summarize, the time needed to cross the border, that is, the bovder transfer 
velocity, depends on both the individual mobility on foot (diffusivity) and the quality 
of the roads (viscosity). Or stated differently: the distance from the border where the 
passengers leave the taxi since the speed of the cars (water movement) drops below 
the speed of the individual pedestrian (molecular transport), depends on the relative 
size of pedestrian mobility and car mobility. Transfer velocities are large for fast 
runners and permeable road systems and small for physically handicapped 
passengers and narrow streets. 

This picture makes the role of the Schmidt Number, Sciw, at least plausible, although 
it obviously does not explain the size of the exponent in Eq. 20-24. In fact, this 
exponent depends on the existence of a rigid wall (a motionless water surface). 
Although the model remains valid as long as the water surface is not too much 
distorted by waves, at larger wind speeds the exponent in Eq. 20-24 changes to -1/2 
(Jahne et al., 1987a). This transition takes place at wind speeds of about 5 m s-’ (Liss 
and Merlivat, 1986). Hence, we rewrite Deacon’s model in a more general form: 

2 / 3  for ul0 15ms- ’  r 1 / 2  for ul0 >5ms-’ 

(20-24a) vl = constant ( S C ~ ~ ) - ~ ~ ~  with a,, = 
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Figure 20.6 Variation with water 
temperature of kinematic viscosity 
v,, aqueous diffusivity Dcozw of 
COz, and Schmidt Number, ScCo2, 
= v,/Dco2w. 0 10 20 30 

water temperature (“C) 

Although the scientific literature is full of particular data sets which yield exponents, 
asc, between 0 and 1.2 [see the review by Frost and Upstill-Goddard (1 999) which 
contains an extended literature survey], we consider the modified Deacon model to 
be the most convenient one. It is more general than the other models since it allows 
us to evaluate the temperature dependence of viw and even to extrapolate the model 
to other liquids. If it is applied to different chemicals in the same liquid and under the 
same hydrodynamic condition, the influence of viscosity v is eliminated and we can 
directly compare Deacon’s result with Eqs. 20-19 and 20-22, which were obtained 
earlier. The following equation combines all these models into one expression: 

(20-25) 

where the exponent U ,  is given by the different models as: 

Film model a,  = 1 

Surface renewal model a,  = 1 /2 

Boundary layer model a, = 

a,  = 

2/3 for u , ~  5 5 m ss’ 

1/2 for uIo > 5 m s-’ 

As pointed out by Livingstone and Imboden (1 993), the change in the exponent asc 
(Eq. 20-24a), when moving from the SSR to the RSR, has the “blemish” that the 
abrupt transition between different Sc-dependences must result in a discontinuity in 
viw for all Schmidt Numbers different from the reference number of 600. In view of 
the other uncertainties involved, this should, however, be of little practical 
significance. 

As we can learn from Table 20.3, the variation of Sciw between different chemicals is 
by more than one order of magnitude (compare helium and decane). Apparently, the 
lower limit of Sciw set in Eq. 20-24 does not even exclude helium with its large 
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diffusivity as long as the water temperature does not exceed 30°C. The influence of 
water temperature on viw is fairly strong since the temperature dependencies of 
viscosity of water, v,, and molecular diffusivity of an arbitrary compound i, D,, 
have opposite signs (Fig. 20.6). The exponent a,, of Eq. 20-24a determines how 
strongly this effect is transmitted to the air-water exchange velocity, viw. 

With Eq. 20-24a the temperature dependence of viw can be written as: 

d d 
-(In v i w )  = -asc -(In Sc,,) 
dT dT 

, 

that is: 

(20-26) 

Box 20.2 summarizes the numerical evaluation of this expression with experimental 
data obtained for trichlorofluoromethane (CFC-11) by Zheng et al. (1998) (see also 
Table 20.3). The behavior of CFC-11 is typical for many volatile organic substances. 
The relative effect of temperature on viw decreases from 4 percent per Kelvin at 5°C 
and low wind speed to 2.4 percent per Kelvin at 25°C and high wind speed. The total 
increase of viw between 5°C and 25°C amounts to the factors 2 (low wind speed) and 
1.7 (high wind speed), respectively. 

Box 20.2 

“Volatile” compounds are characterized here by (see Eq. 20-9a): K,,,, )) K:;? = 10-3. For these compounds, the 
air-water exchange is controlled by the water phase: a v,dw - viw. 

Relative temperature variation of Schmidt Number Sc, = - is: 

Temperature Dependence of Air-Water Exchange Velocity v, of Volatile Compounds 
Calculated with Different Models (T is in Kelvin if not stated otherwise) 

- v w  
D i w  

1 dv, 1 dD,, 
Sc,, dT v, dT Di, dT 

1 dSClW - 

A. 

Since the variation of water density with temperature is extremely small, the relative temperature variation of 
kinematic viscosity and dynamic viscosity qw are approximately equal. 

Relative temperature dependence of kinematic viscosity v, (see Fig. 20.6 and Appendix B, Table B.3) 

5 

-3.12 x 10-2 

15 25 

-2.64 x 10-2 -2.26 x 10-2 

B. Relative temperature dependence of aqueous diffusivity Di, 

Several methods to evaluate the temperature variation ofD,, are given in Box 18.4. As an example we use the values 
for tvichlorofluovomethane (CFC-11) calculated from the activation theory model (see Box 18.4, Eq. 2): 
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5 

2.82 x 10-2 

15 25 

2.63 x 10-2 2.45 x 10-2 

C. Relative temperature dependence of Sciw and via calculated for trichlorofluoromethane (CFC-11) from Eqs. 1 
and the boundary layer model for moderate and high wi.nd speed (Eq. 20-16): 

5 15 25 

5.94 x 1OP2 - 5.27 x 10-2 -4.71 x 10-2 

-- I dv'a (K-') low wind speed (a,,=2/3) 3.96 x 10-2 3.51 x 10-2 3.14 x 10-2 
v,, dT 

high wind speed (as,=1/2) 2.97 x 10-2 2.64 x 10-2 2.36 x 

Deacon's model has also been applied to the air-phase exchange velocity, but the 
physical basis for such an extension is weak since typical Schmidt Numbers in air 
are about 1 (Sc, - 0.57 for water vapor at 20°C). Furthermore, the temperature 
dependence of Scia is small since both v, and D, increase with air temperature. In 
fact, for most substances Scia varies by less than 10% for temperatures between 0°C 
and 25°C. 

Therefore, instead of Scia we use the diffusivity ratios to compare via of different 
substances. According to the empirical observations of Mackay and Yeun (1983), 
the appropriate exponent is 2/3. That is, it lies between the film model and the 
surface replacement model: 

(20-27) 

To summarize, the theoretical understanding of the physical processes which control 
air-water exchange has made significant progress during the last 20 years. However, 
this insight also explains why the hope of finding simple relationships between wind 
speed, Schmidt Number,, and air-water exchange velocity must ultimately fail. As 
shown by numerous laboratory investigations (e.g., Jahne et al., 1987a), at higher 
wind speed the mean square wave slope controls the size of viw. Yet, the wave field 
not only depends on the instantaneous local wind speed, but also on the wind history 
of the whole water body over the time period during which wave motion and 
turbulence are stored. Such time scales extend from the order of one hour in small 
lakes to several days in the ocean. 

Let us now combine these results to estimate the overall air-water exchange velo- 
city vidW. 
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Table 20.4 Air-Water Exchange Velocities: Summary of Wind Speed and Compound-Specific Dependence 

ul0 are in [m s-'1, via and viw in [cm s-'1 

Air -phase 

Reference substance: water vapor at air temperature between 0°C and 25°C 

vwate, ,[cm s-l] = 0.2 ul0 + 0.3 

Mackay and Yeun ( I  983) 

Eq. 20-15 

Eq. 20-27 

Water-phase 

Reference substance: CO2 at 20°C (Sci, = 600) 

0.65 x 10-~  for U,, 5 4.2m s-' (SSR) 

(1 .64~~ , -13 .69 )~10-~  foru,, >13rns-' (BWR) 

( 0 . 7 9 ~ ' ~  - 2 . 6 8 ) ~  10-3 for 4.2 <uIo I 1 3  m s-' (RSR) Eq. 20-16 

0.67 for SSR 

0.50 for RSR and BWR 

-US< 

ViW = (2) vcoZw with a,, = Eq. 20-24a 

Overall Air-Water Exchange Velocities 

The foregoing discussion has demonstrated that the physics of air-water exchange is 
extremely complex. The combination of different system-specific and substance- 
specific influences on vidW and the mismatch of time scales of the external forcing 
(wind) and of the system's response explain why observations in the laboratory and 
field data have never given the unique picture which early investigators hoped to 
achieve. Although it is important to realize that experimental data often are 
ambiguous, we should not be discouraged from developing useful recipes for 
estimating overall air-water transfer velocities for different environmental 
conditions and different compounds. A summary of such recipes is given in Table 
20.4. All these equations have been extensively discussed before. 

Let us now examine some specific examples using a set of compounds with air- 
water partition constants, Kjalw, between 30 and 1x10T5 (Table 20%) and by 
choosing two extreme wind velocities, u lo  = 1 m s-' and 20 m s-'. From Table 20.4 
we get the following reference transfer velocities: 

For U', = 1 m sd: vWuter a = 0.5 cm s-I, viw (Sc, = 600) = 0.65 x 10-3 cm s-' 

For U,,, = 20 m s-': vWoter a = 4.3 cm s-I, vjW (Sc,, = 600) = 19.1 x 10-3 cm s-' 
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Table 20.5a Calculation of Overall Air-Water Transfer Velocities for Different Organic Compounds at 25°C: 
Substance-Specific Properties 

Sub stance Sciw 
M Ki a l w  Dia Diw 

(g mol-I) (25°C) (cm2 s-I) (cm2 s-‘) 

1 Methane 
2 Trichlorofluoromethane 
3 Octadecane 
4 Tetrachloroethene 
5 Benzene 
6 1,2,4-Trichlorobenzene 
7 Naphthalene 
8 2,2’ ,4,4’ ,5,5’-Hexachlorobiphenyl 
9 1-Hexanol 
10 Benzo(a)pyrene 
11 Phenol 

16.0 
137.4 
254.4 
165.8 
78.1 

181.5 
128.2 
360.9 
102.2 
252.3 

94.1 

27 
5.3 
1.1 
0.73 
0.23 
0.1 1 
0.018 

3 10-3 

5 10-5 
5 x 104 

1.7 x 10-5 

0.28 
0.94 
0.69 
0 3 6  
0.12 
0.082 
0.097 
0.058 
0.1 1 
0.069 
0.1 1 

1.85 x 10” 480 
I .o 10-5e  890 
0.80 x 10” 1120 
0.99 x 10-5 900 
1.06 x 10-5f 840 
0.95 x 10-5 940 
0.97 x 10-jf 920 
0.67 x lO-* 1330 
1.26 10-5 7 10 

1.3 1 10-5 680 
0.80 10-5 11 10 

From Eq. 18-45 and D,,,,, = 0.26 cms-’ (25OC). From Eq. 18-55 and Dcolw = 1.92 x 10-’ cms-’ (25”C), if not otherwise stated. 
Schmidt Number of water phase Sciw = vi / Dj,, V, = kinematic viscosity of water, 0.893 x 10-2 an’s-’ at 25°C. From Jahne et al. (1987b), 

see also Table 20.3. From Zheng et al. (1998).fFrom Oelkers (1991). 

The contribution from the air-side boundary is given by: 

(20-28) 

where Dwatera = 0.26 em's-' at 25°C. 

To calculate the water-side transfer velocity, viw, we must know the Schmidt Number 
of the selected compound i at 25°C. If the diffusivity needed to calculate Sc, is 
not known, it is estimated from Eq. 18-55 and the diffusivity of CO, at 25°C: 
DcoZw (25°C) = 1.92 x lO-’ cm s-’. Then: 

Sciw (25°C) 
V i W  (2S”C) = v iW (SC = 600) (20-29) 

where a,, = 0.67 for U,,, = 1 m s-‘ and asc = 0.5 for u , ~  = 20 m s-I. For the two wind 
speeds, the resulting overall transfer velocities, via/,,,, calculated from Eq. 20-3 are 
listed in Table 20.5% and shown in Fig. 20.7. Note that the deviations of the 
individual transfer velocities from the curves, calculated for average compound 
properties and a continuously varying Henry’s Law coefficient, are relatively small. 
The magnitude of the air-water transfer velocity is determined mainly by wind 
speed and Henry’s law coefficient of the individual compounds. 

Inverse transfer velocities can be interpreted as layer resistances. Thus, the 
resistance ratio: 

(20-30) 
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Figure 20.7 Overall air-water 
transfer velocity vidW as a function 
of Henry's Law coefficient for two 
very different wind conditions, ul0 
= 1 m sd (calm overland condition) 
and uIo = 20 m sd (rough ocean 
conditions). The solid lines are 
calculated for average compound 
properties: D,, = 0.1 cm2 s-l and 
Sciw = 600. The dashed line in- 
dicates the boundary between air- 
phase- and water-phase-controlled 
transfer velocities. See Table 20.5 
for definitions of parameters and 
substances. 
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measures the relative importance of the air side-resistance compared to the water- 
side resistance. According to Table 20.5b, only large (e.g., benzo(a)pyrene) or polar 
(e.g., phenol) chemicals are air-phase controlled is large). Hence we expect 
that compounds like gasoline hydrocarbons and nonpolar solvents can be modeled 
with liquid-phase velocities only. In contrast, fluxes of polar compounds like 
acetone or fairly nonvolatile and nonpolar compounds like PCBs or PAHs are likely 
to be governed by air-phase dynamics, or a combination of both resistances. 
Typically, the K, value below which air-phase control becomes dominant is 10-3, 
but at larger wind speeds it shifts to slightly larger values (- 5 x 10-3 at 20 m s-') 
owing to the faster increase of the water transfer velocity viw with increasing wind speed. 

Illustrative Example 20.3 Estimating the Overall Air-Water Transfer Velocity from 
Wind Speed for Different Water Temperatures 

Problem 

Calculate the total air-water transfer velocity, vldW, of 1,1,1 -trichloroethane 
(methyl chloroform, MCF) and tribromomethane (bromoform, BF) at the surface 
of the ocean for a wind speed of 15 m SS' measured 3 m above the water surface at 
seawater temperatures of 25OC and O"C, respectively. 
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The necessary information (molar mass, Henry’s law constants) is given in 
Illustrative Example 20. I .  

Answer 

The overall transfer velocity is 

1 1  +- 1 -=- 
Via/w viw .:a 

(20-3) 

where = Kialsw via and Kialsw is the air-seawater distribution coefficient. Note 
that changing water temperatures affect viw and via (through the Schmidt Number 
Sc, and Ki a / s w )  but leave via approximately unchanged. Problem 20.3 deals with the 
question of why it is water temperature, not air temperature, that determines the 
temperature at the very air-water interface and thus the temperature for which 
KialSw has to be evaluated. 

(a) Calculating Kialsw(T) 

From the information given in Illustrative Example 20.1 : 

MCF BF 

Kia/sw (0°C) 0.29 8.9 x 10-3 

Kialsw (25°C) 0.97 0.035 

(b) Calculating via 

Convert the wind speed measured at 3 m, u3, to the standard height ul0 using Eq. 20- 14: 

15 m s-l = 17 m s-l 
10.4 

u3 = 
= In 3+8.1 1.10+8.1 

10.4 

From Eq. 20.15 you get vWater a for water vapor: 

vWatera = (0.2 x 17 + 0.3) cm s-’ = 3.7 cm s-l 

To calculate via from vWQtera we use Eq. 20-27 and the simple molar mass relationship 
(Eq. 18-45) to estimate molecular diffusivity in air, Dia: 

-0.355 
Mi 

= 3.7 cm s-’ (18 g mol-1) 

Thus: 

via = 1.89 cm s-’ for MCB (Mi = 133.4 g mol-’) 

via = 1.53 cm s-’ for BF (Mi = 252.8 g mol-I) 
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(c) Calculating viw 

From Eq. 20-16 we get for Sc, = 600 (CO, at 20°C): 

viw (600) = [164 x 17 - 13.691 x 10-3 cm s-' = 14.2 x 10-3 cm s-' 

To transform this value to other compounds and other temperatures we use 
Eq. 20-24a and calculate the Schmidt Number Sciw for both compounds at both 
temperatures. We do this in three steps. 

(1) Calculate D, (25°C) and then Sc, (25°C) 

We estimate D, (25°C) from molar mass and the regression line shown in Fig. 
18.1Ob: 

2'7 10-4 (Cm2s-1) = 5.3 x 10-6 cm2s-1 BF: Di,(25"C) := 
(252.8)0.7 

The Schmidt Numbers Sc, are (use v, (25°C) = 0.893 x 10-' cm2s-'): 

0.893 x 10-, crn2s-l = 1060 
MCF: Sci,(25"C) = 

8.4 x 104 cm2s-l 

BF: Sciw(25"C) = 1680 

(2) Calculate Sciw(OoC) from the Stokes-Einstein relation (Eq. 18-52): 

Thus, if the temperature dependence of yi is neglected: 

For T, = 298 K (25"C), T2 = 273 K (0°C): 
2 

1.79 x 10-2 298 [ 0.893 x 10-2) 273 sciw(ooc) = SCiw(25"C) x 

MCF: Sciw(OoC) := 4630 BF: Sci,(OoC) = 7340 

(3) Remember that viw at Sc = 600 plays the same role as a reference like v,,,, a for 
the air-phase transfer velocity. Thus from Eq. 20-24a: 

viw(Sciw) = ~ ~ ~ ( 6 0 0 )  x = 14.2 x 10-3 cm s-' x 

To summarize: 
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Sciw(OoC) v,,(O"C) (cm s-') SciW(25"C) ~ ~ ~ ( 2 5 ° C )  (cm s-') 

MCF 4630 5.1 10-3 1060 10.7 10-3 

BF 7340 4.1 10-3 1680 8.5 10-3 

(d) Calculating the overall exchange velocity vidw from Eq. 20-3 

Note: Ridw measures the size of the air-side resistance relative to the water-side 
resistance (Eq. 20-30). 

Via v :a Viw VidW Rialw 

KidSW (cm s-l) (cm s-') (cm s-l) (cm s-l) 

MCF 25°C 0.97 1.89 1.83 10.7 x 10-3 10.6 x lOP3 5.8 x 10-3 

BF 25°C 0.035 1.53 0.054 8.5 x 10-3 7.3 x 10-3 0.16 
0°C 8.9 x 10-3 1.53 0.0136 4.1 x 10-3 3 . 2 ~  10-3 0.30 

0°C 0.29 1.89 0.55 5.1 x 10-3 5.1 x 10-3 9.3 x 10-3 

Note that the air-water exchange velocity decreases by about a factor of 2 when the 
temperature decreases from 25°C to 0°C. For MCF, vidw is completely water-side 
controlled, while for BF the relative resistance between air and water increases from 
16% to 30% when the temperature decreases from 25°C to 0°C. This change of Rid, 
is due to the fact that K, a,sw and thus viadrops more strongly with T than viw. 

Air-Water Exchange in Flowing Waters 

Now we turn our attention to flowing waters. Here the physics of the boundary is 
influenced by two kinds of motion, the motions induced by the wind and the water 
currents, respectively. The latter will be extensively discussed in Chapter 24. At this 
point it is sufficient to introduce the most important concept in fluid dynamics to 
quantify the intensity of turbulent motion and to assess the relative importance of 
several simultaneous processes of turbulent kinetic energy production. 

Recall our short discussion in Section 18.5 where we learned that turbulence is kind 
of an analytical trick introduced into the theory of fluid flow to separate the large- 
scale motion called advection from the small-scale fluctuations called turbulence. 
Since the turbulent velocities are deviations from the mean, their average size is 
zero, but not their kinetic energy. The kinetic - energy is proportional to the mean 
value of the squared turbulent velocities, u L b ,  that is, of the variance of the 
turbulent velocity (see Box 18.2). The square root of this quantity (the standard 
deviation of the turbulent velocities) has the dimension of a velocity. Thus, we can 
express the turbulent kinetic energy content of a fluid by a quantity with the 
dimension of a velocity. In the boundary layer theory, which is used to describe 
wind-induced turbulence, this quantity is called friction velocity and denoted by U*. 
In contrast, in river hydraulics turbulence is mainly caused by the friction at the 
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bottom of a river. The corresponding U* is called shear veZocity (see Chapter 24, Eq. 
24-5). In both cases U* is proportional to the standard deviation of the resulting 
turbulent velocities. 

It has been a central goal of a great number of experiments both in the laboratory and 
in the field to find relations between the water-phase transfer velocity viw and the 
shear velocity U*. Moog and Jirka (1999a,b) have summarized these results and 
combined them with their own experiments (see Box 20.3). 

First we note that there exists a continuum of situations from nearly stagnant water 
bodies (e.g., a slowly flowing river) to cases of great turbulence (e.g., an extremely 
rough mountain stream). We cannot expect that simple mathematical expressions 
could be developed which relate the air-water exchange velocity, vidw, to just a few 
stream parameters, such as mean flow velocity, U, or river depth, h, and which are 
valid for all kinds of rivers and streams from the Mississippi to an Alpine creek. 
However, if we restrict ourselves to flowing water bodies with a well-defined water 
surface (though this surface may be deformed by waves and turbulent eddies), the 
water-phase exchange velocity indeed can be written as a functionfof just a few 
parameters : 

(20-3 1) 

where Sciw = v, / Di, is the water-phase Schmidt Number (Eq. 20-23) 

uIO 

U 

h is mean river depth 

So 

is wind speed 10 m above the water surface 

is mean flow velocity in the river 
- 

is slope of the river bed (i.e., the ratio of horizontal distance and 
change o f  altitude, see Table 24.1) 

The above expression is very general and includes both the case of stagnant waters 
(U = 0, e.g., Eq. 20-24) as well as situations in which the water flow-induced 
turbulence dominates the exchange velocity relative to the influence of the wind. 
Obviously, as wind speed changes, for a given river the situation may switch 
between current-dominated and wind-dominated regimes. Another factor which 
influences the shape of the empirical functionfof Eq. 20-3 1 is the typical size of the 
turbulent structures (the eddies) relative to the water depth. This leads to two 
different models, the small-eddy and the large-eddy model, respectively (Fig. 20.8 
and Box 20.3). 

Before we discuss these models, we note that, in contrast to viw, the air-phase 
exchange velocity, v,,, is not strongly affected by the flow. Thus, the following 
considerations are not relevant for compounds with very small Henry’s law 
coefficients. This is no longer true when the air-water interface is broken up by 
bubbles and droplets. Some models attempt to incorporate the effect of air bubbles 
into the exchange velocity viw (see Eq. 20-38 below), yet air bubbles also lead to a 
modification of Eq. 20-3 describing the overall exchange velocity, v,~,,,. In the 
context of river flow, this situation will be treated in Section 24.4. 
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Box 20.3 

In rivers the water-side air-water exchange velocity viw is influenced by both turbulence produced by the wind and 
turbulence produced by the flow due to friction at the river bed. In this box we summarize the important concepts 
for flow-induced friction (see Moog and Jirka (1999a, b) for details). 

The predominant model is based on the surface renewal concept by Higbie (1935). Thus, according to Eqs. 20-20 
and 20-24a, vi, is proportional to ( S C ~ ~ ) - ~ ' ~ .  Furthermore, viw is scaled by the friction velocity U * :  

Eddy Models for Air-Water Exchange in Rivers 

viw = constant [u*(sciw )-'I2 K ]  

where the nondimensional shear Reynolds Number R, is defined as: 

u*h R , = -  
V W  

h is mean depth of the river and v, is kinematic viscosity of water. The size of the exponent n of Eq. 
by the mechanism which produces the turbulent eddies that are responsible for the surface renewal. 
distinguished, the small-eddy situation and the large-eddy situation. 

Small-Eddy Model by Lamont and Scott (1970) (Fig. 20.8.a) 

The small-eddy model applies, if the nondimensional roughness parameter d* fulfills: 

< 136, * dsu* 

V W  

d =- 

1 is controlled 
Two cases are 

(20-36) 

where d, is the so-called equivalent sand-grain diameter, that is, the diameter of particles (from boulders to clay) 
which would form a sediment surface with the same roughness as in the particular river bed. Typical diameters are: 

Name of Particle Typical Diameter d, [m] 

Clay 4 x 10-6 

Sand 1 104 to 2 x  10-3 

Pebble 2 10-3 to 0.1 

Silt 4 x 10-6 to 1 x 104 

Cobble 0.1 to 0.3 

Boulder > 0.3 

From their experiments, Moog and Jirka (1999a) deduced the following air-water transfer velocity for the small- 
eddy regime: 

viW = 0.161 ( S C ~ ~ ) - ' / ~  = 0.161 (SciW)-'/' U = 0.161 ( S C ~ ~ ) - ' / ~  u*&-"~ (3) 

Thus, this equation has indeed the form of Eq. 1 with the exponent n = 1/4. Note that the shear velocity for river 
flow can be calculated either from the slope and geometry of the river bed (Eq. 20-33a) or from the mean flow 
velocity U (Eq. 20-33b). 
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Large-Eddy Model by O’Connor and Dobbins (1958) (Fig. 20.8b) 

If the roughness parameter d* increases beyond 136, the turbulent eddies become larger and begin to feel the 
limited vertical extension of the water column. As a result, the exponent n in Eq. 1 steadily increases until it reaches 
a new constant value at 1/2. At this point the eddies have reached the full depth of the river and are thus able to 
transport water fast between surface and bottom. This is the situation described by the large-eddy model of 
O’Connor and Dobbins (1 958). We formulate it in the general form of Eq. 1 : 

112 

viw = constant x U*(SC~,)-~’* = constant x U*[?. 
u*h 

1/2 

= constant x (F) 
Since according to Eq. 20-33b7 U* is proportional to the mean river velocity U ,  Eq. 4 can also be written as: 

112 

viw = constant x ( y) 

(4) 

(5) 

The constant in Eq. (5) turns out to be of order 1. This yields the large-eddy model by O’Connor and Dobbins 
(1958): 

Small Roughness and Small-Eddy Model 

Qualitatively, a river with small roughness can be visualized as a water body in 
which the turbulent eddies produced by the water currents flowing over the uneven 
bottom of the river bed made up by particles of different size (e.g., pebble, sand, silt 
etc.) are much smaller than the depth of the river (Fig. 20 .8~) .  When these eddies 
travel upward from the bottom, they transport turbulent energy to the water surface 
and thus influence the air-water exchange. According to Moog and Jirka (1 999a), 
the resulting air-water transfer velocity can be best described by the model of 
Lamont and Scott (1970). The conditions for the validity of the small-eddy model 
and further details are given in Box 20.3. The model leads to the following air-water 
transfer velocity: 

(20-32) 

where the friction velocity U* can either be estimated from the river slope So (see 
Eq. 24-5): 

U* = (gS$,)”2 

or from the mean flow velocity U (Eq. 24-6): 
- 

* U  

a 
=- 

, [ L W  (20-33a) 

7 [LT-‘I (20-3 3 b) 
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Figure 20.8 Depending on the 
roughness of the river bed, the 
production of turbulence leads 
either to (a) eddies which are much 
smaller than the river depth h, or to 
(b)  large eddies which are able to 
transport dissolved chemicals fast 
from and to the water surface. Both 
situations can be described by two 
different models for air-water 
exchange; (a) the small-eddy mo- 
del by Lamont and Scott (1970), 
and (b)  the large-eddy model by 
O’Connor and Dobbins (1  958). 
See Box 20.3 for details. 

c- water surface - - - 

-stream lines 

--water surface - 

Here R, is the hydraulic radius of the river bed (see Table 24.1) which for wide rivers 
(that is, for rivers that are much wider than they are deep) is about equal to mean 
depth h. a is a nondimensional factor which typically lies between 10 (rough river 
bed) and 20 (smooth river bed). Note that Eq. 20-32 is dimensionally correct. Hence 
the factor 0.161 is independent of a specific choice of units for the involved 
parameters. 

Interpretation of Eq. 20-32 yields the following points: 

(1) vi, increases with turbulence intensity (quantified by U * ) .  The influence of a 
given turbulence intensity on viw increases with decreasing water depth h. 

(2) Through the factor (SC,)-”~ the exchange velocity vi, is proportional to (DiW)’/*. 
This indicates that air-water exchange results from a process of surface renewal (see 
Eq. 20-20). 

The second point allows us to compare the influence on air-water exchange of the 
flow and the wind, respectively. If we insert Eq. 20-33b into Eq. 20.32, and choose 
a = 20 and v, at 20°C (1 x 10-6 m’s-’), we can calculate the theoretical exposure time, 
texp, produced by the flowing water and compare it with the exposure time produced 
by wind-induced turbulence. According to Eq. 20-21b the latter is of order 10 s to 0.1 s 
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for weak and strong winds, respectively. It turns out that current-induced turbulence 
surpasses the influence of the wind on the air-water exchange velocity, viw, if the 
mean flow velocity in the river is larger than a critical velocity, Ucrit, defined by: 

0.2 h''3 weak winds (up to 4 m s-l) 

3 h1'3 strong winds (order 10 m s-') 
(20-34) ccrit(ms-') - 

where h is mean river depth in meters. 

Rough River Flow and Large-Eddy Model 

As the roughness of the river bed increases, the eddies induced by the irregularities 
become larger until the macro-roughness elements (see Box 20.3) extend over the 
whole water body (Fig. 20.8b). These macro-eddies allow water to be transported 
from the bottom to the water surface within short times, thus enhancing the 
exchange between air and water. According to Moog and Jirka (1999b), then the size 
of the exponent n = 1/4 in Eq. 1 of Box 20.3 gradually increases to 1/2. Eventually, 
the air-water exchange velocity viw is transformed into the large-eddy model of 
O'Connor and Dobbins (1958) : 

D. - 112 D. - 112 

v i w  = constant .( +) = ( F) (20-35) 

where the constant in the above expression turns out to be about 1 (Box 20.3, Eqs. 4 
to 6). Note that this expression can also be written in the form: 

(20-35a) 

where triver is the transport time over distance h at velocity U .  In the light of the 
surface renewal model (Eq. 20-20), triver adopts the role of the replacement time 
(except for the factor n). Thus, according to the large eddy model air-water 
exchange is controlled by eddies extending over the whole water depth which circle 
at a speed scaled by the mean current velocity, U. 

The transition between the two regimes is controlled by the nondimensional 
roughness parameter d*: 

< 136 small eddy 

>>136 largeeddy 
(20-36) 

where d, [L] is the equivalent sand-grain diameter, a measure for the size of the 
particles (grains, pebbles, stones, etc.) covering the river bed. Typical particle 
diameters are given in Box 20.3. 

Enhanced Air-Water Exchange Through Bubbles 

If the roughness of the river bed increases even further, the water surface loses its 
intact form. Air bubbles are entrained into the water, water droplets are ejected into 
the air, and foam and spray are formed. The parameter which determines the onset of 
this kind of enhanced air-water exchange is the nondimensional element Froude 
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Number FE (see Moog and Jirka, 1999b): 

(20-37) 

where hE is the typical height of “roughness elements”, a length scale which gradu- 
ally turns into the equivalent grain-size diameter d, if hE becomes smaller. Note that 
Eq. 20-37 makes sense only if hE < h, that is, if all “roughness elements” are sub- 
merged. In fact, for an alpine stream in which the typical size of the boulders form- 
ing the stream bed is larger than the water depth, the above relation is not valid. 

In laboratory experiments Moog and Jirka (1 996b) found that enhanced air-water 
exchange sets in for FE > 1.4 and is then described by: 

viw = Sc~’*u*(0.0071+ 0.023 FE), FE > 1.4 (20-38) 

In Illustrative Example 20.4, air-water exchange velocities are calculated for 
benzene in a river for different roughness conditions. A more radical influence of air 
bubbles on air-water exchange will be discussed in Chapter 24.4. 

Illustrative Example 20.4 Air-Water Exchange of Benzene in Rivers 

You analyze air-water exchange of benzene along a river which consists of three 
stretches of different bed roughness. The characteristics of the river sections are 
given in the following table. 

River characteristics 

Stretch ii a h d, or hE 
(m s-I) (Eq. 20-33b) (m) (m) 

A 1 20 1 10-3 

B 1 10 1 0.1 

C 1 5 1 0.8 

Problem 

Calculate the air-water exchange velocity of benzene at 25°C due to the flow- 
induced turbulence for the stretches A, B, C. Compare the result with the wind- 
induced exchange velocity v,, produced by a wind speed uIo = 3 m s ~ ~ .  

i = benzene 

M, = 78.1 g mol 
K,,, (25”) = 0.23 
D,, = 1.06 x 10 cm’s I 

Answer 

According to Table 20.5a the Schmidt Number of benzene at 25°C is Sc,, = 840 
(note v, (25OC) = 0.893 x 1W2 cm2 s-I). 
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In order to decide which model is relevant for the different river sections, we first 
calculate the roughness parameters d* (Eq. 20-36) and the element Froude Numbers 
FE (Eq. 20-37). 

Stretch A :  U*= iila = 1 m s-' 120 = 0.05 m s-' 

10" m x 0.05 m s-' 
0.893 x 10" m2s-l 

d* = = 56 (note the appropriate units of v,) 

1 m x I m s-l 
[9.81 m s-' .(1 m)3]'/2 

FE = - 0.3 

Thus, the appropriate description for stretch A is the small-eddy model 

Stretch B: U'= 1 m s-I / 10 = 0.1 m s-' 

0.1 m x 0.1 m s-' 
0.893 x 10-6 m2s-' 

I m x 1 m s-' 
[9.81 msS2 x (0.9m)3]'/2 

d* = - 104 

FE = - 0.4 

This river stretch would be treated with the large-eddy model without bubble en- 
hancement. 

Stretch C U*= 1 m s-' 1 5  = 0.2 m s-I 

0.8 m x 0.2 m s-' 
0.893 x 10-'6 m2s-' 

d* = -- - 1.8 x 105 

1 m x 1 m s-l 
[9.81 m s - ~  x (0.2 m)3]1'2 

FE = =3.5 > 1.4 

Now we have bubble enhancement. 

Next we calculate the current-induced exchange velocities and compare it with the 
wind-induced value. The latter is (see Table 20.4, and Eq. 20-24a): 

-2/3 

v,,(wind) =( g) 0.65 x = 0.52 x 10-3cm 

Stretch A :  From Eq. 20-32: 

)1" = 1 . 8 ~ 1 0 - ~ m s - '  
0.893 x 10-6m2s-' x (0.05 rn s - ' ) ~  i l m  

v,, = 0.161 x (840)-"2 

Stretch B: From Eq. 20-35: 

= 3.3 x 10-5m s-' = 3.3 x 10-3cm s-' )" 1.06x10-9m2s-' x l m  s-l i l m  viw - 
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Stretch C: From Eq. 20-382 

viw = (840)-'/* x 0.2m s-l x (0.0071 + 0.023 x 3.5) 

= 6.0 x 104m s-l = 6.0 x 1OV2cm s-l 

To summarize, the air-water exchange velocity increases t: 1 about a factor 2 from 
stretch A to B, that is, when the small eddies are replaced by large ones. A more 
spectacular increase (factor 20) takes place at the transition to enhanced exchange 
due to bubble formation (stretch C). In all cases the flow-induced air-water 
exchange is more important than the influence from the wind. This is in accordance 
with Eq. 20-34. Note that for u Io  = 10 m s-I, the wind-induced turbulence would 
dominate in stretches A and B, but not in C. 

Influence of Surface Films and Chemical Reactions 
on Air-Water Exchange 

Surface Films 

Surface active substances (sur-uctunts) are chemicals which accumulate at the water 
surface and reduce the air-water interfacial tension. The influence of such films on 
air-water exchange is twofold: ( I )  they create an additional transport barrier, and (2) 
they change the hydrodynamics at the water surface such that the transport of solutes 
by eddies approaching the water surface is reduced (hydrodynamic damping). 

The first effect can be described by an additional term in Eq. 20-3 (see also Problem 
19.3): 

(20-39) 
1 +- 1 1 1 -=-+ 

Via/w Viw ViaKialw VifKif/w 

where vif is the transfer velocity in the surfactant layer which in the film model can 
be described as (see Eq. 20-17): 

4 v .  =- 
If  6, 

(20-40) 

Dif is molecular diffusivity of compound i in the film, 6, is surface film thickness, 
and K,, is the nondimensional equilibrium distribution coefficient of substance i in 
the film relative to the water. 

Since 6, is often extremely thin (sometimes a monomolecular layer), usually the 
third term on the right-hand side of Eq. 20-39 does not significantly influence vldw. 
However, if the water surface is polluted by a thick layer of oil, air-water exchange 
may be strongly suppressed. Fig. 20.9 shows laboratory experiments by Downing 
and Truesdale (1955) for oil films of different thickness. The authors measured the 
overall transfer velocity of molecular oxygen. The measurements demonstrate that 
vidw is significantly reduced when 6, reaches a value of about 100 pm (104 m). 
According to Eq. 20-18a, this is of the same order as the typical thickness of the 
water-side stagnant film, 6,. Since the air-water exchange of 0, is water-film 
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Figure 20.9 Decreasing air-water 
exchange rate of O2 for a water 
surface covered with an in- 
creasingly thick film of oil. Expe- 
rimental data by Downing and 
Truesdale (1955) (dots) are com- 
pared with curves calculated from 
Eqs. 20-39 and 20-40. KO? oil,w is 
the oil-water distribution coeffi- 
cient of 02; DO2,,,, is molecular 
diffusivity of O2 in oil. Note that 
the term containing the air-side 
exchange velocity, via, is neglec- 
ted. 

a, > 
0 I 

\ 

/ I  

0 0.1 1 10 100 1000 

oil film thickness 6 f  (pm) 

controlled, the second term on the right-hand side of Eq. 20-39 can be neglected. 
The curves in Fig. 20.9 show the calculated overall exchange velocity for a water 
surface covered with an oil film of thickness 8jf. The distribution coefficient of O2 in 
oil, Kozoivw, is about 2; diffusivity of 0, in the oil is 2 x 1O-’ cm2s-’. As it turns out, 
the simple model (Eqs. 20-39 and 20-40) corresponds well to the experimental data. 

Regarding hydrodynamic damping, the second effect of surfactant films on air- 
water exchange, it has long been realized that the addition of minute amounts of oils 
to the sea surface calms the waves and yields a “glassy” slick (Plinius and Benjamin 
Franklin have been quoted in this regard!). Such action appears to require a 
continuous monolayer of substances like oleyl alcohol or oleic acid, corresponding 
to films of approximately nanometer thickness and coverages of about 100 ng cm-2 
of organic chemical (Garrett, 1967; Jarvis et al., 1967). By extracting organic matter 
from seawater, Jarvis et al. (1 967) have shown that natural organic materials can also 
coat a water-air interface and damp capillary waves. If such surface-calming 
reflects diminished mixing in the water just below the surface, we would anticipate 
that water-air exchange will become more and more limited by the ability of 
chemicals to diffuse rather than be carried by microscopic eddies; thus exchange 
velocities should decrease. This is exactly the result seen by Broecker et al. (1 978) 
for exchange of CO, as a fimction of wind speed (Fig. 20.10). At very low winds 
(5 2 m s?), the importance of a monolayer of oleyl alcohol is negligible, since such 
conditions are insufficient to ruffle a water in any case. However, above the wind 
velocity at which capillary waves begin to form (2 - 3 m s-’), the oleyl alcohol was 
seen both to “prohibit” surface roughening (up to speeds of 12 m s-I) and 
concomitantly to reduce CO, gas exchange relative to the “clean surface” case by as 
much as a factor of 4 at winds of 10 m s-I. 
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Figure 20.10 Effect of wind speed 
on the air-water exchange velocity 
of CO, with and without contami- 
nation of the water with a mono- 
layer of oleyl alcohol measured in 
a wind-wave tank. Lines indicate 
linear approximation of experi- 
mental data. From Broecker et al. 
(1978). L I 

2 4 6 8 10 12 14 16 

wind speed U (m s-') 

As reported by Romano (1996), surfactant films may be more common than previ- 
ously assumed. In the Indian Ocean he found such films in 30% of coastal and 11% 
of open sea water. At wind speeds ul0 > 6 m s-l these films seem to be destroyed by 
turbulence, but they are able to form again on a time scale of a few hours. Frost and 
Upstill-Goddard (1999) give an overview of available information on the composi- 
tion of surfactant films. 

Influence of Chemical Reactions on Air-Water Exchange Rates 

In certain situations, a chemical of interest may be involved in a rapid reversible 
transformation in the water phase. Such a reaction would affect the concentration in 
the boundary zone and thus would alter the transfer rate. The reaction time t, 
(defined by the inverse of the first-order reaction rate constant, t, =k; ' )  determines 
whether air-water exchange is influenced by the reaction. Three cases can be 
distinguished. 

(1) The reaction is slow relative to the time t, needed to transport the chemical across 
the water-phase boundary (t,  D t,). In this case we can reasonably assume that such a 
transformation has no significant impact on the molecules during the time they spend 
diffusing in the boundary zone. Thus, the equations derived above remain valid. 

(2) The reaction is fast compared to the transport time (t, (( t,). In this case we 
should include the newly formed species in our thinking, but we can do it in a 
simplified way by assuming immediate equilibrium between the species throughout 
the boundary zone. 

(3) Reaction and transport times are of the same order of magnitude (t, - t,). This 
situation requires a more detailed analysis of both the fluxes and the concentration 
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Table 20.6 Typical Transport Times for Organic Molecules Traversing the Water-Phase Boundary Zone 

Typical exchange velocity viw = 5 x 104 cm s-’ to 5 x 10” cm s-’ 

Typical molecular diffusivity Di, = 1 x 10” cm s-’ 

(Table 2 0 3 )  

(Table 2 0 . 5 ~ )  Film Model 

Typical transport time t, = - - - -+ = 0.2 s to 20 s 
2Di, 2vi, 

(from Eqs. 18-8 and 20-18) 

Surface Renewal Model 

Typical exposure time trep = t, = 0.2 to 20 s % = 0. I s to 10 s (Eq. 20-21b) 
‘Viw 

Note: With respect to transport time, the film and the surface renewal model are consistent except for the slightly 
different numerical factor in the denominator. 

Boundary Layer Model 

Similar as for film model * 

The boundary layer model is a modified version of the film model in which diffusivity varies more smoothly than in the film or 
bottleneck model. Thus, similar typical transport times occur. The main difference between the film model and the boundary model is 
the way the transfer velocities for different compounds are related (diffusivity vs. Schmidt number, size of exponent). 

profiles within the boundary zone. We will see that this case may extend to situations 
with t, (< t, (Eq. 20-55). 

Before we discuss the second and third situation in greater depth, we should have 
approximate values for the typical transport times t, with which the reaction time t, 
has to be compared. Table 20.6 summarizes the situation for the water-phase 
boundary zone for the three models which we have used to assess the transfer 
processes. Note that for two reasons we do not consider reactions in the air-phase 
boundary zones. First, transport times in this zone are about one order of magnitude 
smaller than transport times in the water-phase. Second and more importantly, there 
are generally no transformations in the air which are fast enough to compete with the 
speed ofthe transfer (see Section 16.3, Fig. 16.7). 

Fast Reaction (Case 2) 

From Table 20.6 we conclude that independent of which model we use, typical 
transfer times are between a few tenths of a second and a minute. Proton exchange 
reactions of the form (see Section 8.2): 

HA e A-+H’ (8-6) 

have reaction times in water that are much smaller than these transport times. Such 
acid-base reactions can be characterized by equilibrium constants of the form: 

(20-4 1) 
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Figure 20.11 Air-water exchange 
of an organic compound HA 
undergoing a proton exchange 
reaction. The conjugate base A- 
cannot leave the water, but it 
contributes to the dif is ive 
transport across the water-phase 
boundary layer. 1 = fast acid/base 
equilibrium (Eq. 8-6), 2 =diffusive 
transport of HA and A- across 
water-phase boundary layer, 3 = 
Henry's law equilibrium of HA 
between water and air, 4 = 

diffusive transport of HA across 
air-phase boundary layer. 

' 
[HA], 

mixed air 

6" I I 

air-phase 

where [HA], [H'], [A-] are the corresponding concentrations and the activity coeffi- 
cients yi are assumed to be 1. 

Since the conjugate base A- is charged, it has virtually no ability to leave the polar 
solvent and enter the air. Thus, only neutral molecules diffuse into the air and exhibit 
a distribution equilibrium with the molecules in the water just at the interface: 

(20-42) 

The proton exchange reaction can be assumed to be at equilibrium everywhere in the 
water. Thus the ratio of the total and neutral compound concentration is given by: 

(20-43) 

Note that the inverse of KHAtomA is identical with a, which was introduced in Eq. 
8-21. Here we choose the K-notation to indicate that the ratio is like a partition 
coefficient which appears in the flux (Eq. 20-1) if different phases or different 
chemical species are involved (see section 19.2 and Eq. 19-20). In order to show how 
the combination of both partitioning relationships, one between air and water 
(Eq. 20-42), the other between neutral and total concentration (Eq. 20-43), affect the 
air-water exchange of [HA], we choose the simplest air-water transfer model, the 
film or bottleneck model. Figure 20.11 helps to understand the following derivation. 

First, we note that in the air only the neutral species participates in the flux: 

(20-44) 

while in the water the flux consists of the sum of the fluxes of the protonated and 
deprotonated species: 
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Typically it is reasonable to assume that the diffusivities of HA and A- are the same 
since these species differ little in size. Recalling the acid-base equilibrium 
relationship and using the usual definition of the transfer velocity, vHAW = DHAw/hw, 
yields: 

(20-46) 

Here we have assumed that the solution pH and temperature are the same throughout 
the boundary region. Effectively, we have obtained the same flux expression as Eq. 
19-17, except for the fact that the water-side exchange velocity is modified by the 
factor containing the acid-base equilibrium constant and pH. Thus, to combine Eqs. 
20-44 and 20-46 into a single flux expression we can use the rules given in Eq. 19- 
21. However, in the situation discussed here the reference concentration is [HA], 
and this is neither the diffusing species in the air-phase (which is [HA],) nor the one 
in the water which is [A,,] = [HA] + [A-]). Following the substitution law given in 
Eq. 19-21, we simple have to multiply the single-phase transfer velocities, via and 
viw, by the corresponding partitioning coefficient, i.e. : 

'fa 'ia KHAa/w iw+ 'iwKHAtot/HA (20-47) 

Combining these substitutions yields the following flux equation for a fast reacting 
species: 

(20-48) 

with: 
1 + (20-49) 

1 - - 1 

'HAtot a / w  'HAa K H A a / ~  'HAwKHAtot/HA 

Two important lessons can be gained from these results (see also Fig. 20.11): First, 
the conductance through the water film of the reactive species is enhanced by the 
factor KHAtotlHA, since the diffusive transport is accomplished not only by the 
neutral but also by the charged species. The multiplication factor may be very big if 
much of the compound is ionized (Ka/[H+] large). Second, it is the concentration 
difference of the neutral species only, [HA], which drives air-water exchange. 

It can be shown that if the flux is derived from the surface renewal model (Chapter 
19.4), the result is identical with Eq. 20-49. Again, the corresponding transfer 
velocity viw (this time given by Eq. 19-59 or 20-20) is enhanced by the factor KHAtomA. 

In spite of the above result, which supports our intuition (fast deprotonation helps to 
"draw" the molecule into the water), there is hardly an example where the modified 
transfer Eq. 20-49 is of practical importance. Why? Not because the enhancement of 
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viw is small (in fact, it can easily exceed a factor loo), but because polar substances 
usually have extremely small Henry’s Law coefficients. That is, their air-water 
transfer is air-phase controlled. Therefore, the enhancement of v,-large as it may 
be-does not really affect vi aiw. 

Reaction and Diffusion of Similar Magnitude (Case 3) 

This conclusion does not hold in the following example in which t, and t, are of 
similar size (case 3 in the above list). In Chapter 12 we discussed the hydration/ 
dehydration of formaldehyde as a pseudo-first-order two-way reaction (Eqs. 12-1 5 
to 12-24). The reaction time of hydration is of the order of 10 s and thus similar to the 
air-water transfer time. 

Let us again exemplify the theory using the film model. For simplicity, we consider 
one (water-phase) film (see Fig. 20-12). We adopt the notation introduced in Eq. 
12-16, where [A] stands for the aldehyde and [D] for the diol concentration (the 
hydrated aldehyde), and assume that only the aldehyde diffuses into the atmosphere, 
and that in the aqueous mixed layer the two species are in equilibrium: 

( 1 2- 1 7 )  

As a first step we have to formulate the diffusion/reaction equation ofA and D in the 
water-film. For this purpose we combine Fick’s second law (Eq. 18-14) with the 
forwardhackward reaction of the aldehyde (Eq. 12-16): 

-- 31-41 - DAw 7- a2[A1 k, [A] + k2 [D] 
at (20-50) 

where DAw, DD, are molecular diffusion coefficients in water and k, ,  k2 are forward 
and backward first-order reaction rate constants. 

If the boundary conditions (i.e., the aldehyde concentration in the atmosphere, [A],, 
and in the interior of the water body, [A],) are given and held constant, steady-state 
conditions are quickly established in the film: d[A]/at = a[D]/& = 0. S’ ince we 
assume that the diol cannot escape into the atmosphere, the slope of the [D]-profile 
must be zero at the water surface. Note that any spatial gradient at z= 0 would mean 
transport by molecular diffusion from or to the boundary. 

Though in principle the steady-state solution of Eq. 20-50 together with the 
mentioned boundary conditions can be derived by well-known techniques (see 
Chapter 22), we will spare the reader the derivation. Instead, we prefer to discuss the 
qualitative aspects of the concentration of species A and D across the stagnant film. 
In order to make it easier to read Fig. 20.12, we draw the concentrations of A and D 
as if the equilibrium constant K, of Eq. 12-17 and the Henry’s law constant of 
compound A were 1. Thus, [A] and [D] at equilibrium are equal, and [A] does not 
show a concentration jump at the air-water interface. Note that the following 
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Figure 20.12 Air-water exchange 
of an aldehyde A converting to a 
diol D by a hydratioddehydration 
reaction. Since the diol D cannot 
leave the water, the slope of its 
concentration at the air/water 
interface is zero. For simplicity, the 
scales of A and D are chosen such 
that the equilibrium constant of 
hydration, K,, and the Henry's law 
constant of the aldehyde, KAdw, are 1. 
The dashed straight line marked 
[AInonreactlve helps to picture the 
modification due to the reactivity 
of A. 

Z = O -  I 
I. 

6, 

[AI species D 
, KA~,,, cannotescape 

[A],eq = - 
to atmosphere AIR 

.c 

well mixed 

equations are formulated for the general case in which K, and KAalw are different 
from 1. 

As discussed in Section 19.2 (see Fig. 19.4), the concentration profile of a nonreac- 
tive species across a boundary layer with constant diffusivity is a straight line which 
connects the corresponding boundary concentrations, [A]: and [A],. This is the 
dashed line in Fig. 20.12 marked as [AInonreactive. However, if A is produced from 
another species D, the A-profile is no longer a straight line. Intuitively we can under- 
stand this with the following consideration. Since species D cannot cross the air- 
water interface, it is continuously transformed into species A while approaching the 
interface. At the interface the D-flux becomes zero (thus the zero gradient of [D], at 
the interface). Since at steady-state everywhere in the boundary layer the total flux 
(A and D species) must be constant, the A species must take care of an increasing 
fraction of the flux the closer it gets to the interface. Since the diffusion coefficient 
across the boundary layer is constant, the only way to increase the flux of species A 
is by increasing its spatial gradient, that is, by making the concentration curve de- 
form upward relative to the straight line of the nonreactive species. As a conse- 
quence of Fick's first law the flux of species at the very interface must therefore be 
larger than the flux of a hypothetical nonreactive species Anonreactive. Commonly, this 
is expressed in terms of the flux enhancement coefficient, y, defined as the ratio 
between the flux of a reactive and nonreactive species, respectively. 

For the situation described by Eq. 20-47, the flux enhancement is given by the ex- 
pression: 

K ,  + 1  
(20-5 1) - - Flux reactive species ' = Flux nonreactive species 1 + ( K ,  I q )  . tanh q 

where K, is defined in Eq. 12-17 and the nondimensional parameter q (reaction/ 
diffusion parameter) is given by: 

(20-52) 
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Figure 20.13 Air-water flux 
enhancement for reactive spe- 
cies as a function of the reaction/ 
diffusion parameter q = (2 t ,  / t,)'" 
for different equilibrium constants 
K,. See Eqs. 12-17, 20-51, 20-52, 
and 20-54. 

105 

c 104- 
C 

m r 

= 

10-1 1 10 102 103 104 105 106 

relative reaction-diffusion parameter q 

Note that, up to a factor of 2, q2 is the ratio between diffusion time across the film 
(Table 20.6) and time of reaction, t,. The latter is given by (see Eq. 12-21): 

1 
t, = - 

k, +k2 
(20-53) 

For the derivation of Eq. 20-52, we have made use of the fact that in the absence of 
other reactive species, difhsion of both aldehyde and diol is coupled, thus DAw = DDw. 

In Fig. 20.13 flux enhancement w is shown as a function of the reaction/diffusion 
parameter q for different equilibrium constants K,. Remember that q2 is basically the 
ratio of reaction time k, and diffusion time k, (Eq. 20-52). Thus, q (( 1 corresponds to 
case (1) mentioned at the beginning of this section; flux enhancement should not 
occur (w = 1). The other extreme (w B 1, that is t, (( t,) was discussed with the 
example of proton exchange reactions (Eq. 8-6). We found from Eq. 20-49 that for 
this case the water-side exchange velocity viw is enhanced by the factor 
(1 + Ka /[H+]). By comparing Eqs. 8-6 and 12-17 we see that for the case of proton 
exchange K,I[H+] plays the role of the equilibrium constant K, between the two 
species. Thus, flux enhancement is: 

w = l + K ,  /[H']=l+K, if q+= (20-54) 

The w(q) curves in Fig. 20.13 indeed reach constant values for q -+ OQ which are 
(approximately) equal to K,. This result also follows directly from evaluating 
Eq. 20-51 for q -+ oq Since tanh(q + -) = 1, the second term in the denominator 
approaches zero for q + =. Finally, Fig. 20.13 nicely demonstrates how w(q) 
increases from 1 at q = 0 to its maximum value (1 + K,) for q -+ 09 Note that for large 
K, values, this transition extends from q - 1 to fairly large q values. Thus, for these 
cases flux enhancement remains q-dependent in situations where t, is much smaller 
than t,. Thus, our first attempt to characterize the intermediate case with t, - t ,  
should rather be replaced by: 

1 < (t, / t,) < K, (20-55) 

In conclusion, Eqs. 20-51 and 20-52 include the quantitative description of all three 
cases. A numerical example for the flux enhancement of formaldehyde is given in 
Illustrative Example 20.5. 
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Illustrative Example 20.5 Air-Water Exchange Enhancement for Formaldehyde and Acetaldehyde 

H 1, 
fomaldehyde 

J-H 

acetaldehyde 

Consider two aldehydes at neutral pH, formaldehyde and acetaldehyde. The hydra- 
tioddehydration (pseudo-) first-order rate constants and the nondimensional Hen- 
ry's law constants are summarized below. Since in the following discussion you are 
interested in orders of magnitude only, you assume that aqueous molecular difisiv- 
ities of all involved species are the same as the value for CO,, (QW = 2 x 
10-5 cm2s-') and that the corresponding values in air are the same as the value for 
water vapor (Dwafer a = 0.26 em's-I). This allows us (as a rough estimate) to calculate 
viw and via directly from Eqs. 20- 15 and 20-1 6, respectively. 

KiaIw Hydration k,  Dehydration k2 t, (Eq. 20-53) K = - 4 
k?, 

Formaldehyde 10 ssl 5 10-3 s-I 0.1 s 2000 0.016 

Acetaldehyde 10 s-I 10 s-I 0.05 s I 8.4x 10-3 

Problem 

For both aldehydes you are interested in the flux enhancement of the water-phase 
exchange velocity v,, as well as of the overall exchange velocity v,~,. Evaluate 
these numbers for two wind velocities, ul0 = 1 m ssl and 10 m s-'. 

Answer 

The single-phase exchange velocities are calculated from Eqs. 20-1 5 and 20- 16 
(Table 20.4), the diffusion time is t, = (1 / 2)Q , / vi", (see Eq. 20-52). 

Via 0.5 cm s-' 2.3 cm s-' 

viw 

t W  24 s 0.36 s 

0.65 x 10-3 cm s-' 5.3 x iw3 cm s-' 

The following table summarizes the results. y~ is the water-phase flux enhancement 
(Eq. 20-52) and y ~ *  is the overall flux enhancement, that is, the ratio of the enhanced 
vidw and the normal vidw. 

v* "enhanced 4 v V i W  ViaKiaiw ialw Vidw 

(Eq. 20-52) (Eq. 20-51) (cm s-') (cm s-') (cm s-I) (cm s-') 

Formaldehyde 
ul0 = 1 m s-I 22 21.5 0.014 8.0 x 10-3 5.1 x 10-3 6.0 x 104 8.5 
ulo = 10 m s-' 2.7 2.7 0.014 3.7 IO-* 1.0 io-, 4.6 10-~  2.2 

ulo = 1 m s-' 31 1.94 1.3 x 10-3 4.2 x 10-3 1.0 x 10-3 5.6 x 104 1.7 
ul0 = 10 m s-l 3.8 1.58 8.4 1.9 x 5.9 X 4.1 x 1.4 

Acetaldeh y de 
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There are a few interesting things which we can learn from this simple example: 

(1) Although both aldehydes have fairly large reaction/diffusion parameters q,  the 
enhancement \v of acetaldehyde remains small due to the small equilibrium constant 
K, of acetaldehyde. 

(2) The increase of the wind velocity to ul0 = 10 m s-’ reduces \v of formaldehyde by 
about 8. This results from the significantly reduced boundary layer thickness which 
makes diffusion time t ,  small. In contrast, wind velocity does not affect y of 
acetaldehyde very much since it is already close to 1. 

(3) Since the nondimensional Henry’s law constants Kia lw  of both aldehydes are 
fairly small (order 10-2), the influence of the air-side boundary layer on vidw is not 
completely negligible. The considerable flux enhancement of formaldehyde 
reverses the role of the boundary layer; the resistance in the air-phase becomes 
dominant. Therefore, the enhancement of viw (w = 21.5) is reduced to w* = 8.5 when 
the overall transfer velocity vidw is considered. 

To summarize, the effective size of flux enhancement is controlled by a fairly com- 
plex interplay of different compound properties and environmental factors. 

Questions and Problems 

Questions 

Q 20.1 

Whatever the detailed physicochemical model of the interface, most models of the 
air-water exchange flux are written as the product of two factors, one describing the 
physics, the other the chemistry. What are these factors? 

Q 20.2 

Usually evaporation of water is formulated as a function of relative humidity. 
Explain how this formalism is linked to the usual two-phase air-water model in 
which the nondimensional Henry’s law constant (i.e., the air-water partition 
constant) of the exchanged chemical appears. 

Q 20.3 

Why is wind speed important to describe the air-water exchange velocity of a 
chemical? Explain why a simple relationship between wind speed and air-water 
exchange cannot be expected when wind speed is highly variable. 

Q 20.4 

Why do we have to specify the height above the water surface at which wind speed 
is measured when we formulate an expression which relates the air-water exchange 
velocity to wind speed? 
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Q 20.5 

In Fig. 20.3 several empirical relations between wind speed and air-water exchange 
velocities of volatile chemicals are plotted. How would these curves shift if on the 
horizontal axis we were to plot U, instead of uI0 without changing the scale of the 
axis? 

benzene 

Q 20.6 

Somebody wants to calculate monthly means of air-water exchange velocities from 
monthly mean wind speed data. What is the problem? 

Q 20.7 

In the film model of Whitman the water-phase exchange velocity, viw, is a function of 
the molecular diffusion coefficient of the chemical, while in Deacon's boundary 
layer model viw depends on the Schmidt Number Sc,. Explain the reason for this 
difference. 

Q 20.8 

The temperature dependence of the water-phase exchange velocity, viw, is stronger 
for the boundary layer model than for the film model. Why? 

Q 20.9 

Air-water exchange in rivers depends on both the river flow and the wind speed. In 
Eq. 20-34 we have defined the critical wind speed, at which the influences of 
both forces are equal. Explain why Ecri, increases with mean water depth h. 

Q 20.10 

Explain how a change in water temperature could reverse the direction of the net air- 
water exchange flux even if all other parameters remain unchanged. 

Problems 

P 20.1 What Is the Source of Benzene in the Water of a Pond? 

Part of your job as a consultant to the State Water Authority is to survey the water 
quality of several ponds located in a recreation area. Among the volatile organic 
compounds, your laboratory monitors the concentration of benzene in the water of 
various ponds. When inspecting the results, you realize that on certain weekends 
during the summer, the benzene concentration in the surface water of these ponds is 
up to ten times higher than in the same ponds in the middle of the week or during the 
winter. For example, in one pond you measure a peak concentration of 1 pg L-'. You 
wonder whether this elevated benzene concentration is due to air pollution by the 
heavy car traffic during the summer weekends, or whether the input occurs primarily 
by leakage of gasoline and oil from the numerous boats cruising on the ponds. You 
realize that for assessing this question you need to know something about the 
benzene concentration in the air. Since you have no measurements from the area, 
you search the literature and find in a review by Field et al. (1992) the following 
typical benzene concentrations in air reported for different areas: 
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Location Mean benzene concentration 

in air (ppbv) 

Remote areas 

Brasil 

Pacific 

Urban areas 

Hamburg 

London 

0.5 

0.5 

3.2 (peak: 20) 

8.8 

Parts per billion on a volume base; use ideal gas law to convert the numbers 
to molar concentrations. Bruckmann et al. (1988). 

Answer the following questions: 

1. Is the atmosphere a likely source for the elevated benzene concentrations during 
the summer weekends? Assume a water temperature of 25°C. 

2. Estimate the direction and rate of air-water exchange of benzene for a wind 
speed u , ~  = 2 m s-’. Use an air concentration of 10 ppbv, a concentration in the water 
of 1 pg L-’, and a water temperature of 25°C. 

3. Assess the situation for a pond located in the center of a big city for a typical 
winter day. There are no motor boats on the pond. Use the following conditions: air 
concentration of benzene 10 ppbv, water concentration 0.1 pg L-’, water 
temperature 5”C, wind speed ulo = 2 m s-’. 

P 20.2 A Lindane Accident in a Drinking- Water Reservoir 

Due to an accident, an unknown amount of the insecticide lindane (y-HCH) is 
introduced into a well-mixed pond that is used as the drinking-water reservoir for a 
small town. The water inflow and the intake by the water works are immediately 
stopped and the water is analyzed for lindane. In water samples taken at various 
locations and depths, an average concentration of (5.0 k 0.2) pg L-’ is determined. 
As a resident of the area, you ask the person in charge of the water works what they 
intend to do about this problem, since 5.0 pg L-’ is far above the drinking-water 
limit. “Oh, no problem!” the person tells you, “Within a few days, all lindane will 
escape into the atmosphere.” Being well-trained in environmental organic chemistry 
you are very suspicious about this answer. So you decide to make a calculation. The 
people from the water works provide you with the following additional information: 
Pond surface area A = 5 x 105m2, volume V = 2.5 x 106m3, water temperature T = 

20°C, evaporation rate of water at prevailing wind conditions and humidity of 70% 
is 5 liter per m2 and per day. (Note that with this information and the absolute water 
vapor pressures listed in Appendix B you can calculate Kjdw of water and thus the 
corresponding air-phase exchange velocity vwater ,.) Relevant information on lindane 
can be found in Appendix C. 

H 

lindane 

1. Calculate the half-life of lindane in the pond (days), assuming that the reservoir 
volume remains constant. The one-box model introduced in Chapter 12 may help. 
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tetrachloroethene 
W E )  

F' 
I 

Q 
CI 

1,4-dichlorobenzene 
(1,4-DCB) 

2. Compare the relative loss of lindane from the reservoir to the relative loss by 
evaporation. If the evaporated water were not to be replaced (i.e., no inlets and 
outlets), would the lindane concentration increase or decrease as a result of the 
simultaneous water-air fluxes of water and lindane? 

P 20.3 The Influence of Water Temperature on Air-Water Exchange 

In Illustrative Example 20.3 it is shown how water temperature influences the air- 
water exchange velocity, vialW. An additional temperature effect of the air-water flux 
results from the temperature dependence of the air-water partition constant, KidW. If 
water and air temperatures are different, the question arises whether the equilibrium 
between the air and water phase is determined by water temperature, by air 
temperature, or even by a mixture of both. Explain why Kid, should be evaluated for 
the temperature of the water, not the air. 
Hint: The process of heat exchange across an interface can be treated in the same 
way as the exchange of a chemical at the interface. To do so, we must express the 
molecular thermal heat conductivity by a molecular diffusivity of heat in water and 
air, D,,, and Dth ~, respectively. At 20°C, we have (see Appendix B): Dth = 

1.43 x m3 cm2 s-', Dth a = 0.216 cm2 s-'. Use the film model for air-water exchange 
with the typical film thicknesses of Eq. 20-18a. 

P 20.4 Experimental Determination of the Total Air- Water Exchange Rate for 
Two Chlorinated Hydrocarbons in a River 

In a field study in the River Glatt in Switzerland, the concentrations of 
tetrachloroethene (PCE) and 1,4-dichlorobenzene (1,4-DCB) were measured at four 
locations along a river section of 2.4 km length. Any input of water and chemicals 
can be excluded in this river section. The average depth (h = 0.4 m) and the mean 
flowing velocity ( U  = 0.67 m S-1) were fairly constant in the section. The 
measurements were made in a way that a specific water parcel was followed 
downstream and sampled at the appropriate distances. Calculate the mean total air- 
water exchange velocity, vidw, of the two substances by assuming that exchange to 
the atmosphere is the only elimination process from the water, and that the 
atmospheric concentration of PCE and 1,4 DCB are very small. 

Distance W E 1  [ 1,4-DCB] 
(m) (ngL '1 ("g L-'1 

0 690 +40 234f5  

600 585 k30 201 + 5  

1200 505 *6 180k8 

2400 365 * 10 130 * 5  

Data from Schwarzenbach (1983) 

P 20.5 An Inadvertant Air- Water Exchange Experiments 

You have worked hard to study the internal dynamics of tetrachloroethene (PCE) 
and to calculate vertical turbulent diffusion coefficients in lakes. A friend of yours is 
more interested in the process of air-water exchange. One day, she sees some of 
your PCE data lying on your desk. She is very happy with the table below and 
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immediately calculates the average vidW value for the period between June 10 and 
July 10. You ask her how she gets the result, but she just tells you that she needs to 
assume that input and output of PCE can be neglected. In addition, for simplicity she 
assumes that the cross-section of the lake, A(z) ,  is independent of depth z, that is, that 
the lake has the form of a swimming pool with vertical walls. What air-water 
exchange velocity vidw does she get? 

Depth z PCE-concentration (10-9 mol L-') 

(m) June 10 July 10 

0 

2 

4 

6 

8 

10 

12 

14 

16 

18 

20 (bottom) 

1 .o 
5.0 

9.5 

5.5 

3.9 

3.1 

2.6 

2.3 

2.1 

2.0 

1.9 

0.5 

2.0 

3.5 

5.5 

4.7 

3.6 

3.0 

2.7 

2.4 

2.2 

2.1 

P 20.6 Air-Water Exchange of Nitrophenols 

Phenols are organic acids. Their dissociation in water is very fast, that is, for most 
processes we can consider the acid-base equilibrium as an instantaneous 
equilibrium. The question arises whether the dissociation influences the air-water 
exchange velocity, and if yes, under which conditions. Before going into much detail 
you try to get a first approximate answer based on the information which you have at 
hand for the two compounds, 2-nitrophenols and 4-nitrophenols. Specifically, you 
want to answer the question whether for these two substances air-water exchange is 
affected by dissociation at pH =7. Use ul0 = lm s? and the usual approximations for 
the molecular difhsivities. Would your answer be modified for pH=9.5? 

NO* 

i = 2-nitrophenol i = 4-nitrophenol 

M,= 139.1 gmol I U, = 139.1 g mol-' 
pK, = 7.15 pK, =7.06 

K , ~ ~  = 7.9 x 1 0 - ~  K,dw = 3.2 x 10-* 
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This is the first of several chapters which deal with the construction of models of 
environmental systems. Rather than focusing on the physical and chemical processes 
themselves, we will show how these processes can be combined. The importance of 
modeling has been repeatedly mentioned before, for instance, in Chapter 1 and in the 
introduction to Part IV. The rationale of modeling in environmental sciences will be 
discussed in more detail in Section 2 1.1. Section 2 1.2 deals with both linear and 
nonlinear one-box models. They will be further developed into two-box models in 
Section 21.3. A systematic discussion of the properties and the behavior of linear 
multibox models will be given in Section 21.4. This section leads to Chapter 22, in 
which variation in space is described by continuous functions rather than by a series 
of homogeneous boxes. In a sense the continuous models can be envisioned as box 
models with an infinite number of boxes. 

21 .1 Principles of Modeling 

Models in Environmental Sciences 

Scientific knowledge is acquired by an intelligent combination of empirical infor- 
mation with models. When we talk about models, we have the following simple 
definition in mind: 

A model is an imitation of reality that stresses those aspects that are assumed to be 
important and omits all properties considered to be nonessential. 

CI The construction of models is like formulating hypotheses, which, in turn, must be 
tested by new observations. As an example we consider the following experiment. 
Different small amounts of tetrachloroethene (PCE) are added to identical glass 
flasks, each containing the same water-to-air volume ratio. The flasks are sealed and 
shaken to attain an equilibrium between aqueous and gaseous phases. Then the PCE 
concentration in both phases of each flask is determined. Whether the results are 
listed in a table or represented by a two-dimensional plot, it will not be very difficult 
to find that for all flasks the ratios of the concentrations in the two equilibrated phases 
are approximately the same. So we may formulate a linear expression relating the 
concentration in the water and the partial pressure in the air and give it the name 
Henry’s law (Chapter 6). Based on our knowledge of thermodynamics, we may then 
be able to propose a relation between the newly found Henry’s law constant, the 
activity coefficient of PCE in water, and the vapor pressure of pure liquid PCE 
(Eq. 6-16). This relation can then be tested against data. 

CI 

tetrachloroethene 
W E )  

A next step may involve testing the law with other substances, or we may explore the 
law’s temperature or pressure dependence, and so forth. In doing so we follow the 
classical tradition of controlled experiments. The laboratory serves as a synthetic 
world in which the external influences can be controlled such that the outcome of an 
experiment can be explained by a few mathematical equations. 

As we have seen in Parts I1 and 111, environmental chemistry is based on laboratory 
experiments as well. For instance, we can determine the relevant physicochemical 
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properties of a compound, such as its aqueous solubility, its vapor pressure, or its 
molecular d i fb ion  coefficient in water. However, additional information is needed 
for understanding the chemical’s fate in the environment that does not allow us to 
retreat entirely to the laboratory. Even with the best physicochemical knowledge, it 
would not have been possible to predict the rapid distribution of DDT throughout the 
global environment (Chapter I). There was only one global DDT experiment, complex 
and unplanned in its setup and not easy to reconstruct. If we want to learn something 
from this experiment (at least a posteriori), the field observations must be combined 
with “model experiments,” that is, with scenarios which we can invoke as alternative 
explanations for the one existing real-time experiment. Thus, in environmental sciences 
modeling serves as a substitute for the controlled experiment which cannot be 
conducted in a natural system. For instance, a typical question for a global DDT model 
could be to calculate the hypothetical DDT concentrations in different environmental 
systems provided that the use of DDT were still completely unrestricted. 

Running a model under different external conditions helps to identify the essential 
processes, the key parameters, and the most important empirical information needed to 
understand a given situation. Therefore, models also serve as a guideline for setting up 
environmental monitoring programs. Models that are developed for the sole purpose 
of reproducing a given set of field data are, however, of limited scientific use, since 
real observations are always superior to the output of a fancy computer program. 

Prediction, Inference, Uncertainty 

In essence, models are used in two intertwined ways: (1) to calculate the evolution of 
a system from known external conditions, and (2) to infer the internal structure of a 
system by comparing various external conditions with the corresponding behavior 
of the system. The first is usually called prediction, the second diagnosis or infer- 
ence (Kleindorfer et al., 1993). 

Although prediction is often considered to be the ultimate goal of modeling, it is 
neither the only nor the most crucial one. In fact, the above example of Henry’s law 
is a highly idealistic one. For instance, it precludes the existence of contradictory 
information. We know that real life is different for two major reasons. First, observations 
bear uncertainties which are linked to various factors, such as the limited precision of our 
analytical tools. Quantum mechanics yields an insurmountable theoretical reason for 
why we cannot make an “absolutely precise” observation. But we don’t even have to 
invoke the uncertainty principle. We can just argue that data are never absolutely 
exact. 

Second, there is no unique scheme of data interpretation. The process of inference 
always remains arbitrary to some extent. In fact, all the existing DDT data combined 
still allow for an infinite number of models that could reproduce these data, even if 
we were to disregard the measurement uncertainties and take the data as “absolute” 
numbers. Although this may sound strange, it is less so if we think in terms of de- 
grees of freedom. Let us assume that there are one million measurements of DDT 
concentration in the environment. Then a model which contains one million adjust- 
able parameters can, in principle, exactly (that is, without residual error) reproduce 
these data. If we included models with more adjustable parameters than observa- 
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tions, then an infinite number of models would reproduce the measurements. Obviously, 
these are not the kind of models we have in mind. To the contrary, a good model contains 
significantly fewer adjustable parameters than data to be explained. Newton’s law of 
gravitation is made from one single constant, the constant of gravity, and it seems to work 
in billions and trillions of situations. 

A typical worldwide DDT model might only contain 100 parameters. Again, there 
must be a great number of very different models to explain existing measurements, 
but none of these will be able to exactly reproduce them. Thus, on one hand the 
parameters of a given DDT model will be known only within certain limits of uncer- 
tainty, and on the other hand there will be a great number of alternative DDT models. 
Now imagine that several of the many possible models are used to predict the future 
development of global DDT concentrations. It is easy to anticipate the consequences: 
different models will produce different forecasts, although they may have been 
equivalent in explaining the past, that is, the data from which they were deduced. 
Some of the forecasts may even contradict each other in hndamental ways; one may 
predict a further increase, another a drop of DDT levels. Then the nice picture of a 
logically structured science seems to crumble. This is exactly what occurs with such 
complex issues as the prediction of global climate due to man-made greenhouse gas 
emissions. The fact that different models predict different outcomes is gloatingly 
acknowledged by all those who resent the possible consequences of cutting back 
emissions. For their defense we may assume that they don’t understand the conduct 
of science under uncertainties, but often the scientists themselves are not careful 
enough to point out the potential and limits of their modeling efforts. 

Although a more detailed treatment of data and model uncertainty would go far be- 
yond the goals of this book, those who engage in the task of modeling should be 
reminded of this point. In fact, during the last decades, the science of interpretation 
of uncertain data has developed into an elaborate field (e.g., Chatfield, 1995). 

Environmental Systems 

The construction of a model starts out with the proper choice of a system. Thus, we 
have to define what the term “system” shall mean in the context of environmental 
models. Some disciplines use it in a fairly abstract way. The Oxford English Dictio- 
nary characterizes a system as “a set or assemblage of things connected, associated, 
or interdependent, so as to form a complex unity.” We prefer a more concrete defini- 
tion (see Fig. 21.la): 

An environmental system is a subunit of the environment separated from the vest of 
the world by a boundary. The system is characterized by a specific choice of state 
variables (such as temperature, pressure, concentration of compound i, etc.), by the 
relations among these variables, and by the action of the outside world on these 
variables. 

Let us discuss the meaning of some of the expressions which appear in the above 
definition (see Box 21.1). A subunit of the environment can be any spatial compart- 
ment of the world, from the whole planet to a single algal cell floating in the ocean. 
The term state variable refers to those properties which are used to characterize the 
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Box 21.1 Terminology for Dynamic Models of Environmental Systems 

State or model variables Quantities described by the model as a function of time and (for some modes) as a 
hnction of space 
Example: Concentration of chemical i in a lake 

External forces 

Input or input variable 

output 

Internal process 

Model parameter 

Box 

Processes (constant or time-variable) which influence the state variables without 
being influenced by them 
Example: Light intensity at the surface of a pond which determines the rate of 
photolysis in the water 

A special kind of external force, usually a mass input of a chemical 
Example: Addition of chemical i into a lake per unit time 

Effect of state variable on the outside world, often a mass flux out of the system 

Example: Flux of chemical i from a lake to the atmosphere 

Transport or transformation process which affects one or several state variables. An 
output flux is a special kind of internal process 
Example: Biodegradation of chemical i in a lake 

Parameter used to describe internal processes 
Example: Rate constant of biodegradation of chemical i 

Spatial subunit to approximate the continuous spatial variation of state variables. A 
box can be characterized by the spatially averaged concentration of one or several 
state variables 
Example: Well-mixed reactor 

One-box/ two-box/ 
multibox models 

Model consisting of one or several boxes. Each box is characterized by one 
or several state variables 
Example: Two-box model of a lake consisting of the boxes epilimnion and hypolim- 
nion 

selected subunit of the world. As an example, we choose the (hypothetical) Lake Y 
as our subunit. Obviously, there exists a nearly infinite number of quantities that, in 
principle, could be used to define the state of Lake Y, such as water temperature in 
every cubic meter of the lake, the same for the concentrations of dissolved oxygen, 
nitrate, tetrachloroethene or any other chemical we can imagine, the same for any 
biological parameter such as algal species, bacteria, and so on. Remember, however, 
that simplicity was mentioned as one of the key elements of modeling. Hence, the 
question is, which of all these parameters shall we choose? 

The answer depends on the purpose of the model. To illustrate this point, we consid- 
er a model capable of assessing the fate of phenanthrene in Lake Y (Fig. 21. lb).  
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Figure 21.1 (a) An environmental 
system is a subunit (“IN’) of the 
world separated from the rest of 
the world (“OUT”) by a boundary 
(bold line). The dynamics of the 
system is determined by internal 
processes and by external forces 
(see Box 21.1 for definitions). 
There is an output of the system to 
the environment, whose effect on 
the external forces is neglected in 
the model (no feedback from “ I N  
to “OUT”. 
(b) The concentration of phenan- 
threne in a lake serves as an exam- 
ple. It is influenced by (1) sorption- 
desorption on suspended solids, (2) 
photolysis, (3) biodegradation, (4) 
input by inlets and precipitation, (5) 
loss through outlet, (6)  exchange at 
air-water interface, (7) exchange at 
sediment-water interface, (8) mix- 
ing. For the case of phenanthrene, 
neglecting the feedback from the 
sediments to the lake may not be 
reasonable. By shifting the model 
boundary into the sediment (bold 
intermittent line), the interaction 
between sediment and water turns 
into an internal process and the con- 
centration of phenanthrene in the 
sediments becomes an additional 
state variable. 
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From the physicochemical properties of this compound we expect that the following 
internal processes are relevant: (1) sorption-desorption between the aqueous solu- 
tion and solids (suspended particles or sediments), (2) direct and indirect photolysis, 
and (3) biodegradation. Relevant transport mechanisms across the system bound- 
aries may include: (4) input of phenanthrene by inlets and precipitation onto the 
water surface, ( 5 )  loss through the outlet, (6) exchange at the air-water interface, and 
(7) exchange at the sediment-water interface. Factors that may be chosen as state 
variables are concentration of phenanthrene in the lake (either a whole-lake mean 
value or values for different subvolumes), concentration of suspended particles, and 
water temperature (due to its influence on reaction kinetics). In contrast, “action 
from the outside world” (called externalforces) may include solar radiation (due to 
its control of photolysis), water throughflow, and wind velocity over the lake (for 
describing air-water exchange). The so-called intern02 processes, that is, the 
relations among the state variables and the influence of the external parameters on 
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them, are described based on our understanding of the relevant environmental chem- 
istry, biology, and physics as developed in the preceding chapters of this book. 

Note that the employed definition of a system contains an important asymmetry 
between the system and the external world. The system’s description includes the 
influence of the external forces on the system, but not the reverse, the influence of 
the system on the outside world. From a mathematical viewpoint the equations that 
describe the system’s behavior contain the external forces, but the latter have to be 
taken from information outside the model. As will been shown, the specific hierarchy 
between system and outside world can often (but not always) be justified based on 
the respective strength of the interactions. Take the system of the earth. Solar radiation 
is a very strong driving force for the earth, but the back-radiation from the earth to the 
sun is so tiny that nobody would want to include it as a feedback mechanism in a 
radiation model of the sun. 

Construction of an environmental model, like the model of phenanthrene in Lake Y, 
proceeds in several steps. In the first step, the system is characterized by choosing a 
specific boundary between “in” and “out,’. For the phenanthrene model (Fig. 21.lb) 
an obvious candidate is the interface between the water body of the lake and its 
surroundings (lake sediments, atmosphere, inlets). The resulting model needs infor- 
mation on the inputs and outputs of phenanthrene by rivers, on the exchange with the 
atmosphere and with the sediments of the lake. Obviously, the quality of the model 
also depends on the quality of the input data. To assess the sedimentary input, infor- 
mation is needed regarding the phenanthrene content of the sediments. Since the 
boundary between water and sediment is not as distinct as in the sun-earth system 
(in fact, the sediment content of phenanthrene strongly depends on the history of this 
compound’s concentration in the lake), we may decide to include the sediments in 
the system and to shift the boundary of the model to below the sediment-water inter- 
face into the sediments. In a hrther step we may conclude that predicting the 
phenanthrene concentration in the lake requires a description of processes occurring 
in the drainage area of the lake. Thus, the system boundary may be extended again. 
Eventually, we may even include into the system the political mechanisms by which 
emission standards for phenanthrene are fixed. So, instead of building a lake model 
we may end up constructing a socioeconomic-geochemical model of the drainage 
basin of Lake Y. The point at which the process of increasing the system complexity 
is stopped depends on the purpose of the model and the complexity of the available 
data. Often, it is useless to build a highly complex model for which only rather 
coarse data are available. 

The second step in the model construction involves choosing the complexity of both 
the internalprocesses and the external forces. According to the simplicity postulate, 
the most complex model is not necessarily the best one. To the contrary, a good 
model is like a caricature in which the cartoonist enhances the characteristics of a 
person’s face that, in a given context, are most relevant. If we intend to model the 
mean concentration of phenanthrene in Lake Y over several decades, the adequate 
model would certainly be different from a model designed to describe the daily 
spatial concentration variations of phenanthrene. Choosing the model structure is 
the cartoonist’s task, and he or she solves it based on what the message of the cartoon 
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should be. In other words, before a model can be designed or selected we should 
know its purpose. 

As a third step, the relations between the various model components have to be 
specified in terms of mathematical expressions, once the model structure is fixed. In 
contrast to the common chemical reaction models which describe the reaction kinet- 
ics under laboratory conditions (e.g., in a test tube), environmental models usually 
contain two kinds of processes: (1) the familiar reaction processes discussed in Parts 
I1 and I11 of this book, and (2) the transport processes. These processes are linked by 
the concept of mass balance. 

Space and Time, Transport and Transformation 

The concentration of a compound at a given location depends on (1) the rate of 
transformation of the compound (positive for production and negative for consump- 
tion), and (2) the rate of transport to or from the location. In Part I11 we discussed 
different kinds of transformation processes. Internal transport rates were introduced 
in Chapter 18. Remember that we have divided them into just two categories, the 
directed transport called advection and the random transport called diffusion or dis- 
persion. The second Fickian law (Eq. 18-14) describes the local rate of change due to 
diffusion. The corresponding law for advective processes will be introduced in 
Chapter 22. In Chapter 19 we discussed transport processes across boundaries. 

In this chapter we will keep the description of transport simpler than Fick’s law, 
which would eventually lead to partial differential equations and thus to rather com- 
plex models. Instead of allowing the concentration of a chemical to change continu- 
ously in space, we assume that the concentration distribution exhibits some coarse 
structure. As an extreme, but often sufficient, approximation we go back to the ex- 
ample of phenanthrene in a lake and ask whether it would be adequate to describe the 
mass balance of phenanthrene by using just the average concentration in the lake, a 
value calculated by dividing the total phenanthrene mass in the lake by the lake 
volume. If the measured concentration in the lake at any location or depth would not 
deviate too much from the mean (say, less than 20%), then it may be reasonable to 
replace the complex three-dimensional concentration distribution of phenanthrene 
(which would never be adequately known anyway) by just one value, the average 
lake concentration. In other words, in this approach we would describe the lake as a 
well-mixed reactor and could then use the fairly simple mathematical equations 
which we have introduced in Section 12.4 (see Fig 12.7). The model which results 
from such an approach is called a one-box model. 

In case the actual concentration of phenanthrene would exhibit significant spatial 
variations, the one-box model would not be the ideal description. Instead, it may be 
adequate to subdivide the lake into two or more boxes in such a way that within the 
defined subvolumes, phenanthrene concentration would be fairly homogeneous. So 
we would end up with a two- or multi-box model. In certain situations this box 
model approach may still not be sufficient. We may need a model which allows for a 
continuous concentration variation in time and in space. Such models will be dis- 
cussed in Chapter 22. 
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Figure 21.2 The interplay of trans- 
port and reaction, exemplified by the 
hypothetical vertical concentration 
profile of phenanthrene in a lake. (a)  
The rate of photolysis decreases with 
depth due to the diminishing light 
intensity with water depth. (b) Two 
possible vertical profiles of phenan- 
threne concentration: if vertical 
mixing in the water column is strong, 
the profile is constant (profile 1). If 
vertical mixing is slow, a distinct 
vertical concentration gradient 
develops with small values at the 
water surface where photolysis is 
strongest (profile 2). 
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Interestingly enough, we cannot decide once and forever whether the description of 
phenanthrene in a lake needs a one-box, two-box, n-box, or continuous model. The 
answer depends on certain conditions which change, not only from lake to lake, but 
also in a given lake over time. As an example, we continue the discussion of phenan- 
threne in Lake Y and consider two hypothetical situations. We assume that all 
relevant processes that influence the spatial distribution of phenanthrene (see 
Fig. 2 1. lb) are constant except for the intensity of turbulent mixing. We can imagine 
that in one situation the water column of Lake Y is exposed to strong winds while at 
another time there is no wind. Obviously, the different internal transformation pro- 
cesses are spatially not constant in the lake. Fig. 21.2~1 shows the vertical variation of 
the rate of photolysis resulting from the decreasing light intensity in the water 
column. If mixing is strong, the consequences of the spatially inhomogeneous trans- 
formation rates are continuously erased; hence the vertical concentration profile of 
phenanthrene is constant and determined by the mean value of all the transformation 
rates (Fig. 21.2b, profile 1). If vertical mixing is slow, a distinct vertical concentra- 
tion gradient develops with small values at the water surface where photolysis is 
strongest (profile 2). 

In this and the following chapter we develop a series of tools to describe such situa- 
tions. Of course, we could imagine building just one complex model which can deal 
with all situations at once. Indeed such models exist for different environmental 
systems (lakes, rivers, aquifers, atmosphere etc.), but they are complex, need infor- 
mation on many parameters, and require a lot of a priori knowledge about the 
system. Here we pursue the approach of tailor-made models, that is, models that for 
every situation are able to handle just those features which we want to know and 
which are resolved by the available data, not more and not less. In this sense, situa- 
tion 2 of Fig. 21.2 needs a more complex model than situation 1. In fact, for the latter 
the one-box model that we discussed earlier (Chapter 12.4) may be adequate; for the 
former we need something more, yet still not the most sophisticated lake model we 
can imagine. For instance, having measured just one vertical profile of phenanthrene 
it would not be reasonable to use a model which, besides vertical mixing, includes 
horizontal mixing as well, since we have no data on horizontal concentration gradients. 
However, if we were interested in the question whether horizontal gradients of 
phenanthrene may be important and whether it may be worthwhile to organize a 
field campaign to search for them, then a three-dimensional lake model may help, 
provided that the simple estimates that will be discussed in Chapter 22 do not 
already give an unarnbiguous answer. 



One-Box Models 955 

One-Box Models 

The simplest and often most suitable modeling tool is the one-box model. One-box 
models describe the system as a single spatially homogeneous entity. Homogeneous 
means that no further spatial variation is considered. However, one-box models can 
have one or several state variables, for instance, the mean concentration of one or 
several compounds i which are influenced both by external “forces” (or inputs) and 
by internal processes (removal or transformation). A particular example, the model 
of the well-mixed reactor with one state variable, has been discussed in Section 12.4 
(see Fig. 12.7). The mathematical solution of the model has been given for the 
special case that the model equation is linear (Box 12.1). It will be the starting point 
for our discussion on box models. 

Linear One-Box Model with One Variable 

Imagine a well-mixed system characterized by the concentration of one or several 
chemicals i, Ci (Fig. 21.3). The concentrations are influenced by inputs Ii, by outputs 
O,, and by internal transformation processes which occur either between state 
variables (for instance, between Ci and C,) or between other chemicals X, Y,. . . which 
are not part of the set of state variables. 

If the system has the constant volume V, the mass balance of compound i can be 
written as (see Eq. 12-43): 

-L-( dC. 1 zi-oi -CR,  +cq)  [M L-3T-’ ] 
dt V 

(21-1) 

where CR,  and CP, stand for the sum of all internal consumption and production 
rates of processes which involve chemical i. 

Let us consider the case where we model just one chemical i, for instance, phenan- 
threne. Other chemicals may determine the size of the right-hand terms of Eq. 2 1-1 
(Ii, O,, C R ,  CPJ, but we describe their influence as external force. Thus: 

Ii, 0 ,  CR,, Pi = {function of external forces and of C,} =f,(C,> (21 -2) 

where the subscript p points to the different processes on the left-hand side of 
Eq. 21-2. Note that some of these functions f , (Ci>,  for instance, the one describing 
the external input Ii, are usually independent of C,, that is, depend only on the exter- 
nal forces. 

0, 0, 

If we insert all these functions fp(Ci> into Eq. 21-1, we may end up with a rather 
Figure ’ l o 3  one-box Or complicated expression. Yet, in this section we are interested only in models in 

which all functionsf,(Ci) are linear, that is, have the following form: well-mixed reactor model. State 
variables are the concentrations, 
Ci, Cj,. .., of chemicals ij,. . . They 
are influenced by inputs (Ii, 4, . . .), 
outputs (0, O,, ...), and internal 

transformations between the state where a,(t) and b,(t) are arbitrary functions of time t, but not of C,. Some of these 
variables or between other chemi- 
cals x, y,, ,. which do not appear functions may be simpler than Eq. 21-3, that is, a,(t) or bp(t) may be independent of 
as state variables in the model. time t or even be zero. In any case, putting all these terms into Eq. 2 1-1 results in an 

f, tC,> = U p  ( t )  + b,(O Ci (2 1-3) 
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expression of the form: 

CI 

CI x;: 
tetrachloroethene 

F E )  

(21-4) 

where J,(t) sums up all a,(t), and ki(t) is the negative sum of all b,(t). As we will see 
below, the minus sign in the definition of ki(t) is introduced for convenience since the bp 
terms are usually negative. Equation 21-4 is the most general form of ajirst-order linear 
inhomogeneous dzflevential equation (FOLIDE). Its solutions are given in Box 12.1. 

Essentially, what we have just discussed is a more general and thus more abstract 
version of the one-box model derived in Section 12.4. The advantage of the little 
detour is that Eqs. 21-3 and 21-4 provide a universal tool to assess the linearity (or 
nonlinearity) of a model. Or stated differently, one single function f p  ( C i )  which can- 
not be brought into the form of Eq. 2 1-3 makes the box model (Eq. 2 1-4) nonlinear. 

Linear models play a central role in the theory of differential equations. They 
provide the basis for the discussion of the more complicated nonlinear equations and 
always have analytical solutions composed of exponential functions. In contrast, the 
solutions of nonlinear models embrace a much larger variety and thus significantly 
more possibilities (and surprises). 

In order to demonstrate how Eq. 2 1-4 evolves from a specific environmental system, 
we look at the example of tetrachloroethene (or perchloroethylene, PCE) in Greif- 
ensee, a small Swiss lake southeast of Zurich. Since we will use this lake in other 
examples as well, some characteristic data are summarized in Table 21.1. 

From repeated measurements of PCE concentrations at different depths we can 
calculate total mass and mean concentration in Greifensee. (Note: This calculation 
includes some a priori knowledge regarding the spatial distribution of PCE in Greif- 
ensee; horizontal concentration gradients in the lake must be small so that total mass 
can be calculated as a volume-weighted average of the concentrations measured 
along a vertical profile at the deepest location of the lake. As will be discussed in 
Chapter 23, in certain cases the validity of this assumption can be taken for granted 
even without actual measurements of horizontal concentration profiles.) Furthermore, 
we must also know the input of PCE through the inlets and its loss at the outlet. With 
this information we would like to answer the following question: 

How long would it take for the mean PCE concentration to drop from its initial 
value, Ci, = 0.55 pmol m-3, to 0.1 pmol m-3, provided that the total input of PCE into 
Greifensee could be stopped at once? 

From the physicochemical properties of PCE it appears that the only significant 
removal mechanism (other than loss at the outlet) is air-water exchange. In situ 
reactions and removal to the sediments after sorption on particles are not important. 
Thus, the mass balance of PCE consists ofjust three terms which have the following 
form (here the subscript i refers to PCE): 
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Table 21.1 Characteristic Data of Greifensee (Switzerland)" 

Volume: Total 
Epilimnion 
H ypolimnion 

At the thermocline 

Epilimnion 
H ypolimnion 

Area: Surface 

Mean depth: Total lake 

Throughflow of water 
Water exchange rate 
Mean water residence time 
Flushing velocity 
Turbulent diffusivity in thermocline 
Thermocline thickness 
Turbulent exchange velocity between 

epilimnion and hypolimnion 
Typical wind speed 10 m above lake 

surface 
Air-water exchange velocity at typical 

wind speed (from Table 2 0 3 )  

"th = Ethlhth 

U10 

150 x 106 m3 
50 x 106 m3 

100 x 106 m3 
8.6 x 106 m2 
7.5 x 106 m2 

17.4 m 
5.8 m 

13.3 m 
0.34 x 106 m3d-' 

2.3 10-3d-1 

440 d 

0.040 m d-' 
0.2 m2d-' 

4 m  

0.05 m d-' 

1 m s? 

4 . 9 ~  1 0-6 m s-' 

a Numbers for characteristic lake data (volume, surface, area, etc.) and input data are rounded off to 
facilitate quantitative considerations. 

1. Input at inlets: Iiw (subscript w: water throughflow) 

2. Loss at outlet (see Eq. 12-44; Cisurface is PCE-concentration at lake surface): 

Oiw = Q Ci surface (21-5a) 

3. Exchange at air-water interface (see Eq. 20-6; C,, is replaced by the water surface 
concentration Ci surface; C, is atmospheric PCE concentration): 

The above equation demonstrates that air-water exchange as well as other boundary 
exchange processes can be interpreted as a combination of an input flux (A.dw = 

AovidwCjal Kialw) and an output flux (Oidw = AovjdwCi surface). It is a matter of personal 
taste whether one prefers to keep both terms separated or add them to get the familiar 
form of a net exchange flux. 

Combining the three parts of Eq. 21-5 into a mass balance of the average lake con- 
centration, C j ,  does not yield the linear one-box equation (Eq. 21-4) which we 
would like to get. Equations 21-5a and 21-5b still contain an "alien variable", the 



958 Box Models 

surface concentration, Cisurface. So we need an expression which relates average and 
surface concentration. Here we assume that the lake is well mixed, that is, that 
Cisurface and Ci are equal. Then the mass balance equation becomes: 

Comparison with Eq. 2 1-4 allows one to identify 4. and ki: 

k . = - + - -  Q AoVia/w 
- k w  + k i a / w  

l v  V 

where we have used the following definitions: 

I i w  Q c i i n  I i w  

v v  Q 
- - - kwCii, and Ciin = - 

Q 
" v  

k =- 

AoVialw - Vialw k .  =--- 
V h ialw 

(2 1-6) 

(2 1 -7a) 

(21-7b) 

(21-8a) 

(21-8b) 

(21-8~) 

h = V / A ,  is mean depth of the lake, and Ci in is the average input concentration. 

If all external forces (Iiw, vidw, Ci,, Q) and model parameters (V, A,, Kla,w) are 
constant over time, the solution of Eq. 21-6 is (see Box 12.1, case b): 

with the steady-state PCE concentration: 

(2 1 - 1 0) 

To calculate the response of the PCE concentration in the lake to a sudden stop of the 
PCE input, we have to find values for the different coefficients in Eqs. 21-9 and 
21-10. The procedure is summarized in Box 21.2. As it turns out, the time needed to 
lower the PCE concentration from its initial value of 0.55 pmol m-3 to 0.1 pmol m-3 
is 160 days, that is, about 5 months. 

With this example we have shown how the mathematical formulations of the 
processes which are part of the model can be combined into one single linear differential 
equation. Illustrative Example 2 1.1 deals with another example, the dynamics of nitrilo- 
triacetic acid @TA) in Greifensee. 
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Box 21.2 

In this box we demonstrate the construction and application of a simple one-box model to a small lake like Greifensee 
to analyze the dynamic behavior of a chemical such as PCE. Characteristic data of Greifensee are given in Table 21.1. 
Measurements of PCE in the water column of the lake yield the following information: 

One-Box Model for Tetrachloroethene (PCE) in Greifensee (Switzerland) 

Total mass of PCE in the lake: 'Mj = 83 mol 

Mean concentration of PCE Ci = 7vti / V = 0.55 x 10-6 mol m-3 

River input I ,  = 0.90 mol d-' 

River output 0, = QC, = 0.19 mol d-' 

Nondimensional Henry's law constant Kialw = 0.73 (see Table 20 .5~~)  

Mean concentration in air C, < lO-' mol me3 

- 

Since repeated measurements show no significant temporal change of Mi with time, we evaluate Eq. 21-6 for 
steady-state (dC, ldt = 0). Furthermore, since C, /Kialw < 1.4 x lO-*mol m-3, we neglect the last term on the right- 
hand side of Eq. 21 -6. Solving for the atmospheric loss term yields: 

AoVia lw  ci =-pi, 1 -Oiw)= (0'90-0*19)mo1 d-' = 4.7x 1 0 - 9 ~ ~ 1  m-3d-l 
V V 150x1O6m3 

Thus, the specific loss rate to the atmosphere is: 

A,vlal, 4.7 x 10-9mol m-3d-' 
kialw = - - - = 8.6 x 10-3d-' 

V 0.55 x 104mol m-3 

With h =V / A ,  = 17.4 m (Table 21. l), the air-water exchange velocity vi a/w = h kj a/w = 0.15 m d-' = 1.7 x 1 O4 cm s- 
', which is significantly smaller than expected from Table 20.5b. We come back to this point later. 

Furthermore, the specific rate of loss at the outlet 

Q k ,  = - = 2.3 x 10-3d-' 
V 

is about four times smaller than the specific loss rate to the atmosphere. The (overall) rate constant is 
k = k ,  + kialw = 10.9 x 10-3d-'. 

As a check the reader can now calculate Ci, from Eq. 21-10. Since we have started the calculation by assuming that 
the measured mean lake concentration represents a steady-state, the value should obviously yield the measured 
mean concentration, Ci,= C, = 0.55 x 106mol m-3. 

If the input by the river were stopped, the new steady-state value ci, would become zero. (Remember that the atmospheric 
input term was neglected. If we want to be absolutely correct, this approximation would not be justified any more if the 
atmosphere were the only PCE input to the lake. Yet, for the following calculation h does not matter. j 

With C,: = 0,  Eq. 2 1-9 becomes: 
-( k, w +k, & )  Ci(t)  = Ci, e 
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We are looking for the time t: at which C,(t) takes the value 0.1 x 104 mol m-3: 

-In (ci(t* cio) -ln(O. 1/0.55) 
= 160 d - tl* = - 

k w  + k i a / w  (2.3 + 8.6) x 10-3d-' 

From Eq. 12-50 we can also calculate the 5% response time: 

'1 

Since Ci = 0.1 pmol m-3 is still larger than 5% of the original lake concentration (0.55 pmol m-3), t;' is smaller than ti50,,, 

Illustrative Example 21.1 Assessing the Behavior of Nitrilotriacetic Acid (NTA) in a Lake 

Around 1983, typical concentrations of nitrilotriacetic acid (NTA) in Greifensee 
(see Table 21.1 for characteristic data of the lake) were found to be 3.7 X ~ O - ~  M 
(3.7 x ~ O - ~  mol m-3). NTA is a cation complexation agent which at that time was 
mainly used in detergents. Based on measurements made in 1982 and 1983 on the 
major rivers and sewage inlets of Greifensee, total NTA loading was estimated as 
INTA= 13 mol d-' . From laboratory experiments in which NTA was added to sam- 
ples taken from natural waters (estuaries, rivers), first-order biodegradation rate 
constants, kNTA, between 0.02 and 1 d-' were determined for NTA concentrations 
between 2 x lO-' and 5 x 10-6 M (Larson and Davidson, 1982; Bartholomew and 
Pfaender, 1983). Rate constants varied with temperature (Ql0 = 2, i.e., kNTA 

increases by 2 for a temperature increase of 10°C) and were reduced for oxygen 
concentrations below 10-5 M (Larson et al., 1981). No data are available for NTA 
degradation at concentrations below 2 x 10-* M. 

Use the information on NTA concentrations in Greifensee to estimate the first- 
order degradation rate of NTA in this lake at concentrations below 2 x lops M. 

Answer 
Assume that (1) the measured concentration of 3.7 x lO-' M is typical for the whole 
lake, (2) this value corresponds to the steady-state concentration, Cm, caused by a NTA 
input of 13 mol d-', and (3) flushing and biodegradation are the only relevant removal 
mechanisms. Solve Eq. 12-49b for the unknown reaction rate constant kot = kNTA: 

y0- -"Tr,,, 
0- 

nitrilotriacetate 
(NTA3-) 

= (23.4 x 10-3 - 2.3 x 10-3)d-' = 2.1 x lO-'d-' 

This value corresponds to the lower limit of the rates measured under laboratory 
conditions (albeit at larger concentrations). 

Given the various assumptions which had to be made to get the above result, check 
how robust the conclusion is regarding NTA degradation in the lake. Therefore 
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calculate the hypothetical steady-state concentration of NTA in Greifensee provided 
that NTA was conservative (kNTA = 0). From Eq. 12-49b: 

I 13 mol d-' 
C = h - r n -  = 3 8 ~ 1 0 - ~ M  

Vk,  Q 0.34x104m3d-' 

This number is 10 times larger than the measured concentration. Thus, NTA must be 
removed by some process in the lake. We will continue the discussion on NTA in 
Greifensee in Illustrative Example 21.2. 

Time Variability and Response 

External and internal conditions are seldom constant in natural systems. For 
instance, in the previous case of PCE in Greifensee, external input (I,) and air- 
water exchange velocity (vidW) are probably the most important source of time vari- 
ability. The latter depends on wind speed, ui0, that is, on the variability of the weath- 
er, the former on the consumer's behavior regarding the use of products containing 
PCE. Hence, although we are in principle able to solve Eq. 21-6 for time-variable 
coefficients (Box 12.1, Eq. 9), often this capability is not of great value. If the model 
is employed for diagnostic purposes, often the needed input data either do not exist 
or do not have the necessary temporal resolution. In the case of a predictive use of 
the model the situation is even worse, as human behavior and weather are difficult 
fields for prognostication. 

Fortunately, not every wiggle affects a system in the same way. Linear systems have 
particular ranges of temporal variability which they feel strongly while others are 
averaged out. Here we want to derive a simple tool which allows the modeler to 
distinguish between relevant and irrelevant time variation. 

To do so we observe that typical temporal variations of quantities like air temperature, 
wind speed, flushing rate, but also of man-made parameters like the input of some 
anthropogenic organic compound into the environment, can be described by just two 
distinct types of variability: (1) by long-term trends, and (2) by period fluctuations. In 
the following the subscript i is omitted for brevity. 

To describe the long-term trend we use an exponential growth or decay curve and 
characterize it by the rate constant a [T-'I: 

(21-1 1) 

where a [T-'1 is positive for growth and negative for decay. For the fluctuations we 
employ the example of a sinusoidal function with time period zp: 

J ( t )  =J(l+A,sinot)  (2 1 - 12) 

where 7 is the mean, A, the relative amplitude, and CO the angular frequency which is 
related to the period zp by: 

(2 1-13) 27t 
CO =- [T-'1 
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If J(t) from Eq. 2 1 - 1 1 or 2 1 - 12 is inserted into Eq. 2 1-4, we get a linear differential 
equation with a time variable inhomogeneous term but constant rate k. The corre- 
sponding solution is given in Box 12.1, Eq. 8. Application of the general solution to 
the above case is described in Box 21.3. The reader who is not interested in the 
mathematics can skip the details but should take a moment to digest the message 
which summarizes our analytical exercise. 

Box 21.3 

We discuss the solutions of the linear differential equation: 

Time-Dependent External Forcing of Linear One-Box Model 

= J(t)-kCi 
dC 
dt 
- 

with constant k and either of the following input functions: 

( 4  J ( t )  = J, eat 

(b) J(t) = T(1 + AJ s ino  t )  

The general solution of Eq. 1 is given in Box 12.1 (Eq. 8). 

Case a. t 

C(t) = CO e-kt +Jose  -k(t-r') e at' dt' 

0 
eat -e -k t  

= c,, eekr + J ,  
k+a 

(4) 

For furtLLer discussion we consider only the case k > 0; the case k < 0 is not meaning&- if Eq. 1 is a mass balance 
model. Then for large times (kt >>l), we can neglect the term containing e-', hence: 

Case b. 

0 0 

where cp= tan-'(dk). Again we are interested in large times and neglect all terms containing e-? 

- - 
J A ~  sin(ot-cp), kt>>1 

J 
k (k' +az)"' 

C(t) = - + 



One-Box Models 963 

Figure 21.4 Response of linear 
system to external exponential per- 
turbation (Eq. 21-11). Solid lines 
show hypothetical steady-state 
(Eq. 2 1 - 16); dashed lines show the 
system response (Box 2 1.3, Eq. 4). 
The rate constant k = 4 yr-‘ is the 
same for both calculations; it cor- 
responds to the one-box model of 
PCE in Greifensee (Box 21.2). The 
exponential growth rate of the 
external forcing, a, is 0.1 and 1 yr I ,  

respectively. The former corre- 
sponds to a slow external perturba- 
tion (a << k) which leaves the sys- 
tem close to its steady-state. 

Exponential change. For large times (kt >> l), the solution of Eq. 21-4 with expo- 
nential external forcing, Eq. 21-1 1, is (Box 21.3, Eq. 5): 

(2 1-14) 

This looks almost like the time-dependent steady-state solution of Eq. 2 1-4 which 
one gets by putting dC/dt = 0 and solving for C = C, : 

(21-15) J c =-  
, k  

If J(t) is variable, we can still define such a hypothetical steady-state (even if it is 
never reached) and design it as: 

(2 1 - 1 6) 

The time argument behind C, points to the fact that it is related to a variable input, 
J(t). C,(t), would be attained only ifJremained constant long enough. (In fact, “long 
enough” would mean that kt >> 1 .) Now we can compare the actual concentration of 
the system (Eq. 2 1-14) with the hypotheticaz steady-state (Eq. 2 1-1 6): 

(2 1 - 17) 

For a << k, the right-hand side is close to 1. In this case, the growth ofJ(t) is sufficiently 
slow so that the actual concentration, C(t), and the corresponding steady-state, C, ( t )  , 
are approximately equal. 

In contrast, if a is of the same order of magnitude as k or larger, then the actual state of the 
system, C(t), lags behind the hypothetical steady-state, C,(t), which corresponds to the 
actual input. If a is positive, that is, if J(t) grows exponentially, the lag causes C( t )  to 
remain smaller than the corresponding C, ( t )  . If a is negative, that is, if J(t) is decreasing, 
C( t )  is larger than C, ( t )  . The time lag grows with the ratio cdk. Figure 21.4 shows C(t) 
and CJt) for two different positive a / k ratios. If 1.1 << k, actual and steady-state are 
approximately equal. 

/ 10 
I 

I 1 I I I 

1 2 
time (years) 

3 
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Periodic perturbation. For large times (kt >> l), the solution of Eq. 2 1-4 under the 
influence of Eq. 21-12 is (Box 21.3, Eq.7): 

(21-1 8) 

where <p = tan-'( o /k ) .  Since tan-'(inverse tangent function) converges to zero for 
olk + 0, a limiting case of Eq. 21-18 is: 

(2 1 - 1 9) 

where we have used Eqs. 2 1 - 12 and 2 1 - 15 . Hence, if the frequency of the disturbance 
w is much smaller than the rate constant k, the actual state C(t) closely follows the 
steady-state corresponding to the actual external force, J(t). This is another example of 
a slow disturbance. An alternative way to characterize a slow perturbation is 
2n /o  = 2, >> T~~ = 3 / k (see Box 12.1, Eq. 4). This means that if the period of the 
perturbation, T ~ ,  is much larger than the response time of the system, then actual 
state and steady-state are approximately the same. 

The other extreme case is given by w >> k (or zP << z5%). Then, 
tan-'(o l k )  =tan-'(- -) = 7~ / 2, and Eq. 21-18 becomes: 

J JA, 71. 
C ( t )  - - +-sin (ot - -) 

k o  2 

k o  " 1  2 
=I[ l+-A,s in(o t - - )  k , o > > k  

(2 1-20) 

The particular form of the last expression helps to interpret the result. The influence 
of the oscillatory input term is reduced by the factor ( k  /a) and goes to zero when o 
grows. The system does not respond to fast input variations but remains at the 
steady-state of the mean input, 7 .  

Arbitrary input variation. We have now developed recipes with which we can 
estimate the influence of temporal variations of the external force in general. One 
can always separate the trend of a function J(t) from its oscillatory variation. The 
former can be analyzed with Eq. 21-14, the latter with 21-18. Since the system is 
linear we could make a frequency analysis ofJ(t) and then treat the influences of the 
different frequencies on C( t )  separately. 

To demonstrate the procedure, we continue the discussion on the behavior of tetra- 
chloroethene (PCE) in Greifensee (see Box 2 1.2). Based on repeated measurements 
we have assumed that the PCE concentration in the lake is at steady-state. Now we 
want to make sure that this conclusion is not biased either by a long-term trend or by 
periodic fluctuations of the PCE input into the lake. The numerical details of the 
analysis are given in Box 21.4. 



One-Box Models 965 

Box 21.4 

The (overall) rate constant for PCE in Greifensee is (Box 21.2): k = 10.9 ~ lO-~d- '  = 4.0 yr-'. 

Temporal Variability of PCE Input and Response of Concentration in Greifensee 

Trend Variation. 

We consider two different rates of exponential increases, a: 
(a) a = 0.1 yr-' 
(b) a = 1 yr-' (270% per year) 

(10% per year) 

The ratio between actual concentration, C(t), and hypothetical steady-state concentration, CJt),  
is calculated from Eq. 2 1 - 17 : 

1 (a) -- a t >  - 4.0 = 0.976 1 Valid for kt >> 1, i.e. t >>7 = 0.25 yr = 3 months 
C,( t )  4.0+0.1 4 yr- 

Periodic Variations. 

Diurnal: 

Annual: 

Valid for t >> 3 months 

If the relative input variation is f 100% (A, = l), the relative variation of the lake concentration 
C(t) is +_ (100%/580) = +_ 0.17% with a time lag relative to the input signal of 6 hours (one- 
fourth of a period). 
Note: The problem with diurnal input variation is underestimated by the one-box approach in 
which spatial homogeneity is assumed. In fact, the limiting factor is spatial mixing. 

2.n 1 w 
1 Yr k 

CO = - = 0.017d- =+ - = 1.6 * cp = tan-'(1.6) = 1.00 

Hence, the time lag is 1.00/2n = 0.16 (16%) of the annual period (Le., about 2 months). 
A relative input variation of 2 100% results in a relative variation of the lake concentration of 

f \ 
loo%[, 4 '+4% 

42 + (2n)2] 

As it turns out, the influence of an exponential input rise of 10% per year keeps C(t) 
close to the steady-state concentration (Fig. 2 1.4). In contrast, an exponential 
increase of the input of 270% per year leads to a concentration reduction of 80% 
relative to the hypothetical steady-state. To find such an enormous rate as a long- 
term trend is hardly realistic, Thus we conclude that a possible trend in the input 
does not really put the steady-state assumption into question for this particular case. 

Regarding periodic input variations, there are two obvious periods to look at: the 
diurnal period, which is typical for inputs from sewage effluents, and the annual 
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Figure 21.5 Response of linear sys- 
tem to external periodic perturbation 
(Eq. 21-12). Full lines show hypo- 
thetical steady-state (Eq. 21-19); 
dashed lines give system response 
(Eq. 21-18). The system rate con- 
stant k = 4.0 yr-' corresponds to the 
behavior of PCE in Greifensee (Box 
2 1.2). Curve A corresponds to an an- 
nual variation with relative ampli- 
tude AJ = 0.5, curve B to a variation 
with period of 4 years and AJ = 1. 
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period, which has both natural and anthropogenic causes. Specifically, we want to 
know whether the measurement of the PCE content of Greifensee would depend on 
the sampling time (time during the day or selected month during the year), provided 
that the input varies periodically. As shown in Box 21.4, diurnal variations do not 
affect the PCE concentration in the lake. (Note: The one-box model is overoptimistic 
here since complete spatial mixing is assumed. In fact, the limitations of the model 
due to the final mixing rate are more important.) In turn, 54% of the annual input 
variation is felt in the lake with a time lag of two months. Figure 2 1.5 shows the 
effect of a (hypothetical) annual input variation with a relative amplitude A, = 0.5 on 
the PCE concentration in Greifensee (curve A). For a periodicity of 4 years, the 
response of PCE would be nearly at steady-state (curve B, A, = 1). 

In this section we have only discussed the effect of the temporal variability of the inho- 
mogeneous term (the external force) on the solution of Eq. 21-4. The solution of the 
FOLIDE given in Box 2 I.  1 includes the effect of a variable rate constant, k(t). A situation 
in which both terms (J  and k) vary with time is described in Illustrative Example 2 1.2. 

(Text continues on page 970) 

Illustrative Example 21.2 

Advanced Topic Problem 

How Certain Is the Degradation Rate of Nitrilotriacetic Acid (NTA) in Greifensee? 

In order to derive a first-order degradation rate constant, kNTA, for NTA in Greif- 
ensee (Illustrative Example 2 1. I), you had to make several restrictive assump- 
tions regarding the characteristics of the lake and the behavior of NTA. Identify 
possible sources of uncertainty and formulate the necessary conditions: (1) to 
keep the uncertainty of k,,below 10%, and (2) to prove that NTA is not conser- 
vative (nonreactive) in Greifensee. Note: Here we do not consider the analytical 
uncertainty of the measurement of NTA in water. 
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Answer 
Some important sources of uncertainty for the indirect determination of the degrada- 
tion rate, kNTA, from the linear one-box model include: 

(a) 

(b) 

(c) 

(d) 

The input of NTA into the lake, INTA, may be variable. 

The rate constant k may be variable, either because the flushing rate k, or the 
reaction rate kNTA or both are variable. 

The degradation rate of NTA may not be a first-order (linear) reaction. 

Spatial variation of the NTA concentration in the lake may render the calcula- 
tion of the average NTA concentration (or the total mass of NTA in the lake) 
difficult. 

The effect of a nonlinear degradation rate (point c) will be described in Illustrative 
Example 2 1.3. The discussion on spatial inhomogencity (point d) follows in Section 
21.3 and in Chapters 22 and 23. 

(a) Variable input 

From Table 2 1.1 and Illustrative Example 2 1.1 calculate the (overall) linear rate 
constant of NTA in Greifensee: 

(1) 
k =  k ,  +kNTA =0.23~10-~d-’+2.1~10-~d-’  

(reactive NTA) 5 0.023d-’ = 8.5yr-’ 

One could argue that, in fact, NTA is nonreactive and that the calculated rate con- 
stant, kNTA, originates from a wrong interpretation of the data. This would mean that 
the overall rate constant was: 

k = k,  = O.O023d-’ = 0.84yr-’ (nonreactive NTA) (2) 

In order to check the “nonreactivity hypothesis” calculate the sensitivity of the average 
NTA concentration in Greifensee due to a possible variability in the NTA input func- 
tion, INTA. 

Exponential increase of input 

(1)  From Eq. 21-17 you can conclude that in order to keep the difference between 
C(t) and Cw(t) below 10%, the absolute value of the exponential growth (or decay) 
rate a must obey the condition: 

(3) lal< 0.1 k = 0.85 yr-’ (reactive NTA) 

(2) For the “nonreactivity hypothesis” to be compatible with the measured concentra- 
tions, the difference between the measured NTA concentration in the lake (3.7 x 10-9 M) 
and the expected concentration of a conservative chemical with the observed input of 
13 mol d-’ (38 x lW9 M, see Illustrative Example 21.1, Eq. 2) had to be interpreted as the 
lag effect from an exponentially increasing input (see Fig. 1 below). Thus from Eq. 2 1 - 17: 
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Figure 1 If NTA in Greifensee were 
nonreactive, then the difference 
between the measured concen- 
tration (3.7 x 10-9 M) and the pre- 
dicted steady-state concentration 
(38 x I O - ~  M) had to be interpreted 
as the retarded response to an expo- 
nential increase of NTA input into 
the lake with the unrealistically 
large growth rate a = 7.5 yi~’. 

where k = 
yields: 

time 

k 
E 0.1= - C ( t )  - 3.7xIO-’M 

C,(t) 3 8 ~ 1 0 - ~ M  k+a 
-- 

84 yr-’ is the overall rate provided that NTA is nonreactive. - Jlving 

a = 9 k = 9 x 0.84 yr-’ = 7.5 yr-’ 

(4) 

)r a 

( 5 )  

Hence, the growth rate of the NTA input would have to be unrealistically large to 
make the “nonreactivity hypothesis” compatible with the measured NTA concentra- 
tions. It would cause an enormous concentration increase in the lake, which would 
not go undetected for very long. 

Periodic input variation 

Similar considerations can be made for the case of periodic input variations. The 
relevant concentration ratio follows from Eqs. 2 1 - 18 and 2 1 - 19: 

Although it is formally possible to find values for A, and o which for a certain time 
t would make the concentration ratio as small as 0.1, such solutions are highly 
unlikely. 

(b) Variable rate constant k 

The solution of Eq. 21-4 with variable rate constant, k(t), is given in Box 12.1 
(Eq. 9). Since the steady-state concentration C, is inversely related to k, the concen- 
tration on which C(t) converges rises and falls when k is changing. For the case of a 
conservative compound, the only cause for a changing rate k is the variation of the 
flushing rate of the lake. To demonstrate this effect, consider three different k(t) 
evolutions and the corresponding temporal development of the NTA concentration 
in Greifensee during a period of 60 days. Initial concentration (CNTAo = 3.7 x 10-9M), 
NTA input (INTA = 13 mol d-I), and average k-value shall be identical for all cases. 
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Figure 2 Computed hypothetical 
NTA concentration for three differ- 
ent histories of kvariation (see text). 
NTA input is equal for all cases. C,, 
CA,, C,,are steady-state concentra- 
tion for k = 0.023 d-', 0.04 d-' and 
0.006 d-', respectively. 

The situations differ only in their temporal variation of k. 

1. k = 0.023 d-' during the whole period of 60 days 

2. k = 0.04 d-' for the first 30 days and 0.006 d-' for the second 30 days 
3. k = 0.006 d-' for the first 30 days and 0.04 d-' for the second 30 days 

To get the solution of Eq. 21-4 for a time-dependent rate k(t) you could use Eq. 9 of 
Box 12.1. Since in the above examples, k(t) is constant except for an abrupt change 
at t = 30 d, you can also use the solution for time-independent coefficients J and k 
(Box 12.1 , Eq. 6) for the first 30 days and then insert the final concentration as the 
initial value for the second 30 days. The three concentration curves are shown in Fig. 2. 
Their behavior can be understood qualitatively with the following considerations: 

Case 1. This is the reference case which you calculated in Illustrative Example 21.1 
by assuming that the concentration in the lake is at steady-state with the measured 
input. Hence C,, remains constant: C,,, = CNTA(60) = 3.7 x 1R9 M. 

Case 2. Since the steady-state concentration is inversely proportional to k, C(t) 
first drops toward the lower steady-state CA-, which belongs to the rate constant 
k = 0.04 d-l. From Eq. 12-49b: 

C,_= 14.5 

I 
I 
I 
I 
I 
I 

f 
C,= 14.5 

I I 

I 
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13 mol d-' 

150 x 106m3 x 0.04d-' 
- = 2.2 x 1 0 ~ m o l  m-3 = 2.2 x ~ o - ~ M  'NTA ' c =-- 

k A- 

The concentration between t = 0 and t = 30 d is described by (Box 12.1, Eq. 6): 

C( t )  = CA, + ( CNTAo - CA, ) e-' = [ 2.2 + (3.7 - 2.2) e4.04r] x 10-9 M 

which for t = 30 d yields C(30) = 2.65 x ~ O - ~  M. 

During the second months, the concentration increases toward the steady-state C,,, 
which belongs to k = 0.006 d-' and is thus much larger than CA,: 

= 14.5 x 10-6mol m-3 = 14.5 x 10-9M 
13 mol d-' 

150x 106m3 x0.006d-' 
c,, = 

We leave it to the reader to calculate the corresponding solution. At t = 60 d one gets 
~(6-0) = 4 d X  1 ~ 1 4 .  

Case 3. The result of the calculation is shown in Fig. 2.  The final value is 
C(60) = 3.2 x M. 

The above example demonstrates how sensitively the concentration responds to 
changes of I or k. Hence, repeated measurements of C and I are needed to confirm 
the exact size of the degradation rate of NTA in Greifensee, although based on the 
available measurements the existence of some NTA degradation in Greifensee can 
hardly by denied. 

Advanced Topic Nonlinear One-Box Model 

The apparent rates of transformation processes in natural systems are not necessarily zeroth 
or first-order. If the application of a simple model (such as the one-box model) to a real 
environmental system suggests that an internal transformation rate is of second-order, h s  
does not necessarily mean that the underlying process is really of that order. For instance, in 
Illustrative Example 2 1.1 we compared degradation rates of nitrilotriacetic acid (NTA) 
measured in the laboratory at concentrations between 2 x 10-* and 5 x 104 M with rates 
derived from lake data (typical concentration 4 x le9 Mj. The result suggested that the 
(apparent) first-order reaction rate coefficient, kNTA, increases with concentration. This 
seems to point to a reaction of higher than first order, although fiom a biochemical point of 
view we would expect that the degradation of NTA by microorganisms is rather of Michaelis- 
Menten type (see Box 12.2), that is, first order at low concentration and zeroth order at large 
concentrations. As will be indicated in Illustrative Example 21.3, for the case of NTA in 
Greifensee an apparent second-order degradation may result from a combination of the 
mass balance of the microorganisms degrading the NTA with the mass balance of the NTA 
itself. If only the latter is explicitly considered in the model (as is the case in Illustrative 
Example 21 .3), the apparent NTA degradation indeed may be of second order. 

As long as the range of the concentration variation of a chemical is small, the non- 
linearity of reactions is often not recognized; and even if it is, the reaction can 
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sometimes be approximated by a pseudo-first-order reaction. For instance, if the 
actual concentration can be written as small deviations from the mean, 
C, = < + 6 C, , where 6C, << C j  , the second-order reaction: 

(21 -21) 

can be approximated by 

(21-22) 
- -  

z - k r 2 C I ( C I  +6C,)=-i , ,  C, 

where 
n - 
k; ,  = ki2  C j  (2 1-23) 

is the pseudo-first-order rate constant (see also Chapter 12.3). Yet, this approxima- 
tion fails if a model that was calibrated for a narrow concentration range is extrapo- 
lated to another situation in which the concentrations are very different from the 
values used for calibration. 

To illustrate this point, we consider a chemical in a completely mixed reactor (or lake) 
with water exchange rate Q. The chemical is degraded by a second-order reaction (Eq. 
21-21). Compared to Eq. 12-53, the mass balance equation is slightly modified: 

(2 1-24) 

where J ,  = I, I V is the input of the chemical per volume and time, and Cl,,= I, / Q is 
the average input concentration. 

For constant parameters &, C,,,, k12, the solution of the nonlinear differential Equa- 
tion 21-24 is given in Box 21.5. The steady-state, C,,, results from the solution of a 
quadratic equation. It is controlled by the characteristic concentration 

c, * =- k w  (2 1-25) 
k, 2 

which separates two ranges of different behavior. For C, << C:, the in-situ reaction 
is negligible compared to the loss at the outlet. In contrast, for C, >> C,* the reaction 
dominates the removal of the compound from the system. For C,  = C: , second-order 
reaction and loss at the outlet are equal. 

(Text continues on page 974 ) 

Box 21.5 

The dynamic equation (index i omitted for brevity) 

One-Box Model with Water Throughflow and Second-Order Reaction (Advanced Topic) 

(2 1-24) 

(1) 
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with the characteristic concentration c* = k, / k,. Note that the minus sign in front of the square root of Eq. 1 would 
make the concentration C, negative and thus meaningless. 

The relative size of the input concentration, Ci,, and the characteristic concentration, c", determines how C, 
depends on Cin. The two extreme situations are: 

for C ,  << C* 

= [ Cink, / k,]'12 for Cin >> C* 
112 

Cin C * ]  

where we have used the approximation: 

Thus, for small input the compound behaves like a conservative substance (C, = Gin), since the (second-order) 
reaction rate is negligible compared to flushing. In contrast, a large input is balanced by the second-order reaction 
alone, thus C, increases as (Cin)*l2. 

The rate constant k2 and the corresponding (pseudo-)first-order rate constant k, are related by: 

k2C2=k,C 3 k,=k,C (4) 

For C = C* the pseudo-first-order rate constant k, is: 

k, = k, C* = k, ( 5 )  

Hence, c' is that concentration at which removal by flushing and by in situ reaction are equal. For C > C" , 
reaction is the dominant removal process. 

If the actual concentration deviates only little from steady-state, that is, if: 

the change of 6C can be approximated by the linear expression: 

-- d@C) - - ( k W  +2k2C,)6C 
dt 

Thus, according to Eq. 4 of Box 12.1, time to steady-state 

(8) 
k ,  + 2k2C, 7 5 %  = 

depends on C, and thus on the input, J o r  Gin. 
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Illustrative Example 21.3 

Advanced Topic Problem 

Higher-Order reaction of Nitrilotriacetic Acid (NTA) in Greifensee 

In Illustrative Example 21.2 we identified the possibility of a nonlinear (apparent) 
degradation reaction of NTA in Greifensee as one of several sources of uncertainty 
regarding the interpretation of the fate of NTA in the lake. In Illustrative Example 2 1.1, 
we found that at the concentration CNTA = 3.7 x 10-9 M the (pseudo-)first-order rate 
constant is kNTAl = 2.1 x lo-' d-'. From Eq. 21-23 the corresponding second-order rate 
constant would be kNTm = 5.7 x 1 o6 M-' d-* . compare the steady-state concentration 
C N p m  of NTA in Greifensee for an NTA input, &TA, between 1C2 and 10' mol d-I for the 
following three different assumptions: (a) NTA is conservative, @) NTA is degraded by 
a first-order reaction with rate kNTAl= 2.1 x 1 W2 d-', (c) NTA is degraded by an apparent 
second-order reaction with rate kNTAz= 5.7 x 106 M-' d-' . (d) Give a simple argument 
that the real degradation rate can be first-order while the apparent degradation in the lake 
looks like a second-order reaction. 

Answer 

(a) The steady-state concentration for a conservative substance is (Eq. 12-51 with 
k,, = 0): 

C ~ ~ ~ m = C ~ ~ ~ i n = Z ~ T A / Q = ( 3 . 4 ~ 1 0  (a) 5 m 3 d -1 ) -1 ZNTA 

ZNTA in [mol d-'I, C,,, in [mol m-3] 

(b) The steady-state concentration for degradation by first-order reaction is (Eq. 12-5 1 
with hot = kNTA1): 

Note that CC4,- is 10% of Cg4,- and both concentrations are proportional to INTA. 

(c) Degradation by second-order reaction (see Box 2 1 S): the characteristic concen- 
tration is: 

and 

cgAw = 4.0 x lO-"M [-l+(i+ 4cNTAin )"'I 
2 4.0 x lO-"M 

(3) 

The three models are compared in the figure below (note the double logarithmic 
scale). As predicted by Eq. 3 of Box 21.5, if the mean input concentration, CNTA i n ,  is 
much smaller than C* = 4.0 x 10-'oM, then Ck4,- = C,,, in;* that is, NTA behaves 
like a conservative compound. In contrast, for CNTAin >> C , Ck;Am increases as 
the square root of the input. Note that for the three models an interpolation from the 
measured input rate (1 3 mol d-I) to other input rates predict very different CN,,, values. 
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(d) As long as the NTA concentrations in the lake are fairly constant, the biomass 
concentration of the microorganisms that degrade NTA would probably reach a 
steady-state, B, , determined by a growth rate which is proportional to the available 
NTA concentration, C, and a loss rate (flushing through the outlet, sedimentation) 
which is proportional to B, . As a result, B, turns out to be proportional to the NTA 
concentration, C. In turn, the NTA degradation rate is first order with respect to C 
and proportional to the concentration of the degrading microorganisms, B, , thus: 

= -constant c B, = -constant C' 
(%),,,,ation 

since B, is proportional to C. 

input concentration Gin (M) 

NTA input /NTA (mol d-1) 

There are still other causes of nonlinearities than (apparent or real) higher-order trans- 
formation kinetics. In Section 12.3 we discussed catalyzed reactions, especially the 
enzyme kinetics of the Michaelis-Menten type (see Box 12.2). We may also be 
interested in the modeling of chemicals which are produced by a nonlinear autocatalytic 
reaction, that is, by a production rate function, p( C,), which depends on the product 
concentration, Ci. Such a production rate can be combined with an elimination rate 
function, r(C,), which may be linear or nonlinear and include different 
processes such as flushing and chemical transformations. Then the model equation has 
the general form: 
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dc'= p(C,)-  r(C,) 
dt 

concentration ~j Ci-") 

for Ciz): 

with the two solutions: 

Figure 21.6 One-box models de- 
scribed by different production and 
reaction functions, p(CJ and r(Ci), 
respectively (Eq.(,, 21-26). The 
steady-state(s) CCi-, I~ , . . .) are 
given by the crossing points of the 
two functions: ( U )  linear system 
(Eq. 21-4) with one steady-state; 
(b) nonlinear s stem with two 
steady-states ( Ci_ unstable); (c) 
nonlinear system (E% 21-28) with 
two steady-states ( Ctm) stable). The 
dashed r line shows the situation 
when there is no positive Cl':. 

c'z' 

x,  

(2 1-26) 

The functionsp(C,) and r(CJ can be plotted in the same graph (Fig. 21.6). Wherever 
the two curves cross, that is, for concentrations obeying 

P<Ci 1 = r w i  1 (2 1-27) 

the system has a steady-state. Thus, we designate these concentrations by C,(,.), 
where the superscript a serves to number the different steady-states in case there are 
more than one (see Figs. 2 I .6b and c). To exemplify the case shown in Fig. 2 1.6c, we 
can choose the following analytical expressions: 

p ( C , ) = J  Li  and r (C, )  = k, C, 
Ci + J 1 kp 

(2 1-28) 

All parameters (J, kp, k,) shall be positive. p(Ci) describes an autocatalytic 
production function which is first-order at small Ci and zeroth order at large Ci. 
Formally, it looks like the Michaelis-Menten expression (Eq. 12-32), although it 
does not have the same mechanistic basis. 

Inserting into Eq. 21-27 and solving for Ci yields the following quadratic equation 

(21-29) 

The trivial steady-state, C::, simply means that both p(Ci) and r(CJ are zero if the 
concentration Ci is zero. The second solution,C:z), makes sense only if 
k,, > k; otherwise C::) would be negative, that is, the production function would never 
exceed the decay hnction and the concentration would always fall back to zero. 

Steady-states can be stable, unstable, or indifferent. A stable steady-state holds the 
system fast; that is, if the concentration Ci slightly deviates from the steady-state, the 
system reacts such as to bring the concentration back to the steady-state. At an unsta- 
ble steady-state, small excursions are self-perpetuating such that the system moves 
away from its original state. At indifferent steady-states the system does not respond 
to small excursions away from the steady-state. 

To demonstrate the difference between stable and unstable steady-states we compare 
the nontrivial steady states, C;:), of the cases shown in Fig. 2 1.66 and c, respectively. 
Imagine that the actual concentration is slightly smaller than C!?) (i.e., in Fig. 2 1.6 the 
system is to the left of C!:)). Then for case b production p(  Ci) is smaller than decay 
r(Ci). According to Eq. 21-26, Ci decreases and moves even further away from its 
original position until it finally comes to a halt at the other steady-state, C:: = 0. In 
contrast, for case c a slight deviation to the left causes the concentration to grow (p > r) 
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JA JB 

Figure 21.7 Linear one-box model 
for two chemicals with concentra- 
tions CA and CB. JA and JB are ex- 
ternal inputs, kA and kB are the 
first-order output rate constants of 
A and B, respectively, and kMB, 
kB,A the first-order forward and 
backward reaction rate constants. 

until it reaches C::) again. Thus, in case b we find that C::) is an unstable steady- 
state, while in case c it is stable. We leave it to the reader to show that deviations 
from C::) to the right show the same stability behavior (see Problem 21.4). 

It is true that the above considerations and examples given in Fig. 21.6 must look 
somewhat far-fetched in the context of the dynamics of organic chemicals in the 
environment. This is no longer the case for models with more than one variable. 
Such models are often nonlinear and have multiple steady-states. In this respect, the 
purpose of Fig. 21.6 is primarily to open the door to a world of complexity which 
itself leads far beyond the scope of this book. The interested reader is referred to the 
corresponding literature (e.g., Arrowsmith and Place, 1992). 

One-Box Model with Two Variables 

Until now we have dealt with one-box models with only one state variable. Let us 
now look at a model with two variables, say the concentration of two chemicals, A 
and B, where A is transformed into B by a chemical process and vice versa. We 
have already encountered such a model in Section 12.3, where we discussed the 
hydration of aldehydes. In the following, we restrict the discussion to linear mod- 
els with two variables; they exhibit all the important properties of linear multi- 
variable systems. Nonlinear models and models with three or more variables 
quickly become too complicated for an analytical discussion. Such models have to 
be solved numerically. 

The system is shown in Fig. 21.7. It is described by two concentrations (state vari- 
ables), CA and C,, by two zero-order input bct ions,  J A  and J B  (input per volume 
and time), by two first-order output functions, kACA and kBCB (output per volume 
and time), and by the first-order transformations from A to B and vice versa. The 
inputs and outputs can be the sum of two or more processes, for instance, the sum of 
the input through different inlets and from the atmosphere (as in Eq. 21-7a), or the 
sum of the output at the outlet and by exchange to the atmosphere (as in Eq. 21-7b.). 

If there were no transformation between A and B, we could describe each chemical 
separately by a linear one-box equation (Eq. 21-4). However, the chemical reaction 
links the two equations: 

(2 1 -30a) 

(21-30b) 

These are two coupled first-order linear inhomogeneous dlfferential equations 
(coupled FOLIDEs). In their most general form they can be condensed to a form in 
which the right-hand side of each equation consists of not more than three terms, that 
is, an inhomogeneous term, a linear term depending on the first variable and one 
depending on the second variable. This general form and the solution of the system 
for constant coefficients are given in Box 21.6. As it turns out, generally the solution 
is still composed of exponential functions (Eq. 1, Box 2 1.6). 
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Box 21.6 

The system of two first-order linear differential equations has the general form: 

Solution of Two Coupled First-Order Linear Inhomogeneous Differential Equations 
(Coupled FOLIDEs) 

-- dyl - J l  - kllY1 + k12Yz 
dt 

dt 
= J2  + k2,y1 - k2,y2 

Its solutions are determined by two constant terms, ylm and yzm, and by two exponential functions with rates kl and k2: 

The rate constants, k ,  and k,, are the negative eigenvalue of the linear system (see Box 21.8): 

1 
k2 = +41+ k22 + 41 

If k, and k2 are positive, the constant terms correspond to the steady-state values of the system: 

- kZlJl+ 4 l J 2  

41k22 - 42k21 
Y2- - k22Jl+ 4 2 J 2  

4 Ik22 - 42k21 
Ylm = 

The integration constants are (yl0 and y2, are the initial values at t = 0): 

(3) 

(4) 

It can be shown that all the coefficients kij of Eq. 1 are positive or zero, if the model equations result from a mass 
balance scheme. Then k, 2 0, where k ,  is the smaller of the two eigenvalues. By analogy to Eq. 4 of Box 12.1, the 
time to steady-state can be defined by: 

(6) 
6 - 3 

min{k,} - k,, + kZ2 - q t 5 ,  = 
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A full discussion of these models will follow in Section 21.3. At this point we will 
deal only with a special version of Eq. 2 1-30 in which there is no back-reaction from 
B to A and no external input of chemical B. As an example imagine the case of the 
pollution of a pond by a pesticide A that in the water is transformed into another 
compound B that is more toxic than the original compound. For instance, thiophos- 
phoric acid ester is transformed to the corresponding phosphoric acid ester (see 
Chapters 2 and 13). Then it would be important to predict the maximum concentra- 
tions of A and B in the pond and to estimate the necessary time until the pollutant 
concentration has fallen below a certain threshold. Such a case will be discussed in 
Illustrative Example 2 1.4 below. 

First, let us derive the necessary mathematical formalism. Obviously, we could ap- 
ply the equations given in Box 21.6 and the substitution rules of Eq. 21-3 1 for the 
special case JB = 0, kB/A= 0. Yet, a simpler approach makes use of the fact that now 
Eq. 21-30a no longer depends on the second variable C,, hence it can be solved 
independently of the solution of Eq. 21-30b. The result, cA(t), is inserted into 
Eq. 21-30b. Systems which are coupled in such a way are called hierarchical 
(B depends on A, but A does not depend on B). 

If kBiA = 0, the solution of Eq. 21-30a follows from Eq. 6 of Box 12.1: 

(2 1-32) 

where CA, is the initial concentration of chemical A. Inserting this result into Eq. 21-30b 
yields (remember that we assume JB = 0 and kB/A = 0): 

-- dCB - k C + k,,, (CA, - CA,)e-(kA+kA'B)' - kB C, 
dt 'IB Am 

(21-33) 

Thus, we have reduced Eq. 21-30b to the already-familiar case of a FOLIDE with 
variable inhomogeneous term. Its solution is given by Eq. 8 of Box 12.1. If the initial 
concentration of B is assumed to be zero (C,, = 0), we get after some algebraic 
manipulation: 

(2 1-34) 

The above model is applied in Illustrative Example 2 1.4. 
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Illustrative Example 21.4 

p"' 
CI 

cis-l,3-dichloro-l-propene @CP) 
Mi = 11 1 .O g mol-' 
K,M (25OC) = 2.4 bar mol-IL-' 

i = DCP = A  

czs-3-chloro-2-propene- 1-01 (CPO) 
Mi = 92.5 g moll 

K f i  (25OC) = 7.6 x 10-3 bar rnol-IL-' 

i = CPO = B 

First-order rate constant of abiotic 
hydrolysis of DCP at 25OC: kAie = 

0.06 d-' (independent of pH) 
Atmospheric concentrations of DCP 
and CPO are negligible. 

Pond 
Volume V = 5 x 104m3 
Surface area A = 1 x 104mz 
Average throughflow 

Water temperature T = 25" 
Mean wind velocity over pond 
ul0  = 0.5 m s? 

Q = 5 x 103m3d-' 

Fate of a Pesticide and its Decomposition Product in a Small Lake 

Problem 

Due to an accident, ?MA = 30 kg of the pesticide cis-l,3-dichlor-l-propene (DCP) 
finds its way into a small, well-mixed pond. (1) You are asked to estimate how 
long it will take until the DCP concentration has fallen below 1 pg L-'. You also 
worry about the buildup of cis-3-chloro-2-propene-I -01 (CPO), the product of 
abiotic hydrolysis of DCP. (2) What maximum concentration of CPO do you ex- 
pect in the pond and (3) what is its concentration at the time when the concentra- 
tion of the original pollutant (DCP) has fallen below 1 pg L-'? 

Answer 

Since there is no back reaction from B to A, the resulting differential equations are hier- 
archical. Furthermore, since after the accident the input of A and B is zero, the inhomo- 
geneous terms JA andJB (see Eq. 21-30) are zero. The initial concentrations are: 

= 0.6 g m-3 = 600 pg L-' 
M A  = 30 x 103g 
V 5x104m3 

CA, = - 

Thus, Eqs. 21-32 and 21-34 can be simplified to: 

where kAIB = 0.06 d-', k,  = k,  + kA a l w ,  kB = k,  + kB alw 

= 0.1 d-' 
Q 5x1O3rn3d-' 
V 5x104m3 

and k = - =  

The only parameters to be determined are the air-water exchange rates, 
kA a lw and k, a l w  . 

For the wind velocity ul0 = 0.5 m s-l, we get from Table 20.4: 

'water a = ( 0 . 2 ~ ~ ~  + 0.3)cm s-l = 0.4 cm s-l 

vW(Sc = 600) = 0.65 x 1 0 - 3 ~ m  s - ~  

We approximate the relative diffusivities in air and water by Eqs. 18-45 and 18-55, 
respectively: 
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0.335 0 335 

= 0.65 x 10-3cm s-'[$) 

0.67 

= 0.65 x W3cm s - ' [ ~ )  Mco, 

Applied to DCP and CPO: 

vdcm s-') K~~~ v! ia - v .  - ra K .  iaiw Viw v i d w  (Eq. 20-3) 
(at 25°C) (cm s-l) (cm s-') (cm s-') (m d-') 

DCP (A) 0.22 0.1 0.022 0.48~10-~  0.47~10- 0.41 

CPO (B) 0.23 3 . 1 ~ 1 0 ~  7.1 x 1 0-5 0.51~10-~  6.3x10-' 0.054 

By analogy to Eq. 21-8c, we get: 

0.4 1 md-' 0.4 1 md-' 
= 0.082 d-' - - 

A,IV 5 m  k A a / w  = 

= 0.01 1 d-' 
0.054 md-' 

5 m  k~ alw = 

Hence, the rates appearing in Eqs. 1 and 2 are: 

4 E k, + k,,, = k, + kA 

k, 

+ k,,, = (0.1 + 0.082+ 0.06)d-' = 0.24 d-' 

k, = kw + k, a,w = (0.1 + 0.01 1)d-I = 0.11 d-' 

(1) How long does it take for CA to drop below 1 mg L"? 
From Eq. 1: 

(2) At time tA ,  CB(t) has reached the value (see Eq. 2): 

c B < t A > =  - kA,B c A o ( e - k 2 t ~  - e - k , t ~  

4 -  k2 

0.06 
0.13 

- -  - 600 pg L"[exp (-0.11 x 27) - exp (-0.24 x 27)] 

~ 2 7 7  ~gL~'(0.0513-0.0015)=13.8 pg I,-' 

( 3 )  The maximum value of CB(t) is reached when: 

--- dCB - kA/B C,o[-k2e-k" + = 0 
dt 4 - k 2  
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This expression is zero if: 

k, e-k,t = ,$ e - k ~ t  

Solving for t and calling this time t, yields: 

1 In =- tB=- 1 [k2) l n ( z ) = 6 . 0 d  
4 - k 2  0.13d-' 

Inserting time tB into Eq. 2 yields the maximum value of C,: 

0.06 
0.13 

C, ( tB = 6.0 d) = - 600 pg L-'[exp (-0.22 x 6) - exp (-0.24 x 6)] = 77.5 pg L-' 

The temporal development of CA and CB is shown in the figure below. 

1000 

100 

10 

1 

0 tg 20 

time since accident t (d) 
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useful for describing systems consisting of two spatial subsystems which are 
connected by one or several transport processes. The mass balance equations for the 

Two-Box Models 

box 1 
7 volume V, 7 

011 

x* CI1 =c,1 Z-Y 

f 1 4  

individual boxes look like Eq. 21-1 with the addition of terms describing mass 
.q1 fluxes between the boxes. Each box can be characterized by one or several state 

variables. Thus, the dimension of the system of coupled differential equations is the 
product of the number of boxes and the number of variables per box. 

Figure 21.8 Two-box model of two 
completely mixed From a mathematical point of view, the distinction between boxes and chemicals is 
compartments. Definition of sub- not relevant. In fact, a one-box model with two chemicals and a two-box model with 

+ I S 1  

J i__, 
X,-Cl2 -c,2 z=Y 

A 
* box2 

volume V, A 

scripts: first subscript (i orj) designs one chemical lead to the same system of differential equations. Therefore, Box 2 1.6 
the compound, the second ( 1  or 2) 
the box. Transfer fluxes Tcany three 
subscripts. For instance, T,,, de- 
scribes the interbox flux of variable i Linear Two-Box Model with One Variable 
from box 1 to box 2. X and Y denote 
other chemicals which are not state The mass balance equations of the two boxes 1 and 2 are an extension of Eq. 2 1-1 : 
variables. 

also helps in solving a linear two-box model with one variable. 

subscript designating the box number. It is placed after the index i which refers to the 

Depending on the physical nature of the boxes, the fluxes can depend either on the 

chemical. In addition, the model includes the interbox fluxes Flap where i designates 
the chemical and the pair ap indicates that the flux occurs from box a to box p. 

012 

dC;, 1 - (Iil -oil - mzl +Eel  - T,,, + T,,, j dt V, 

dC;, 1 - (I. 12 -0 12 - E R i , + E e 2 - T , 2 1 + q 2 )  dt V, 

(2 1 -3 5a) 

(2 1 -3 5b) 

The model is linear, if all terms are linear functions of the concentrations Cil and Ci2. 
For the transfer mass fluxes, r.,2 and 7).21, this implies that the fluxes are proportional 
to the concentration in the box from which the flux originates. These flux terms 
couple the two differential equations. 

As a first example we analyze a system consisting of a completely mixed wate 
volume in contact with a finite and completely mixed air space (Fig 21.9). The twc 
compartments can have a throughflow (of air or water, respectively). This particula 
setup could be anything from a large drinking-water cavern to a glass flask with : 
head space filled with air to measure the Henry’s law constant (Section 6.4). Wc 
analyze the concentration of a volatile compound, such as tetrachloroethene o 
benzene, in both water and air, C,, and Cia. 
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I va 1 I box 1 (air) 

Figure 21.9 Linear two-box model 
for a volatile compound in a coupled 
air-water system. Box 1 is the air 
volume ( 1  = a), box 2 the water vol- 
ume ( 2  E w). Both volumes (V, and 
V,) are flushed by the volumetric 
rates, Q, and Q,, respectively. The 
system is described by Eq. 21-38. 
See text for further explanations. 

I Ci a I I 
I I t  I I 

rw 
box 2 (water) "w I 

In this example the subdivision of the system is obvious since the air-water interface 
clearly defines the boundary between the two boxes. In Chapter 20 we learned that 
independently of the specific air-water exchange model used, the exchange across 
the interface is always described mathematically by Eq. 20-1. This expression can be 
separated into two unidirectional fluxes with the form: - 

T l z ~ T .  raw = v .  ra lw - cia A, [M T-'1 
K i a l w  

(2 1 -36a) 

(21-36b) 

where, according to Figure 21.9, box 1 corresponds to the air space (1 a) and box 
2 to the water volume (2 = w). Kialw is the nondimensional Henry's law constant, 
and A, is the interface area. We assume that the substance is conservative (non- 
reactive) in both boxes. There can be a through flow in both systems (air and water 
exchange rates are Qw and QJ as well as an external input described by the respective 
input concentrations, Ci: and C2t.  

Mass balance of compound i in the coupled air-water system is expressed by: "i Q a C t - Q a C i a - V i a / w  ' 0 -  C i a  + V i a / w  Ao C i w  (2 1 -37a) 

(2 1 -37b) 
K i a  / w 

C i a  V i a / w  A o  C i w  

'Ciw 1 
- Qw CL$ -Qw Ciw + V i a l w  Ao-- 

dt Vw K i a l w  

We introduce the following rate constants: 

kqa = - Qa specific exchange rate of air volume 
"a 

kqw = - Qw 

kair 'ialw specific rate of air-water exchange for air volume 

specific exchange rate of water volume 
V W  

r a l w  - 
h a  

k,water - 'ia/w specific rate of air-water exchange for water 
ra lw  

h W  
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ha = V, I A ,  and h, = V, I A, are mean depth of the air and water box, respectively. 
Inserting into Eq. 2 1-37 and rearranging the terms yields: 

- dCiw - - k,, Clt  + - k,:;f'z C,, - ( k,, + kia/w water ) Ci, 

dt Kia/w 

(21-38a) 

(21-38b) 

The equations are linear and of the same form as Eq. 1 of Box 2 1.6. 

As a special case we consider the situation where the chemical enters the system 
through the air (Cli," # 0, C:: = 0). Then the steady-state solution of Eq. 21-38 is: 

(2 1 -39a) 

(2 1 -3 9b) 

Note that if the flushing rate in the water compartment is not zero (k,, > 0), C,: is 
smaller than Cl:. Furthermore, the concentration ratio at steady-state, Cly / Cz , is 
larger than the chemical equilibrium (which is Kla,w). An application of that model 
is given in Problem 21.6. 

Linear Two-Box Model of a Stratified Lake 

As a second example of a two-box model we discuss the case of a stratified lake 
which is divided into the surface layer (epilimnion E, box 1) and the deep-water 
layer (hypolimnion H, box 2). The model and its parameters are shown in Fig. 21.10. 
It includes the following processes (numbers as in the figure): 

1. Input of compound by inlets and other sources: The parameter 11 (01 q 51) 
defines the fraction of the input going to the hypolimnion 

2. Air-water exchange at the water surface 

3. Loss of chemical at the outlet of the lake 

4. Chemical reaction in the lake; the rate constants in the epilimnion and hypolimnion 

5. Loss of chemical to the sediments (sedimentation) 

6. Two-way mass exchange across the thermocline (i.e., across the interface be- 

The mass balance equations for the epilimnion and hypolimnion look like Eq. 21-38, 
except for the air-water exchange fluxes which are replaced by the vertical fluxes 
across the thermocline, TiEH and T, HE. According to the general form of mass transfer 
models (Eq. 18-4), we can express these fluxes as: 

(kirE and kirH) may be different 

tween epilimnion and hypolimnion) 

T E H  = V,,A*C~E ; T H E  = v,,A*C~H [M T-'I (2 1-40) 
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Figure21.10 Two-box model for 
stratified lake. The numbered pro- 
cesses are: ( 1 )  input by inlets (q is 
relative fraction of input going to 
the hypolimnion), ( 2 )  air-water 
exchange, (3)  loss at the outlet, (4) 
loss by in situ chemical transfor- 
mation (chemical, photochemical, 
biological), (5) flux on settling 
solid matter, (6) exchange across 
the thermocline. See text for defi- 
nition of parameters. Note that the 
substance subscript i is omitted 
for brevity. 

thermocline area Ath 

where vex is the exchange velocity and Ath the thermocline area. Unlike the case of 
air-water exchange, vex does not usually depend on the chemical i, since it results 
from the (turbulent) exchange of fluid elements between the two boxes. As shown in 
Illustrative Example 19.1, we can either interpret vex as a volumetric exchange rate 
of water per unit time, Qex: 

-2 Q e  [LT-'1 
Vex - 

A* 
(2 1-4 1) 

or visualize the thermocline as a bottleneck boundary with thickness &, and (turbu- 
lent) diffusivity Eth, which, in analogy to Eq. 19-4, leads to 

-- E' [L T-'1 
"ex - 

6th 
(2 1-42) 

If the size of vex cannot be determined by fitting the two-box model to observed 
concentration profiles, then Eq. 21-42 is the appropriate expression to estimate this 
model parameter (see Illustrative Example 19.1). 

The vertical mass fluxes caused by the settling of suspended matter (process 5 in 
Fig. 21.10) are relevant whenever the chemical i is either incorporated in the 
suspended particles or sorbed to their surface. A thorough discussion on particle 
settling will follow in Chapter 23. At this point we just note that the total flux per 
unit time leaving the epilimnion can be written as: 

S,:' = v A, (1 - AWE) C, [ M T-'1 (2 1-43) 

where vSE [L T-'1 is particle-settling velocity in the epilimnion 

A ,  [L21 is surface area of the lake 

&WE [-I is the dissolved fraction of chemical i in the epilimnion 
(Eq. 9-12) 
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Due to the funnel-like shape of the lake basin, only the fraction (Ath/&) of the flux is 
received by the hypolimnion while the rest of the material is added to the sediment 
column which is directly exposed to the epilimnion. Thus, the corresponding input 
into the hypolimnion is: 

s i g  = vsE (I-AwE) ciE (2 1-44) 

where A ,  is the lake-cross-section at the thermocline. Finally, the flux from the hy- 
polimnion to the hypolimnetic sediments is 

'i;' = sH (l- J w H )  cl, (2 1-45) 

where the definitions are analogous to Eq. 21-43. All these mass fluxes now can be 
combined into the mass balance equations of CiE and C,. The resulting expressions 
are summarized in Box 21.7. 

The equations given in Box 21.7 are general. Often, one or several of the described 
processes are absent, that is, some of the terms disappear. In this respect Box 21.7 
serves as the starting point from which simplifications can be easily made. The pro- 
cedure is demonstrated in Illustrative Example 21.5, in which we analyze the fate of 
tetrachloroethene in Greifensee. In addition, in Problem 21.7, we take another look 
at the distribution of NTA in the same lake. 

(Text continues on page 990 ) 

Box 21.7 

The mass balance equations for the epilimnion and hypolimnion are (see Eq. 2 1-35 and Fig. 2 1.10) 

Linear Two-Box Model for Stratified Lake 

The numbers below the different terms refer to the processes identified by the same numbers in Fig. 21.10. The 
various rate constants (all with dimension T1) are defined by: 

kwE = - Q flushing rate of epilimnion 
VE 

V i a / w  air-water exchange; h, = VE/Ao mean depth of epilimnion 
k i a l w  = J;wE--  - AWE 

hE VE 

removal with particles from the epilimnion (see Section 23.2) 
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loss with particles falling into the hypolimnion 

'isH=-'sH('-JwH) A* removal with particles from the hypolimnion 

chemical, photochemical, and biological transformations in the epilimnion 
and hypolimnion, respectively 

VH 

X w E k i r E  9 i w H k i r H  

loss from epilimnion by mixing across thermocline 

loss from hypolimnion by mixing across thermocline 

Note that in the above definitions we assume that air-water exchange is due to the dissolved fraction of the 
chemical i, sedimentation is due to the particulate fraction ([ l--LwE], [ l-xwH]), and the chemical transformation 
affects the dissolved fraction only. The latter can be easily extended to include transformations of the sorbed frac- 
tion. 

The solution of the coupled differential equations follows from Box 2 1.6 with the following definitions 
(1= epilimnion, 2 = hypolimnion): 

'itot Cia J1 = (1 - q)- + kialw - 
VE Kia/w 

Iitot J 2 = q - -  
VH 

Illustrative Example 21.5 Tetrachloroethene (PCE) in Greifensee: From the One-Box to the Two-Box Model 

Problem 

In Box 21.2 we analyzed the dynamics of PCE in Greifensee and found that the air- 
water exchange velocity, v , a / w ,  which explains the observed concentration, turned 
out to be unrealistically small. One reason could be that the lake is stratified during the 
summer and thus the surface concentration of PCE, which determines the size of both 
air-water exchange and loss at the outlet, is overestimated. Use the physical character- 
istics of Greifensee listed in Table 21.1. Total input of PCE is I,,,, = 0.90 mol d-'. The 
PCE concentration in air is smaller than 10-' mol m-3. Note that the air-water 
exchange velocity of PCE at ul0 = l m  s-l is v,,,, = 4.9 X 10-6 m s-l (Table 21.1). 
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CI Calculate the steady-state concentrations of PCE during stratification, 
CI CP., and CP-, , for the following two cases: (1) all the input of PCE is in the epilim- 

nion; (2) all the input is in the hypolimnion. Neglect the (small) discharge of water 
that brings the PCE to the hypolimnion. 

tetrachloroethene 
W E )  

M j  = 165.8 g rnol-' *INwer 

aiw = 0.73 at 250c The two cases differ only in the size of the parameter q (case 1 : q = 0; case 2: q = 1). 
Most of the terms in the differential equations 1 and 2 of Box 2 1.7 are zero. The 
remaining ones are: 

0.90 mol d-' 
( 1 - q ) k  = (1- fl) =(1-f l )x1.80~10-~mol rnu3d-' 

VE 50 x 106 rn3 

'itat 0.90mol d-' 
= q x0.90x10-8mol mb3d-' 

'-=' 100x10 m VE 

Q 0.34 x 106m3d-' 
V, 50x106m3 

= 6.80 x 10-3d-1 k =-= 
WE 

V i a l w A o  4.9 x 1O4m s-' 8.6 x 106m2 
= 8.43 x lO"s-' = 7.28 x 10-2d-' kialw =-- - 

VE 50x106m3 

0.05 md-' 7.5 x 106m2 
50x106m3 

= 7.50 x 10-3d-' k - Vex', - 
exE 

VE 

v A, - 0.05 md-' 7.5x106m2 
k =L - = 3.75 x 1 0 - ~  

100 x 106 rn3 exH 
VE 

Note that the atmospheric PCE concentration is so small that the input from the 
atmosphere can be neglected. 

The coefficients of the coupled linear differential equations of Box 21.6 become: 

J1 =(l-q)x 1.8~10-~molrn-~d- '  

J ,  = q x 0.9 x 10-8mol m-3d-' 

k,, =kwE +kralw +kexE =(6.8+72.8+7.5)X10-3d-' =87.1X10-3d-' 

k,, = kexE = 7.5 x 10-3 d-' 

k,, = kexH = 3.75 x 10-3 d-' 

k22 = kexH = 3.75 x 10-3 d-' 
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Useful quantity: kl1k2, - k12k2, = 2 . 9 9 ~  104d-' 

Case a: Input into the epilimnion (q = 0) 

From Box 2 1.6 with J2 = 0: 

3.75 x 10-3d-1 1.8 x lO-'mol m-3d-1 = o.23 104mol m-3 k22 J1 - - c1; = 
kll k22 - 4 2  k21 2.99 x 104d-' 

c1; = k21 J1 = Ci; (since k2, = k Z l )  
41 k22 - 4 2  k21 

At first sight, the result is puzzling, and it becomes even more so if we calculate the 
corresponding steady-state concentration of the one-box model using the same lake 
parameters. From Eq. 7 of Box 12.1 : 

0.6 x 10-'mol m-3d-1 
2.3 x 10-3d-' + 24.3 x 10-3d-1 

- - = 0.23 x 10" mol m-3 cl- = 'it,, J V 

k: + ki*,,, 

Note that k: and ki*,,, are one-third of 
the total volume instead of the epilimnion volume. 

and kid,, respectively, since they refer to 

Hence, the one-box and two-box models yield the same result. There is a simple 
reason for that. Since the only removal processes of PCE act at the lake surface, at 
steady-state the surface concentration in both models (Cmfor the one-box model, 
Cii for the two-box model) must attain the same value to compensate for the input 
4. tot. Furthermore, since the hypolimnion has neither source nor sink, the net 
exchange flux across the thermocline must be zero, and this requires Ci, = Ci,. 

As discussed below (Illustrative Example 2 1.6), the real advantage of the two-box 
model is the description of the transient behavior of the concentration. That is, such 
models allow us to examine the dynamic change from the initial value to the steady- 
state, rather than the computation of the steady-state itself. 

Case b: Input into the hypolimnion (q = 1) 

From Box 21.6 with J1 = 0: 

= 0.23 x 10"mol m-3 4 2  J 2  - - 7.5 x 10-3d-1 0.9 x lO-'niol m-3d-1 cw = 
i E  2.99 x 10"d-2 41 k22 - 4 2  k2, 

= 2.6 x 1O"mol m-3 
- 87.1~10-~d- '  0.9xlO-'rnol mm3d-' 

4 1  J 2  - m c,, = 
4 1  4 2  - k12 k21 2.99 x 104d-' 

The average concentration in the lake at steady-state is: 
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1 
V 

- ci = - (V& + vnc;) = 1.8 x 106mol In-3 

The following table summarizes these results: 
- 

(values in 1 0 ~  mol m-3) GP-, c,; Ci 
- 0.55 

- 0.23 

input in E 0.23 0.23 0.23 

Measured - 

Calculated 1 -box model - 

2-box model 

input in H 0.23 2.6 1 .a 
From this value the air-water exchange velocity was calculated as v,~, ,  = 0.15 m d I .  Calculated 

with realistic air-water exchange velocity of vldW = 0.42 m d-’ . 

One could try to determine q such that the mean concentration c, calculated with 
the realistic air-water exchange velocity, corresponds to the measured value. In fact, 
PCE in Greifensee is never at steady-state. Thus, rather than trying to optimize q, in 
Illustrative Example 21.6 we will analyze the dynamic behavior of the PCE concen- 
tration in the lake under the influence of changing stratification regimes. 

Linear Two-Box Models with Two and More Variables 

From a conceptual point of view, nothing new is needed to further extend the above 
approach. For instance, the one-box model with two variables shown in Fig. 21.7 
can be combined with the two-box (epilimniod hypolimnion) model. This results in 
four coupled differential equations. Even if the equations are linear, it is fairly com- 
plicated to solve them analytically. Computers can deal more efficiently with such 
problems, thus we refrain from adding another example. But we should always 
remember that independently from how many equations we couple, the solutions of 
linear models always consist of the sum of a number of exponential terms which 
have exactly one steady-state, although it may be at infinity. In Section 2 I .4 we will 
discuss the general structure of linear differential equations. 

Nonlinear Two-Box Models 

The world of linear models is mathematically simple and transparent. There is no 
room for surprises. We could even say (without questioning their analytical power) 
that linear models are simple-minded and a little bit boring. Natural systems are not 
linear, although under certain conditions and within a limited range of variation their 
behavior can be approximated by linear equations. If we include nonlinear elements, 
the evolving properties of models may become extremely complex and puzzling. 
They may have multiple steady-states to which the system may be attracted or 
around which it may circle in endless loops. The direction in which a model moves 
may strongly depend on its initial state, that is, on the initial size of the variables. As 
demonstrated by the simple examples of Fig. 2 1.6, some of the steady-states may be 
stable and “attract” the system; others are unstable. In systems with three and more 
dimensions, new types of behavior and steady-state points evolve, such as strange 
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attractors. As nicely demonstrated by Lorenz (1 963) for the case of modeling the flow 
in the atmosphere, a set of just three nonlinear differential equations is sufficient to 
produce chaotic behavior. This means that it may be impossible to predict the behavior 
of the system over longer time periods, since tiny differences in the initial values may 
lead to very different system states after some time. The interested reader is referred to 
the vast literature on nonlinear systems ( e g ,  Arrowsmith and Place, 1992). 

Dynamic Properties of Linear Multidimensional Models 

In this final section we no longer distinguish between boxes and variables. We just 
consider the total number of system variables. For instance, a system with four 
variables (that is, a four-dimensional system) can either describe four chemical 
species in one box, two chemical species in two boxes, or one species in four boxes. 
Only linear systems are discussed; multi-dimensional nonlinear systems can be 
extremely complex and do not allow for a short and concise systematic discussion. 

Linear n-Dimensional Systems and Their Eigenvalues 

In Illustrative Example 21.5 we discussed the behavior of tetrachloroethene (PCE) 
in a stratified lake. As mentioned before, our conclusions suffer from the assumption 
that the concentrations of PCE in the lake reach a steady-state. Since in the moderate 
climate zones (most of Europe and North America) a lake usually oscillates between 
a state of stratification in the summer and of mixing in the winter, we must now 
address the question whether the system has enough time to reach a steady-state in 
either condition (mixed or stratified lake). To find an answer we need a tool like the 
recipe for one-dimensional models (Eq. 4, Box 12.1) to estimate the time to steady- 
state for multidimensional systems. 

We restrict our discussion to those systems of n linear differential equations that evolve 
from the construction of mass balance models for one or several chemicals in one or 
several environmental compartments (boxes). Such systems are always of the form: 

-- dyl - J , - k , , y , + k I 2 y 2 +  ..... 
dt +‘In Yn 

..... ... 
(21-46) 

All the coefficients kap (where a, p run from 1 to n)  are positive or zero. Note that in 
analogy to the two-dimensional system introduced in Eq. 1 of Box 21.6, we define 
these equations such that the diagonal coefficients (the kas with a = p) have a negative 
sign while all off-diagonal coefficients (a f p) have a positive sign. The terms 
“diagonal” and “off-diagonal’’ are used since the k-values can be written as a square 
matrix with size (n  x n) in which the k,,’s are positioned in the diagonal of the matrix: 
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K =  

...... ‘1 n 

k,, -k22 k2n 

k,, k,, ...... -km 

-kll k12 
...... 

In textbooks on linear algebra and dynamical modeling, it is shown that the 
eigenvalues 3L of such matrixes are negative or zero (see, e. g., Arrowsmith and 
Place, 1992). Eigenvalues and eigenfunctions of quadratic matrixes are defined 
in Box 21.8. 

The solutions of Eq. 2 1-45 are always of the form: 

n 

...... n (2 1-48) 

Here y: and A,, are constant coefficients which depend on the matrix K, on the 
inhomogeneous terms J,, and, for the case of the AUp’s, on the initial values of the 
variables, Y:. The k, are the negative eigenvulues of the matrix K. As mentioned 
above, these eigenvalues are negative or zero, so that the k, are positive or zero: 

k, 10, a = l..... n (2 1-49) 

In the context of our discussion, the value of Eq. 21-48 is not to solve Eq. 21-46 
explicitly, but to discuss some general properties of the solution. We start with a 
model for which all J, are zero. In Box 12.3 we called this model homogeneous. 

(Text continues on page 995) 

Box 21.8 

The system of n linear coupled first-order differential equations (Eq. 21-46) can be written as a matrix equation: 

Eigenvalues and Eigenfunctions of Linear Systems 

where 

dt 

The matrix K is defined by Eq. 21-47. Its eigenvulues A.,, A,, .... A. are the solution of the determinant equation: 
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where det( ...) means determinant of (...). Eq. 3 is a polynomial of order n. If kup I 0,  it has the n solutions 
A,, h2, ... A,. For simplicity we consider only the case where all h, are different (no multiple eigenvalues). 

The central idea for solving Eq. 1 can be explained without the details of the mathematical formalism. With an 
appropriate linear combination of the variables y ,  we can define new variables z, (called eigenfunctions) such that 
the resulting differential equation is: 

d z  
-= J * + A . z  
at 

The matrix A is diagonal with the eigenvalues A, along the diagonal: 

(4) 

J* is the vector of the transformed inhomogeneous terms. With the special form of A, Eq. 4 decays into n uncoupled 
differential equations: 

~ = J ; : + A , z ,  , a=l ,  ... n (6) 
dt  

which can easily be solved with the equations given in Box 12.1: 

For ha < 0, z,(t --+ 00 ) converges toward(-./; / A,). By applying the reverse transformation one gets the original 
variables y ,  ( t )  from the functions z ,  ( t ) .  

To demonstrate the power of this seemingly abstract procedure, we apply it to the homogeneous forward/ backward 
reaction we discussed in Chapter 12 (see Eq. 12-16). By replacing [A] and [D] by y ,  and y,, respectively, we get: 

9 = -k,y, + k,y ,  
at 

dt 
dY2 - - - 4 Y l  -k,Y2 

Thus: 
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Equation 3 becomes: 

1 y: h2A = (A + k, ) (h + k,) - kl k, = A2 + h ( kl + k,) = 0 

with the solution (eigenvalues) A, = 0, A, = -(h + k , ) .  

Next, we have to find the new functions z, whose dynamic equations have the simple form of Eq. 6. There are 
algebraic recipes for how these eigenfunctions can be derived (see any textbook on linear algebra), but we skip this 
tedious calculation. Let us assume that we just found out by intuition that the following functions do the job: 

z1 = Y1+ Y2 

2 2  = hY1 -k,Y2 

The dynamic equations of z, can be calculated from Eq. 8: 

Since hi = 0, Eq. 1 la  can also be written as: 

and the second equation is: 

-- dz2 --A2 z2  
dt 

The solution of these equations is: 

z,(t) = zp = yp + y; 

z,(t)  = zi e-A2t = ( k ,  yp - k, y,”) e-A2r 

The inverse transformation of Eq. 10 is: 

Inserting the solution for the variables zi ( t )  from Eq. 13 yields: 
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which can also be written as: 

Correspondingly, 

The steady-state values are 

kl 
kl + k2 

k y ;  =- (YP+Y$ y ;  =2 ( Y P + Y Y )  3 

kl + k2 

They are equivalent to the result derived in Chapter 12 (Eqs. 12-21 and 12-22). 

Homogeneous system (all J, are zero). An example of a two-dimensional homogeneous 
system is the first-order reversible reaction between two chemical species discussed in 
Chapter 12 using the example of the hydration of an aldehyde (see Eq. 12-16). Again, 
matrix theory provides us with a very useful rule which states that for such systems the 
resulting matrix is singular (that is, its determinant is zero, see Box 21.8) and thus at least 
one eigenvalue must be zero. Furthermore, in Eq. 2 1-48 all y: are zero. 

Let us assume that we can number the eigenvalues such that hl = -k, = 0 and all other 
eigenvalues are negative. Then for large times t, Eq. 21 -48 approaches the steady-state 

y,(t  + -) --= y,“ = A,, (21-50) 

since all the other terms contain an exponential function of the form e-kcxt which for 
positive k, goes to zero if t + . 

We have to remember that one does not usually calculate the steady-state values by 
hand by solving Eq. 21-46 explicitly. However, our general discussion helps to 
decide whether such steady-states exist and how long it takes to reach them. Since it 
is the exponential function with the smallest k, value which decreases most slowly 
we conclude that, in analogy to Eq. 4 of Box 12.1, the overall time to steady-state of 
the system is determined by - 

3 

min { k, } t5, = 

where min { k,) means the smallest of all k, values except k ,  = 0. 

(21 -5 1) 

Furthermore, let us assume that the coefficients are numbered such that k2 is the 
smallest one. Now it could be that for some variable y,, the coefficient A,, which 
according to Eq. 2 1-48 links the solution y,(t) to the particular exponential function, 
exp(-k,t), is zero or very small. Then for that state variable, y,, the slow disappearance 
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of exp(-k,t) is not relevant for its time to reach steady-state. In other words, while 
Eq. 2 1-5 1 gives an overall time to steady-state, individual variables may react faster. 
Mathematicians have developed tools to analyze in detail the approach of the system 
toward its steady-state. Their key instruments are the eigenfunctions. Generally, every 
eigenvalue has its proper eigenfunction. The interested reader will find more in 
Box 21.8. 

Inhomogeneous systems. If Eq. 21-46 is an inhomogeneous system, that is, if 
at least one J, is different from zero, then usually all eigenvalues are different 
from zero and negative, at least if the equations are built from mass balance 
considerations. Again, the eigenvalue with the smallest absolute size determines 
time to steady-state for the overall system, but some of the variables may reach 
steady-state earlier. In Illustrative Example 21.6 we continue the discussion on the 
behavior of tetrachloroethene (PCE) in a stratified lake (see also Illustrative 
Example 2 1.5). Problem 21.8 deals with a three-box model for which time to steady- 
state is different for each box. 

Illustrative Example 21.6 Dynamic Behavior of Tetrachloroethene (PCE) in Greifensee 

In Illustrative Example 2 1.5 we calculated the steady-state concentrations of tetrachlo- 
roethene (PCE) in the epilimnion and hypolimnion of Greifensee for two different 
input situations. In case a, all the PCE is put into the surface water (epilimnion) where- 
as in case b the PCE is added only to the hypolimnion. In reality, Greifensee is not 
stratified during the whole year. Periods of stratification during the warm season are 
separated by periods of complete mixing (winter). Thus, the lake switches between 
two distinctly different stages. It seems that the steady-state considerations made in 
Illustrative Example 21.5 do not adequately reflect the real behavior of Greifensee. 

Problem 

Calculate the dynamic response of PCE concentrations in Greifensee provided that 
PCE input occurs only to the hypolimnion (case b of Illustrative Example 21.5). 
Assume that all parameters (flushing rate, air-water exchange velocity, PCE input) 
are held constant except for vertical mixing. Assume that the latter switches 
between a period of stagnation (duration 9 months, turbulent velocity vex = 0.05 m d-l 
as in Table 21.1) and complete mixing (duration 3 months, vex -+ -). Start the 
calculation at the beginning of stagnation and assume Ci = CG = 0. Extend the 
calculation over two stagnation periods which are interrupted by a mixing period. 
Does PCE reach an approximate cyclic steady-state? Assess the typical response 
time during both periods. 

Answer 

The negative eigenvalues of the two-dimensional matrix are given by Eq. 3 of Box 2 1.6: 

I - 

k, ,  - k,,)2 + 4k12k,,]’ , a = 1,2 
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The box numbers are 1 for the epilimnion and 2 for the hypolimnion. From Illustra- 
tive Example 21.5 we get the following numbers (units lOP3d-'): 

kll=87.1, k,,=7.5, k,,=3.75, kz2=3.75 

1 
2 

Thus, k, = - [90.85T84.0] x 10-3d-' 

k, = 3.41 x 10-3d-' ; k, = 87.4 x lO-?d-' 

In order to understand the physical meaning of the eigenvalues we compare them 
with the rates characterizing the two-box model (see Illustrative Example 21 3. 

k, = kexH: Corresponds to the water exchange rate in the hypolimnion due 
to vertical exchange with the epilimnion 

k, = I$,  = k,, + kalW + kexE : Corresponds to the total removal rate of PCE in 
the epilimnion due to the combined action of flushing, air-water 
exchange, and vertical mixing 

At the end of stagnation (time tSt = 9 months = 270 d), the exponential functions in 
Eq. 2 of Box 21.6 are: 

e-&ltSt = exp (-3.4 1 x 10-3 x 270) = e-0.92 = 0.40 

e-k2rst = exp(47.4 x 10-3 x 270) = e-23.6 = 5.6 x 10-" 

Thus, at the end of the stagnation period, the second eigenvalue has completely lost 
its influence on the behavior of the system. Therefore, it is not necessary to calculate 
the coefficients A,, and A,, of Eq. 2 (Box 21.6). 

For case b of Illustrative Example 2 1.5 we have: 

J1 = 0, J2  = 9.0 x 10-9mol m-3d-' 

From Eq. 5 (Box 2 1 .6), with yp = y ;  = 0 and with the steady-state values calculated 
in Illustrative Example 21.5 (case b): 

y; = C; = 0.226 pmol m-3 

y: = C i  = 2.63 pmol m-3 

we get (kij, q in [10-3d-'], C in [pmol m-3]): 

1 1 
4 84 

A, = -[ + ( k, - k 2 )  C; - k,2 C i ]  = - [ (87.1 - 87.4) X 0.226 - 7.5 x 2.631 

= - 0.236 (pmol m-3) 
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A,, = -[-k,, 1 C; +(kZ2 - k , )  Cg] = -[-3.75 1 x 0.226 + (3.75 - 87.4) x 2.631 
4 84 

= - 2.63 (pmol m-3) 

Thus, at time tst = 9 months (end of stagnation) the concentrations are: 

CE(tst) = C; +A, ,  e-kltst = (0.226 - 0.236 x 0.4) x 10"mol m-3 

= 0.132 pmol m-3 

CH(tst)= C i  +A,, e-klfsl = (2.63-2.63~0.40)xlO-~mol m-3 

= 1.58 pmol m-3 

Since it is assumed that mixing sets in at once, the initial concentration in the mixed 
lake is the weighted average of CE(tst) and CH(tst). From Table 21.1 the relative 
volume fractions are V,/V= 1/3, V,/V= 2/3, thus: 

Cmix(tsl)= x10-6mol m-3 = l.10x10-6mol r 

During the circulation period (duration 3 months), the mean concentration changes 
according to the one-box equation (Eqs. 21-6 to 21-10 and Box 21.2). With t, = 
3 months the duration of the circulation period and t ,  = 1 yr, we get: 

cmix ( t,) = c,, ( tst )  e+'c + (1 - e - k t c  czX 

The steady-state of the circulation period, C i x ,  is (Eq. 2 I - 10): 

with k, = 2.3~10-~d-' (Table 21.1) and 

valW - 4.9 x 1 P m  s-' k =- - = 2.82 x 1 0 - - ~ ~ - '  = 24.3 x 10-~d-' 
h 17.4 m alw 

where we have used vdw = 4 . 9 ~  1 O6 m s-' from Table 2 1.1. Thus: 

0.90 mol d-' 
150 x 106m3 x 0.0266 d-' 

C". = = 0.226 pmol m-3 mix 

C(t, ) = [l. 10 x 0.091 + (1 - 0.09 1) x 0.226 ] pmol me3 = 0.3 1 pmol m-3 
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This value can be taken as the initial concentrations for both CE and C, for the 
second stagnation period. We leave it to the reader to check that at the end of the 
second stagnation period the concentrations are: 

C,(t, + tst ) = 0.144 pmol m-3 

C, (tl + ts t )  = 1.71 pmol m-3 

C,, (tl + t s t )  = 1.19 pmol m-3 

Since the concentration at the beginning of the second mixing period is not very 
different from the concentration one year before, the system has almost reached a 
cyclic steady-state. 

The behavior of the model is graphically summarized in the figure below. At first 
sight it seems to be paradoxical that during the second stagnation period C, drops 
below its steady-state CF. In fact, this happens because CE is coupled to C, which, 
in turn, remains below Cg during the whole stagnation period. 

I I I 
I I 

I 
I 

I I I 

-1: 1- *I 
I I I 
I I I 
I I 1- 
I I I 

- - - - - - - -c,-- - - .- - - - - - 
stagnation I circulation I stagnation I 

ck7 - - - - - - - - 1 - - - - - - - 
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From Box Models to Continuous Models 

In the epilimnionhypolimnion two-box model the vertical concentration profile of a 
chemical adopts the shape of two zones with constant values separated by a thin 
zone with an abrupt concentration gradient. Often vertical profiles in lakes and 
oceans exhibit a smoother and more complex structure (see, e.g., Figs. 1 9 . 1 ~  and 
19.2). Obviously, the two-box model can be refined by separating the water body 
into three or more horizontal layers which are connected by vertical exchange rates. 
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Compound concentrations within the layers would be characterized by the mean 
layer concentration Cia (a = 1 ..... n counts the layers), but as the layers get thinner the 
concentration differences between adjacent layers would become smaller until they 
blend into a smooth vertical concentration profile. 

This approach of subdividing space into an increasing number of discrete pieces provides 
the basis for many numerical computer models (eg ,  the so-called finte difference 
models); an example will be discussed in Chapter 23. Although these models are extremely 
powerfid and convenient for the analysis of field data, they often conceal the basic 
principles which are responsible for a given result. Therefore, in the next chapter we will 
discuss models which are not only continuous in time, but also continuous along one or 
several space axes. In this context “continuous in space” means that the concentrations are 
given not only as steadily varying functions in time [Ci(t)], but also as functions in space 
[Ci(t,x) or C,(t,x,jz)]. Such models lead to partial differential equations. A prominent 
example is Fick’s second law (Eq. 18-14). 

Questions and Problems 

Q 21.1 

Why does environmental science need models? What can we do with models? 

Q 21.2 

Give reasons why different models of the same system often predict different “fu- 
tures”, even if these models were constructed based on the same data. 

Q 21.3 

Why is it important to distinguish between external forces and internal processes? 

Q 21.4 

What type of model would you choose to describe the concentration of phenanthrene 
in a small pond (maximum depth 2m, area 1000 m2)? 

Q 21.5 

What type of model would you choose to describe the concentration of phenanthrene 
in a very large lake (depth more than 100 m, area more than 500 h2), if the only 
field data you have are a few concentrations from the surface waters taken during the 
last 10 years? 

Q 21.6 

How do you recognize that your one-box model is linear? 

Q 21.7 

Give some typical properties of linear models. 
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Q 21.8 

You are proud of having built a linear one-box model for the fate of dichloro- 
difluoromethane (CCl,F,, CFC-12) in a lake. Now, your collaborator confronts you 
with a new data set of atmospheric CFC-12 measurements which show that during 
the last 10 years the concentration decreased as a + (b  / t ) ,  where t is time since 1980. 
Do you have to give up your linear model? 

Q 21.9 

You have constructed a linear two-box model for tetrachloroethene (PCE) in a lake 
in which the only input of PCE is from the outlet of a sewage treatment plant. The 
atmospheric PCE concentration is assumed to be zero in your model. How will the 
steady-state of the model be altered if the PCE input from sewage is reduced by 
27%? 

Q 21.10 

Why do we have to introduce a convention (such as &) to define the response time 
of a linear model? Are there no “natural” or unique definitions? 

Q 21.11 

What is a hierarchical n-box model? How can you define it in words, and how 
mathematically? 

Problems 

P 21.1 

During many decades a factory has spilled polychlorinated biphenyls (PCBs) into a 
small creek which leads to a small lake. Meanwhile the pollution has stopped, yet the 
local authorities are afraid that PCB concentrations in the outlet of the lake may still 
be dangerous for the drinking-water supply operating on the aquifer further down- 
stream. You are asked to make a first guess whether this fear may be substantiated. 
You decide to use a simple box model. Where would you draw the boundaries of the 
model and which subcompartments (if any) would you choose? 

Search for the Adequate Model to Assess the Possible Influence of 
PCBs in the Outlet of a Polluted Lake 

P 21.2 Steady-State Concentration of PCE in an Evaporative Lake 

Calculate the steady-state concentration of tetrachloroethene (PCE) in an evaporative 
lake with constant volume (lake without outlet in which the inflowing water is balanced 
by evaporation). Assume that the lake is kept completely mixed and use the following 
information: 

PCE input into lake J =0.2 mol d-’ 
Air-water exchange velocity of PCE 
Surface area of lake A,, = 106 m2 
Lake volume V =8x106m3 
Water inflow Q = 4 x103 m3d--] 

Do we really need all this information? 

vidW = 0.6 m d-’ 
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P 21.3 Influence of Input Variation on a Linear System 

Consider a linear one-box model for concentration C. Estimate the maximum toler- 
able relative input variation A ,  of a sinusoidal external force (Eq. 21-12) which 
keeps the relative deviation of C(t) from the mean value c = C, smaller than 10%. 
The total rate constant of the linear system is k = 0.3 yr'. Assume that the period of 
the external force is (a) one year, (b) one week. 
Hint: Illustrative Example 2 1.2 may give some help. 

i = benzene 

P 21.4 Stability Analysis of Steady-States of Nonlinear Systems 

Analyze the stability of the steady-state CT = 0 of Figs. 2 1 . 6 ~  and b. 

P 21.5 Behavior of Chemical Produced by a Nonlinear Reaction 

Consider a chemical in a completely mixed reactor with a constant water exchange 
rate Q and volume V. The chemical is produced by a Michaelis-Menten type of auto- 
catalytic reaction (see Eq. 12-26): 

(2) =Jr- C 
production C+C, 

The concentration of the chemical in the inflowing water is zero. Calculate the 
steady-state(s) of the system and discuss itshheir stability. 

Numbers: Q = 40 L h-I 
v = 100L 
J,  = 40 mmol L-l 
C, = 50 mmol L-' (Michaelis half-saturation concentration) 

What happens to the system if the flushing rate is increased to Q = 100 L h-I? 

Hint: It may help to first draw a qualitative graph which shows the different process- 
es as a function of the concentration in the reactor, C. 

P 21.6 Is There a Danger that the Drinking- Water Supply System of a City is 
Affected by Air Contaminants? 

An underground cavern of the city drinking-water supply system consists of a water 
reservoir (area A,  = 2000 m2, depth h, = 4 m) and an air space for maintenance above 
it (mean height h, = 2.5 m). The flow rate of the water is Q, = 1600 m3 h-l. The air 
space is exchanged in 2 hours. 

The question arose whether contaminants in the fairly dirty city air could pollute the 
drinking water by air-water exchange. You remember the two-box model shown in 
Fig. 21.9 and decide to make a first assessment by using the steady-state solution of this 
model. As an example you use the case of benzene, which can reach a partial pressure in 
air of up topi = 10 ppbv in polluted areas. You use a water temperature of 10°C and the 
corresponding Henry's law constant Ki = 3.1 L bar mol-I. The air-water exchange 
velocity of benzene under these conditions is estimated as vid, = 5 x 104 cm s-'. 
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P 2 1.7 Two-Box Model for NTA in Greifensee 

In Illustrative Examples 21.1 and 21.2 we have studied the fate of nitrilotriacetic 
acid (NTA) in Greifensee, especially its in situ degradation rate. Now we want to 
refine our analysis using the two-box model developed in Illustrative Example 21.5. 

ooc, During the stagnation period, the following NTA concentrations are found in 
H A  ,CH, Y Greifensee: 

y 2  
C, = 5.2 x 10-6mol m-3 

coo- c, = 2.1 x 106 mo1 m-3 
i = nitrilotriacetate 

(NTA3-) Assume that the input (INTA = 13 mol d-') is to the epilimnion only. Assume steady- 
state conditions and calculate the first-order degradation rates in the epilimnion (krE) 
and hypolimnion (krH) which would explain the measured NTA-concentrations. Use 
the data from Table 2 1.1 and Illustrative Example 2 1.5. 

Advanced Topic P 21.8 A Conservative Chemical in a Chain of Three Lakes 

Consider a conservative chemical (no air-water exchange, no in situ reaction, no re- 
moval to the sediments) entering a chain of three lakes. A constant rate of water is 
flowing into lake 1 and then through lake 2 and 3 into the outlet. The mean residence 

times in the three lakes are 10 days, 1000 days, and 5 days, respectively. At time t = 0, 
the concentration of the chemical in the inlet to lake 1 suddenly rises from 0 to 
Ci, = 100 pg L-l and then remains constant. There are no other direct inputs into lakes 
2 and 3. Calculate the time to steady-state for each lake. 
Hint: Analyze the characteristic rate constant (eigenvalues) for each lake and consider 
the size of the factor in front of the corresponding exponential hctions.  
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In this chapter models are discussed in which the model variables (e.g., the concen- 
trations Ci) depend on time and on space. Solving these differential equations 
analytically is difficult and outdated in the age of powerful computers. Thus, the 
following discussion on the analytical solution of these models is not meant as a 
substitute for computer models. To the contrary, every scientist should be able to 
handle computer models, although he or she may not know all the mathematical and 
numerical details which have been put into the construction of these models. 
However, the interpretation of the results of such models becomes easier if one has 
some understanding of the properties of the applied concepts. The main mechanisms 
are transformation, directed transport (advection, flow, settling of particles), and 
random transport (diffusion, dispersion). In this chapter we develop simple tools for 
assessing the relative importance of these processes. Such knowledge helps to 
design and make optimal use of numerical models. 

During the last several decades, the field of three-dimensional space-time modeling 
has undergone a rapid development. On the one hand, the dramatic increase of cheap 
and fast computing facilities has created new possibilities which scientists could 
have only dreamed of in the sixties and before. On the other hand, the increasing 
interest in the fluid systems of the earth, atmosphere, and ocean, triggered by man’s 
concern regarding global climate change, led to the construction of sophisticated 
coupled atmosphere-ocean models. In this chapter we discuss a few basic elements 
from which these models are built and look at the characteristics of their solutions. 
Most of the discussion will be restricted to one spatial dimension. In fact, in most 
cases the emerging properties of one-dimensional models are sufficient to demon- 
strate the relevant features of more complex situations. Again we will omit the sub- 
stance-specific subscript i wherever the context is clear. 

One-Dimensional Diffusion/Advection/Reaction Models 

In Section 21.1 we discussed the simultaneous influence of transport and transfor- 
mation processes on the spatial distribution of a chemical in an environmental sys- 
tem. As an example we used the case of phenanthrene in the surface water of a lake. 
In Fig. 21.2b two situations were distinguished which differed by the relative impor- 
tance of the rate of vertical mixing versus the rate of photolysis. Yet, neither was a 
quantitative method given to calculate the resulting vertical concentration profile 
(profiles 1 and 2 in Fig. 2 1.2b), nor did we explain how the rates of such diverse 
mechanisms as diffusion, advection, and photolysis should be compared in order to 
calculate their relative importance. In this section we will develop the mathematical 
tools which are needed for dealing with such situations. 

Transport Processes and Gauss’ Theorem 

Recall the distinction between advective and diffusive transport, which we made in 
Section 18.1 while traveling in the dining car through the Swiss Alps. We then intro- 
duced Fick’s first law to describe the mass flux per unit area and time by diffusion or 
by any other random process (Eq. 18-6). Rewritten in terms of partial derivatives, 
the diffusive flux along the x-axis is: 
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Figure 22.1 Relation between con- 
centration profile and flux by diffu- 
sion and advection, respectively. For 
profile 1 both fluxes are positive; for 
profile 2 they have opposite signs. 
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Figure 22.2 Relation between 
concentration profile and temporal 
concentration change, ac / a t ,  for 
the same profiles as shown in Fig. 
22.1. As indicated by the straight 
lines. diffusion always shifts a con- 

ac diff - - 
F, - D- ax  [M L-'T-'] (22- 1) 

where D is diffusivity. The superscript diffindicates that the flux is by diffusion. 

Now we need the corresponding expression for advective transport. Note that the 
advective velocity along the x-axis, v,, can be interpreted as a volume flux (of water, 
air, or any other fluid) per unit area and time. Thus, to calculate the flux of a dis- 
solved chemical we must multiply the fluid volume flux with the concentration of 
the chemical, C: 

F,"" = v, C [M L-2T-'] (22-2) 

Note the difference between Eqs. 22-1 and 22-2 regarding the sign (that is, the direc- 
tion) of the flux. Since C is always positive or zero, the sign of Fxadv is determined 
by the sign of the velocity v,. All chemicals in the fluid are transported in the same 
direction, which is given by the direction of the fluid flow. In contrast, the sign of 
Fxdiff is determined by the sign of the concentration gradient since D is positive (see 
Fig. 18.3). Thus the signs of the diffusive fluxes of two compounds in the same 
system can be different if their concentration profiles are different. Figure 22.1 gives 
two examples. 

In Chapter 18 we derived the Gauss 'theorem (Eq. 18-12), which allows us to relate 
a general mass flux, F,, to the temporal change of the local concentration, a C / a t  
(see Fig. 18.4). Applying this law to the total flux, 

(22-3) 

yields (with v,, D = const.): 

- - dF? - - v , - + D 7  [ML-'T-l] (22-4) 
transport ax ax ax 

In Fig. 22.2, the profiles of Fig. 22.1 are analyzed in terms of the sign of the two 
terms on the far right-hand side of Eq. 22-4. Note that for profile 1 the two terms 
have opposite signs while for profile 2 they are both negative. 

The dependency of the pairs, advection/difusion andflux/concentration change, on 
the concentration profile C(x) can be represented in a two-dimensional scheme 
which helps to remember these relationships (Table 22.1). Note that in this scheme 
every move to the right (from flux to concentration change) or downward (from 
advection to diffusion) involves a sign change as well as an additional differentiation 
of C with respect to x. 

One-Dimensional / Diffusion / Advection / Reaction Equation 

To extend the transport equation (22-4) to other processes affecting the spatial distri- 
bution of a chemical we introduce a zero-order production rate, J [M L-'T-'], and a 

centration profile to concave side. first-order decay rate (specific reaction rate k, [T-'I): 



1008 Models in Space and Time 

Table 22.1 Scheme to Describe Flux and Temporal 
Concentration Change Due to Advection and Diffusion 
(or Dispersion) 

Flux F Concentration 

Advection v c  

Diffusion - ac 
a x  -D- 

ac 
a x  -V - 

a2c 
a x2 

+D- 

V: Advection velocity [LT-'I 
D: Diffusivity [L2T-'] 
C: Concentration [ML"] 

(g) = J - k r C  
reaction 

(22-5) 

Combining Eqs. 22-4 and 22-5 yields the transportheaction equation: 

a2c ac 
ax ax = D 7 - v , - - k r C + J  (22-6) 

transport reaction 
a t  

This is a second-order linear partial differential equation. Note that the transport 
terms (Eq. 22-4) are linearper se, while the reaction term (Eq. 22-5) has been inten- 
tionally restricted to a linear expression. For simplicity, nonlinear reaction kinetics 
(see Section 2 1.2) will not be discussed here. For the same reason we will not deal 
with the time-dependent solution of Eq. 22-6; the interested reader is referred to the 
standard textbooks (e.g. Carslaw and Jaeger, 1959; Crank, 1975). 

We will now discuss the steady-state solutions of Eq. 22-6. Remember that steady- 
state does not mean that all individual processes (diffusion, advection, reaction) are 
zero, but that their combined effect is such that at every location along the x-axis the 
concentration C remains constant. Thus, the left-hand side of Eq. 22-6 is zero. Since 
at steady-state time no longer matters, we can simplify C(x,t) to C(x) and replace the 
partial derivatives on the right-hand side of Eq. 22-6 by ordinary ones: 

dC 
Ddx2 dx 

-v,--krC+ J = O  
d2C (22-7) 

In contrast to all the differential equations which we have discussed in Chapter 2 1, 
here the state variable C is not treated as a function of time t but of space x. For the 
solution of Eq. 22-7, this is irrelevant, except for the type of boundary conditions that can 



One-Dimensional Diffusion/Advection/Reaction Models 1009 

Table 22.2 Solution of DiffusiodAdvectionIReaction Equation at Steady-State: A, and A, of Eq. 
22-9 for Different Types of Boundary Conditions 

Boundaries at x = 0 and x = L. Boundary conditions are given either as values or as spatial 
derivatives (see Eqs. 22-8a, b). See Box 22.1 for definition of variables. 

Given Boundary A1 
Conditions" 

A2 

(3) CO, CO' 

(4) C O ,  CLf 

If the system is unbounded on one side (e.g., L -+ m), only one boundary condition is needed, CO 
or COf: 

0 CO - J l k ,  

a The two omitted combinations (CL, CL' and C:, CL) can be derived by redefining the coordinate x 
such that x = 0 becomes x = L,  and vice versa. 

occur. The solution of Eq. 22-7 requires two boundary conditions, that is, two explicit 
values of either a concentration, C, or a concentration derivative, dCldx. If C were 
considered as a function of time, then the only meaningful choice for the required boundary 
conditions would be to give the initial values at the initial time to, C(to=O) and 
(dC / dt),,," . Usually, the initial time is defined as to = 0. 

In contrast, if C is considered as a function of x, our choice is greater. Imagine that we 
are looking for the solution of Eq. 22-7 within a given spatial range along the x-axis, 
say between x = 0 and x = L. Then we have six choices to specify the boundary condi- 
tions: we can either prescribe the two boundary values, 

CO = C(x = 0); CL = C(x,) (22-8a) 

or the two boundary gradients, 
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(22-8b) 

or we give a mixture of the two (one value, one gradient). These possibilities influence 
the solution of Eq. 22-7 and reflect the different real situations for which Eq. 22-7 has 
to be analyzed. Now we also understand why differential equations in time are simpler. 
In the physical world of causality it does not make sense to use boundary conditions at 
a later time to describe the behavior of a system at an earlier time. The future cannot 
influence the past; teleological concepts have been banned fiom modem science. 

But let us go back to Eq. 22-7. As shown in Box 22.1, its general solution can be 
written in the form: 

J C(X) = - + A ,  ehIx + A ,  eh?, 
kr 

(22-9) 

where A ,  and A ,  are determined by the model parameters (D, v,, k,, .I) and by the 
boundary conditions (Table 22.2). A,, h, are the eigenvahes of Eq. 22-7. They are 
determined by D, v,, and k, alone and depend neither on the inhomogeneous term J 
nor on the boundary conditions. 

Box 22.1 

The one-dimensional diffusion/advection/reaction equation at steady-state is (22-7): 

One-Dimensional Diffusion/Advection/Reaction Equation at Steady-State 

d2C dC 
D-- V, - - k, C + J = 0 

dx2 dx 
(22-7) 

We assume D, k, 1 0; v, can have either sign. Substituting C by a new variable, C* = C - J  / k, ,  the equation be- 
comes homogeneous: 

k,C* = O  
d2C* dC* 

D d x 2 - v x - -  dx 

The general solution of Eq. 1 can be written as a linear combination of two basic functions of the form ehox (a  = 1,2): 

c * ( X )  = A ,  ehix + A ,  eh?, (2) 

where ha [L-’1 are the eigenvalues of Eq. 1. Inserting the basic functions, eh,,, into Eq. 1 yields a quadratic equation for &, 

Dh: -v,h, - k ,  = O  

which has the two solutions: 

112 
vf+4Dkr} ] , a = 1 , 2  

a 2 0  

If v, f 0, Eq. 4 can be written in the form (sgn(v,) = +1 is the sign of v,): 

(3) 

(4) 

sgn(v,) + (1 + 4.Da)”’I ( 5 )  
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where Da is the nondimensional Damkohler Number: 

Since Da 2 0, A, is always positive while A, is negative. 

Depending on the size of Da, the eigenvalues can be approximated by: 

(a) For Da >> 1 Vf <<Dk,: 

112 

A.=*($) J 

(b) For Da << 1 ++ V t  >> Dkr , the sign of v, leads to two different situations: 

v, > 0: 

v, < 0: 

-3 
2 -  

V X  

V X  kr 
1 -  ---' 

V X  

Convince yourself that h, is always positive and A, is always negative. 

For case (a) the eigenvalues have the same absolute size, while for case (b) the role of h, and A, change 
according to the sign of v,: 

IfDa<< 1: v, > 0: 

v, < 0: 

v 2  1 L = - > > l  
D k ,  Da 

The coefficients A ,  and A, of Eq. 2 are determined by the boundary conditions (see Table 22.2). Thus: 

J *  J 
C(x) = -+ C ( x ) =  -+ A, ehlx +A2 

kr kr 

If C(x) is confined to the finite interval x = (0,  L } ,  we can rewrite Eq. 22-9 with the nondimensional 
coordinate 5 = x / L ( 5 varies between 0 and 1): 

J 
C(5) = - + A, eh;' + A2eh;e 

kr 

(7) 

(22-9) 

(22- 10) 

The nondimensional eigenvalues A*, are: 

(10) 

(11) 

A*, =A,L= - [ [ s g n ( ~ ~ ) f { l + 4 D a } ~ ~ ~ ]  Pe , a = 1 , 2  
2 

where Pe is the Peclet Number: 
Pe=- IVX IL 

D 
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Peclet Number and Damkohler Number 

The size of the eigenvalues ha (a = 1,2) determines the shape of the profile C(x). To 
illustrate this point we assume that the profile is bound to the interval x = (0, L )  . As 
shown in Box 22.1 , Eq. 22-9 can then be written as a function of the nondimensional 
coordinate 5 = x / L which varies between 0 and 1 : 

(22-10) J 
C(5) = -+ +A,ehlS, 0 5 5 5 1  

kr 

where the nondimensional eigenvalues A*, (Eq. 10 of Box 22.1) can be expressed in 
terms of two nondimensional numbers: 

1 0 Peclet Number Pe = - IVXlL 
D 

D a = y  Dkr 2 0 
V X  

Damkohler Number 

(22-lla) 

(22-llb) 

The Peclet Number can be interpreted as the ratio between the transport time over 
the distance L by diffusion and by advection, respectively. Transport time by difk- 
sion is expressed by the relation of Einstein and Smoluchowski (Eq. 18-8): 

L2 
t,, =- 7 

D 
(22- 12a) 

where the factor 2 in the denominator of Eq. 18-8 is conventionally omitted. Trans- 
port time by advection is simply: 

L 

Thus: 

(22- 12b) 

(22-13) 

In other words: The Peclet Number Pe measures the relative pace of transport by 
advection and diffusion, respectively. If Pe << 1, diffusion is much faster than 
advection; if Pe >> 1 , advection outruns diffusion. Note that Pe depends on the dis- 
tance L over which transport takes place. If L is large enough, advection always 
becomes dominant since the time of advection t& grows linearly with L whereas tdi, 
grows as L2. In turn, for extremely small distances diffusion is always dominant. 

The situation can also be viewed another way: given specific values for D and vx, 
we can calculate the critical distance, LCrit, at which advection is as important 
as diffusion, that is, where Pe = 1. Inserting Pe = 1 into Eq. 22-1 l a  and solving for 
L = Lcrit yields: 

D 
L,,, =- 

I V X J  

(22-14) 

Typical values of Lcrit for various situations are given in Table 22.3. They clearly 
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Table 223 Critical Distance Lcrit at Which the Influence of Diffusion and Advection Is Equal (Eq. 22-14) 
For L >> LCfiit, transport by diffusion is negligible compared to advective transport. 

Critical Length, &it [m] 

Diffusivitv a 1 Advection 
10-2 1 102 103 

Molecular in water 10-9 
in air 10-5 

Turbulent in water 
vertical 10-6 
horizontal 1 

Turbulent in atmosphere 
102 

10-5 10-7 10-9 10-1‘ 10-12 
10-1 10-3 10-5 10-7 10-8 

10-2 10-4 10-6 10-8 10-9 
104 102 1 10-2 10-3 

a Typical sizes of (molecular and turbulent) diffusivities are taken from Table 18.4. Such small advection velocities do 
not occur in a turbulent atmosphere. 

show that molecular diffusion plays a role only if the advection velocity is extremely 
small or zero. 

In a similar way the Damkohler Number (Eq. 22-1 1b) measures the relative pace of 
diffusion versus advection in the time period t, = ki’, which corresponds to the mean 
life of the reactive chemical. In fact: 

where 

is the diffusion distance in time t,, and 

(22-15) 

(22-16) 

(22- 17) 

is advection distance in time t,. Note that in the scientific literature there are several 
other definitions of the Damkohler Number (see Box 22.2). 

Situations in which either Da or Pe are much larger or much smaller than 1 indicate 
that in the diffusion-advection-reaction equation some of these processes are dominant 
while others can be disregarded. Figure 22.3 gives an overview of such cases. A first 
distinction is made according to the size of Da: 

(a) Da >> 1, i.e., v: << D k, : The nondimensional eigenvalues (Eq. 10, Box 22.1) become 

(22-18) 
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Box 22.2 

Several authors (e.g., Domenico and Schwartz, 1998) distinguish between two (or more ) Damkohler Numbers: 

Alternative Definitions of the Damkohler Number 

is the ratio of the time needed for advection over distance L vs. the mean life of the chemical due to 
reaction, tr = I$-’. In contrast, 

k L2 L 2 / D  Dadiff = - - - 
D 4 

is the ratio of diffksion time vs. reaction time. Note that: 

Dadiff Pe=- 
Daadv 

The Damkohler Number used here (Eq. 22-llb) is related to Da,,, and Dadiff by: 

co cLm 0 L X  

Note that the advection velocity, v,, no longer appears in this expression. Therefore, 
this situation is called the diffusion-reaction regime. 

Remember that in Eq. 22-1 0 the variation of 5 is restricted to the range (0, 1 } . Thus, the 
largest absolute value which the argument in the exponential hnctions of Eq. 22-10 
can assume is Ih:I = L (k ,  0)’”. If the latter is much smaller than 1, that is, if 

(22- 19) D 
L(k ,  /D)’’2 <<1 k, <<- 

L2 

then ehh = eha can be approximated by (1 + h,x). Equation 22-9 becomes: 

J - +A,  (1 +h,x) + A ,  (1 +h,x) C ( X )  
kr 

= - J + A ~  (1 + A X )  + A ,  (1 - A X )  

kr 

= -+ J A, + A,  + A(A, -A& 
kr 

(22-20) 

where h = (k,/O)”*. Note that Eq. 22-20 is a linear function. The concentration pro- 
file is a straight line which connects the two boundary values at x = 0 and x = L 
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Figure 22.3 One-dimensional con- 
centration profiles at steady-state 
calculated from the diffusiodadvec- 
tiodreaction equation (Eq. 22-7) for 
different parameter values D (dif i -  
sivity), v, (advection velocity), and 
k, (first-order reaction rate con- 
stant). Boundary conditions 
at x = 0 and x = L are C, and C,, 
respectively. Pe = Llvx I/ D is the 
Peclet Number, Da = Dk/v:is the 
Damkohler Number. See text for 
further explanations. 

CO cLm 0 L X  

CO cLm 0 L X  

L X  
CO 

0 

diffusion- 
reaction 

reaction 
v,' << Dk, 
(Da>>i) 

mixing 

reaction 
v,' >> Dk, 
( D a e l )  

diffusion- 
advection 

K 
advection 

diffusion 
B cLm and reaction 

L X  
CO 

0 

c Gm diffusion 

L X  
C O  

0 

advection 
(at boundaries 
diffusion) 

0 

(see Fig. 22.3, case A). The profile is purely diffusive; neither advection nor reaction 
plays a significant role. If Eq. 22-19 does not hold, but Da is still large, the profile 
adopts an exponential slope (Fig. 22.3, case B); this is the diffusiodreaction case. 

(b) Da <<1, i.e., vz >> Dk, : As shown in Box 22.1, now the absolute size of the two 
eigenvalues is very different. Which one of the two, A, or &, has a larger absolute 
size depends on the sign of v, (see Box 22.1, Eq. S), but in both cases the larger 
eigenvalue has the value v, ID. 

As before we consider a finite range along the x-axis and ask for the condition to 
keep the absolute values of the exponents in Eq. 22-19 significantly below 1 .  
This is the case if: 

(22-21) 

Since according to Eq. 9 of Box 22.1 the absolute value of the other eigenvalue is 
even smaller, we can replace both exponential functions by their linear approxima- 
tions. Thus, Eq. 22-9 turns into Eq. 22-20 indicating a linear concentration profile. 
We call this the case of slow advection (Fig. 22.3, case C). 

In contrast, if Eq. 22-21 does not hold, we have the situation of fast advection 
(Fig. 22.3, case D). Note that in both cases (C and D) the reaction rate k, has no 
significant influence on the slope of the profile. 

A first application of Eq. 22-7 is given in Illustrative Example 22.1. 

(Text continues onpage 1019) 
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Illustrative Example 22.1 Vertical Distribution of Dichlorodifluoromethane (CFC-12) in a Small Lake 

Problem 

Dichlorodifluoromethane (CC12F2, CFC-12) enters a small lake (surface area 
A, = 2 x 104 m2, maximum depth z ,  = 10 m) from the atmosphere by air-water 
exchange. The top 2 m of the lake are well mixed. Vertical turbulent diffusivity 
between 2 and 10 m is estimated to be E, = 1 x lO-' m2 s-' (more about turbulent 
diffusion in Section 22.2). Groundwater infiltrates at the bottom of the lake add- 
ing fresh water at the rate of Qgw = 100 L s-'. The only outlet of the lake is at the 
surface. 
The CFC-12 concentration in the mixed surface water is CO = 10 x 10-l2 mol L-' 
and below detection limit in the infiltrating groundwater. 

(a) Calculate the vertical profile of CFC-12 between 2 and 10 m depth at steady- 
state provided that all relevant processes (turbulent mixing, discharge rate of 
groundwater, mixed-layer concentration) remain constant. 

(b) How long would it take for the profile to reach steady-state? 

(c) Calculate the vertical flux of CFC-12 at 2 and 6 m depth. 

(d) Somebody claims that CFC-12 might not be stable in the water column. To 
check this possibility you compare your model with a vertical CFC-12 profile 
measured in the lake. How big would a hypothetical first-order reaction rate con- 
stant, k,, have to be in order to be detected by your model? Assume that the abso- 
lute accuracy of your CFC- 12 analysis is k 10%. 

F\ F' 
F CI 

,c=c, 

Note: Disregard the variable bathymetry of the lake. Assume that the cross-sectional 
area of the lake is A, at all depths. See Problem 22.4 for variable cross-sectional area. 

Answer (a) 

To calculate the vertical profile of CFC-12, define a vertical coordinate z which is 
oriented downward such that z = 0 at 2 m depth (lower boundary of mixed layer) and 
z = L = 8 m at the bottom of the lake. At steady-state, the profile can be calculated 
from Eq. 22-7 with k,, J = 0 and D replaced by E,: 

The vertical advection (upwelling) velocity is: 

0.1 m3s-' 
- - - = -0.5x10-5ms-' 

Q g w  - 100 Ls-' 
V =----  

A0 2 x 1 0 ~ ~ ~  2 x 1 0 ~ ~ ~  

Since the Damkohler Number Da = 0 (Eq. 22-1 lb), the eigenvalues are (Eq. 4, Box 22.1): 

= -0.5 m-I; h, = 0 ->=- V -  
0.5 x 10-jm s-' 
I x 10-'m2s-' 1 -  

E, 
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With L = 8 my the Peclet Number is (Eq. 22-1 la): 

L ~ V  I 8 m-0.5x10"m s-' 
p e = z =  =4 

E, I X I O - ~ ~ ~ S - '  

indicating an intermediate advection regime (Fig. 22.3). 

To calculate the profile you need two boundary conditions. The first one is given by 
C(z = 0) = CO= 10 x 10-'2mol L-'. The second one is less obvious. You observe that 
no CFC-12 is entering the lake at the bottom (nor at another depth). If CFC-12 is 
nonreactive, the sum of the vertical advective and difisive fluxes anywhere in the 
profile must be zero. Thus, from Eq. 22-3: 

ac 
aZ  F,"' =V~C-E,-=O 

This equation also must be valid at z = 0: 

This is the second boundary condition. The two conditions correspond to case 3 of 
Table 22.2. Since J =  0, h2 = 0, you get: 

Thus, from Eq. 22-9 the profile has a simple exponential shape: 

~ ( z )  = CO ehlz = (10x10-'2mol L-') exp (-0.5 z) 

Note that at the bottom (z = L = 8 m), the concentration has dropped to C(8 m) = 
(10 x 10-12mol L-')e4= (1Ox 10-'2mol L-') 0.018 = 0.18 x 10-12mol L-'. 

Answer (b) 

Since Pe > 1, advection is more effective to distribute the chemical in the water column 
(see Eq. 22-13). Diffusion would then just be needed for the local adjustment of the 
profile. Thus: 

8 m  
=1.6x106s or about 19days 

L 
IvzI 0.5 x 10-5m s'l 

tad" = - = 

Answer (c) 

As mentioned before, the vertical net flux is zero throughout the profile. 

Answer (d) 
It is helpful to make some approximate considerations before going too much into 
the details of this question. First note that even without degradation of CFC-12, the 
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concentration at the lake bottom has dropped to less than 2% of the value in the 
mixed layer. Obviously, any decomposition of CFC-12 would reduce the vertical 
penetration of CFC-12 even more. Thus, you can treat the problem as if the lower 
boundary did not exist. Then you are left with case 5 of Table 22.2 with 
v, < 0. The “reactive” profile, C,, has the form: 

where A, is the negative eigenvalue. From Eq. 4 of Box 22.1 : 

h = - -I-(1+{1+ V 4Da)l”) = 2 (1+  h q )  
2Ez 2 

where A, = - 0.5 m-l is the eigenvalue of the nonreactive case and q = { l+Da}”’. 

Both profiles, C(z) and C,(z), are pure exponentials. The relative difference between 
both curves, 

becomes largest at the bottom of the lake (z = 8 m). Taking A = 0.1 as the criterion 
that both profiles are different, you get 

In turn, 

1 
h, -h, = - ln0.9 = -0.013 rn-l 

2 

h, -h,=‘(q-l) h =-0.25 m-’({l+Da~i?-l) 
2 

Thus, (1 + = 1.052 . Finally 

The critical reaction rate constant that CFC-12 would have to exceed in order to 
make the profile different from the conservative curve is: 

2 

k, 20.1 L= 0.02 d-’ 
EZ 
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Turbulent Diffusion 

In Section 18.5 we discussed the distinction between laminar and turbulent flow. 
The Reynolds Number Re (Eq. 18-69) serves to separate the two flow regimes. 
Large Reynolds Numbers indicate turbulent flow. 

It is difficult to define turbulence. Intuitively, we associate it with the fine-structure 
of the fluid motion, as opposed to the flow pattern of the large-scale currents. 
Although it is not possible to describe exactly the distribution in space and time of this 
small-scale motion, we can characterize it in terms of certain statistical parameters 
such as the variance of the current velocity at some fixed location. A similar approach 
has been adopted to describe the motion at the molecular level. It is not possible to 
describe the movement of some “individual” molecule, but groups of molecules 
obey certain characteristic laws. In this way the individual behavior of many mole- 
cules sums to yield the average motion in response to macroscopic forces. 

In light of this analogy, we anticipate that the effect of turbulence may be dealt with in a 
similar manner like the random motion of molecules for which the gadient-flux law of 
diffusion (Eq. 18-6) has been developed. In addition, the mass transfer model (Eq. 18-4) 
may provide an alternative tool for describing the effect of turbulence on transport. 

Turbulent Exchange Model 

Let us start with the exchange model and assume that the concentration of a 
compound along the x-axis, C(x), is influenced by turbulent velocity fluctuations. 
For simplicity the mean velocity is assumed to be zero. The effect of the fluctuations 
can be pictured by the occasional exchange of water parcels across a virtual plane 
located at x, (Fig. 22.4). Owing to the continuity of water flow, any water transport in 
the positive x-direction has to be compensated for by a corresponding flow in the 
negative x-direction. In a simplified way we can thus visualize the effect of turbu- 
lence as occasional exchange events of water volumes qex over distance L, across the 
interface x,. A single exchange event causes a net compound mass transport of the 
magnitude (C, - C,) qex. The concentration difference (C, - C,) can be approximated 
by the linear gradient of the concentration curve, ( -Lx aC / ax) . Summation over all 
exchange events across some area Au within a given time interval At  yields the 
mean turbulent flux of the compound per unit area and time: 

(22-22) 

The coefficient Ex is called the turbulent (or eddy) diffusion coefficient; it has the same 
dimension as the molecular diffusion coefficient [L2T’]. The index x indicates the 
coordinate axis along which the transport occurs. Note that the turbulent difksion 
coefficient can be interpreted as the product of a mean transport distance < times a 
mean velocity T = ( A u  At)-’ Z q,, , as found in the random walk model, Eq. 18-7. 

Reynolds’ Splitting Model 

Though Eq. 22-22 may be adequate as a qualitative model for turbulent diffusion, it 
is certainly not suitable for quantifying Ex or relating it to measurable quantities such 
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Figure 22.4 Exchange model for 
mass transport by turbulent diffusion. 
C is mean concentration along the 
x-axis. Turbulence causes “exchange 
events” of water (qex) over distance 
L,. The resulting net mass transport is 
proportional to the mean slope, aC/& 
(see Eq. 22-1). 
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as current velocities. A different model going back to Reynolds (1  894) and Schmidt 
(1917) casts more light on the concept of turbulent diffusion. The central idea is to 
distinguish turbulence from mean motion by isolating the temporal (or spatial) fine 
structure of any field variableJ such as current velocity, v,, or concentration, C. This 
is done by separatingfinto a mean value f and a residual fluctuation f’ : 

(22-23) 

Here f’ is the time average of the variable measured at some fixed point over the 
time interval s: 

(22-24) 
r, t-s12 

The residual f ’ ( t )  varies with time since sometimesfit) is bigger than f and some- 
times it is smaller. Note that the average of all deviations of the instantaneous value 
f i t )  fiom its mean f is zero: 

(22-25) 

The fluctuation model, Eq. 22-23, can be employed to describe advective transport, 
Eq. 22-2. For simplicity, we restrict ourselves to the x-component: 

-- cadv = v,c = (., + v: ) (c + cf ) = v, c + VLC’ + .,Cf + v; c (22-26) 

If the time average is taken on both sides of Eq. 22-26, the last two terms of the right- 
hand side become zero because ? and < are zero (see Eq. 22-25). Thus, 

(22-27) 
-- 

and similarly for t h e d e r  two flux components (cad’ , FzadV ).Thus, the average 
advective mass flux cadv consists of two contributions: (1) the product of the mean 
concentration c and the mean velocity < and (2) the “turbulent flux”: 

FxWb =- (22-28) 
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This flux is the mean value of the product of two fluctuating quantities, the concentra- 
tion and the velocity. Unlike the last two terms of the far right-hand side of Eq. 22-26, 
which contain only one fluctuation quantity, the product of two fluctuations does not 
generally disappear when the temporal mean is taken. This is because there may 
exist some correlation between the fluctuating part of the two quantities. As an 
example, consider the concentration profile shown in Figure 22.4. It is likely that if 
the velocity, v,., is a little more than average to the right (v: > O > ,  then the corre- 
sponding water parcel carries with it a concentration which is below average ( C’< 0) 
since in our example concentration is generally smaller at small x-values. Similarly, 
we expect situations with v: < 0 to be associated with C’ > 0. Thus the two fluctu- 
ations “covary.” That is why mathematicians call the right-hand side of Eq. 22-28 
“covariance.” In the above case covariance would be negative; positive flux fluctu- 
ations coincide with negative concentration fluctuations. 

Consequently, FFb would only be zero either in the absence of turbulence (v: = 0) or if 
the concentration distribution were completely homogeneous (aC / dx = 0, thus C’ = 0). 
In turn, we expect C’ (and thus cturb) to increase with increasing mean gradlent (a c /a x). 
We may even assume a linear relationship between FXmb and the mean d e n t :  
FXmb = constant (a /a  x). Th~s brings us back to the expression which we derived for the 
exchange model (Fig. 22.4). In fact, we can interpret the concentration gradent in Eq. 22-22 
as a mean value; thus we get similar expressions for FXmb in both models: 

The empirical coefficient E,., formally defined by 

(22-29) 

(22-30) 

depends only on the fluid motion (the turbulence structure of the fluid, to be more 
precise), and not on the substance described by the concentration C. This is an 
important difference from the case of molecular diffusion which is specific to the 
physicochemical properties of the substance and the medium. Since the intensity of 
turbulence must strongly depend on the forces driving the currents (wind, solar 
radiation, river flow, etc.), the coefficients of turbulent diffusion constantly vary in 
space and time. Of course, we cannot tabulate them in chemical or physical hand- 
books as we do their molecular counterparts. 

The decomposition of turbulent motion into mean and random fluctuations resulting in 
the separation of the flux, Eq. 22-27, leaves us a serious problem of ambiguity. It 
concerns the question of how to choose the averaging interval s introduced in Eq. 22-24. 
In a schematic manner we can visualize turbulence to consist of eddies of different 
sizes. Their velocities overlap to yield the turbulent velocity field. When these 
eddies are passing a fixed point, they cause fluctuation in the local velocity. We 
expect that some relationship should exist between the spatial dimension of those 
eddies and the typical frequencies of velocity fluctuations produced by them. Small 
eddies would be connected to high frequencies and large eddies to low frequencies. 
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Consequently, the choice of the averaging time s determines which eddies appear in 
the mean advective transport term and which ones appear in the fluctuating part (and 
thus are interpreted as turbulence). The scale dependence of turbulent diffusivity 
is relevant mainly in the case of horizontal diffusion where eddies come in very 
different sizes, basically from the millimeter scale to the size of the ring structures 
related to ocean currents like the Gulf Stream, which exceed the hundred-kilometer 
scale. Horizontal diffusion will be further discussed in Section 22.3; here we first 
discuss vertical diiksivity where the scale problem is less relevant. 

Vertical Turbulent Diffusivity 

While molecular diffusivity is commonly independent of direction (isotropic, to use 
the correct expression), turbulent difhsivity in the horizontal direction is usually 
much larger than vertical diffusion. One reason is the involved spatial scales. In the 
troposphere (the lower part of the atmosphere) and in surface waters, the vertical 
distances that are available for the development of turbulent structures, that is, of 
eddies, are generally smaller than the horizontal distances. Thus, for pure geometrical 
reasons the eddies are like flat pancakes. Needless to say, they are more effective in 
turbulent mixing along their larger axes than along their smaller vertical extension. 

Yet, there is another and often more important factor which distinguishes vertical 
from horizontal diffusion, that is, the influence of vertical density gradients. Water 
bodies are usually vertically stratified, meaning that water density is increasing with 
depth. The strength of the stratification can be quantified by the vertical density 
gradient of the fluid, (dp/dz). Yet, the rather peculiar units which such a quantity 
would have (kg m“) do not really help to understand its relationship to the classical 
concept of stability used in mechanics. According to this concept, a stable system 
can be characterized by a restoring force, which brings the system back to its original 
state every time a perturbation drives it away from the stability point. Examples are 
the pendulum or a mass hanging on a spring. The “restoration capacity” (that is, the 
stability) can be described by the time needed to move the system back: small restor- 
ing times would then indicate large stabilities. Conversely, we get a direct correlation 
if we use the inverse of the restoring time (the restoring rate or frequency): large 
restoring frequencies mean large stabilities. 

Therefore, the so-called stability frequency is often used to describe the stability of a 
fluid system. In the case of a vertically stratified water column, the appropriate 
quantity is called the Brunt-Vaisala frequency, N. It is defined by 

(22-3 1) 

where dp/& is the vertical cent of the water density p, and g is the acceleration of gravity 
(9.8 1 m 8). In this expression the vertical coordinatez is increasing downward. Thw, a stable 
stratification of the water column means that density, p, increases with depth, z. 

If the density gradient depends only on temperature and not on dissolved chemicals, 
N can be written as: 
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N =  (- ga- (22-3 l a) 

where a = -(1 /p) (dp /dT) is the thermal expansivity of water (see Appendix B). 
The meaning of Ncan be understood by looking at a small water parcel which moves 
vertically within a stratified water column without exchanging heat or solutes with 
its environment, that is, without changing its density (Fig. 22.52). If the water parcel 
is displaced upward, its own density is larger than the density of the surrounding 
fluid. Therefore, the parcel experiences a “restoring” force downward which is 
proportional to the vertical excursion 6z and the vertical density gradient dp/dz. The 
reverse happens if the parcel moves below its equilibrium depth. Thus, the so-called 
buoyancy forces act on the water parcel in an analogous way as gravity acts on a 
sphere hanging on a spring (the so-called linear oscillator); both situations result in 
an oscillation around the equilibrium point. The stronger the spring (or the density 
gradient), the larger will be the frequency of oscillations about the equilibrium point. 
Therefore, large stability frequencies indicate strong stratification. 

In a stratified fluid, the turbulent motion is concentrated along the planes of constant 
density (which are practically horizontal surfaces), while across these planes (in the 
vertical direction) the turbulent motion is suppressed. Given a fixed mechanical 
energy input (e.g., by wind), a large density gradient makes the typical vertical size 
of the eddies, L,, small and thus, according to Eq. 22-22, reduces the vertical diffu- 
sivity E,, while a small gradient allows for large eddy sizes. 

Figure 22.5 Analogy behveen 
stability oscillation in (a)  a Based on theoretical considerations on the nature of turbulence (Welander, 1968) 
stratified water column and (bj the quantified this relationship by an equation of the form: 
motion of a body hanging on a 
spring (linear oscillator). For small 
vertical displacements, k &, the 
restoring forces are proportional to 

E, =a(N2)-B (22-32) 

6z and to the specific restoring where the parameter a depends on the overall level of kinetic energy input and the 
exponent q depends on the mechanism that transforms this energy into turbulent force constant (density gradient or 

spring constant, respectively). This 
triggers an oscillation with a motion. Welander distinguished between two extreme cases: (1) q = 0.5, for shear- 
characteristic frequency. generated turbulence (i.e., turbulence produced by the friction between waters flowing 

at different velocity), and (2) q = 1, for turbulence generated by energy cascading from 
the large-scale motion (such as tidal motion) down to the small-scale turbulent motion. 

Before we analyze the validity of Welander’s equation, we have to discuss how 
turbulent diffusion coefficients are actually measured. Although the relation between 
E, and turbulent fluctuations (Eq. 22-30) would, in principle, provide a basis how to 
determine E, from measurements of current velocity and temperature, such experiments 
are not trivial. Furthermore, they only yield information on the instantaneous and often 
highly variable size of E,. In contrast, the dispersion of organic compounds in natural 
systems is usually a long-term process influenced by the action of turbulence integrated 
over some space and time interval (days, months, or years). Thus, we are interested in 
a method which integrates or averages the influence of turbulent diffusion rather than 
giving an instantaneous but not representative value. 

In closed basins (lakes, estuaries), the long-term dynamics of the vertical tempera- 
ture distribution provides such a tool (Fig. 22.6). Let us assume that in a lake the 
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area A, temperature T 
I I I 

Fig. 22.6 Comparison of vertical 
temperature profiles measured at 
consecutive times t, and f + ,  can be 
used to determine the vertical tur- 
bulent difksivity E,. From Im- 
boden et al. (1979). 

temperature varies only in the vertical, not in the horizontal. This means that at a 
fixed depth, for instance at 10 m, the water temperature is constant across the lake. 
(In fact, this assumption is not true for an instantaneous view of the lake since the 
surfaces of constant temperature move up and down like waves at the water surface; 
yet for the time-averaged temperatures the picture of a horizontally homogeneous 
temperature field is mostly reasonable.) Consequently, if we obtain a vertical 
temperature profile taken at time ti we can calculate the heat content of the whole 
lake or part of it, for instance, of the zone between depth z and the lake bottom at zB: 

ZB 

heat content =cp p j  A(z’)T(z’) dz’ [Joule] (22-33) 
z 

where the integration over the depth variable z’ goes from depth z to the lake bottom 
at zB. The vertical temperature profile, T(z’) , is weighted by the local cross-sectional 
area A(z’). It is assumed that the specific heat, cp, and density, p, of water are 
constant. Note that cpp is the specific heat per water volume. 

Owing to vertical (turbulent) diffusion, heat is transported from regions of warm 
water to adjacent colder layers. Mathematically this appears as a heat flux against 
the vertical temperature gradient (remember Fick’s first law, Eq. 18-6). Thus, at a 
later time, ti+,, we expect to find warmer water between z and zB. The change of the 
heat content with time A is: 

(22-34) 

(Note that A(z’) does not change with time. Furthermore, differentiation with 
respect to time and integration over space can be interchanged.) 

If other sources and sinks of thermal energy can be excluded, the changing heat 
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content, A, must be related to the total turbulent heat flux through the area A@). 
According to Eq. 18-6 this flux is: 

total heat flux per unit time = -A(z)  E, 

(22-35) 

where (c,pT) is heat energy per unit volume. Note that D from Eq. 18-6 was replaced 
by the vertical eddy diffusivity, E,. 

Since the left-hand sides of Eqs. 22-34 and 2-35 must be equal, we can solve the 
equation for E,: 

(22-36) 

The E, values calculated by this method represent the average turbulent diffusivity at 
depth z for the time interval between ti and ti+l. 

Application of Eq. 22-36 is demonstrated in Illustrative Example 22.2. Note that the same 
method could also be applied to the vertical profile of any chemical substance provided that 
in situ reactions are absent or can be quantified. An example is Bven in Problem 22.3. 

(Text continues on page I028 ) 

Illustrative Example 22.2 

10 20 
temperature 

Vertical arbulent Diffusion Coefficient in a Lake 

Problem 

You are responsible for the water quality monitoring in Lake X (surface area 
A ,  = 16 km’, maximum depth z, = 40 m). Among the various physical and chem- 
ical parameters which you measure regularly is the vertical distribution of water 
temperature T. The following table gives two profiles measured during the same 
summer. The table also gives some information on lake topography, i.e., on the 
variation of lake cross-section with depth, A(z) .  

(a) Calculate the vertical turbulent diffusion coefficient, E,, at the following 
depths: 7.5, 12.5, 17.5,25 and 35 meters. 

(b) Since you are interested in understanding the physical processes in the lake, 
you compare the calculated E, values with the vertical stability frequency, N, by 
applying Eq. 22-32. What can you learn from the size of the exponent q? 

Note: Assume that the density gradient in the water column is not influenced by 
dissolved solids. 
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Lake X 

Figure 1 The subdivision of the lake 
volume into sublayers centered 
around the depths of measurements 
(black dots) serves to evaluate 
Eq. 22-36 by numerical approxima- 
tion. The black line shows the cross- 
sectional area as a function of 
depth. The numbers in the figure 
arranged in three columns give 
(from left to right) the cross-sec- 
tional area at the interfaces, the vol- 
ume of the sublayers, and the depth 
of the sublayer boundaries. 

Depth z Area A Water Temperature T (CO) 

(m) (h2) June 16 August 1 
0 16 22 .o 21.7 

5 

10 

15 

20 

30 

40 

14 

12 

10 

8 

4 

0 

19.0 19.8 

10.5 10.7 

7 .O 7.4 

6.1 6.3 

5.3 5.6 

4.9 5.5 

Answer (a) 

To apply Eq. 22-36, you need a method for evaluating the integral in the numerator 
from the temperature data and lake areas which are available at discrete depths only. 
You know that in the age of computers nobody would really execute such a compu- 
tation by hand anymore. Yet, even if you use a computer program you make a certain 
choice as to how you are going to approximate the integral, although in many cases 
you are not aware of it. Thus it may be instructive to learn from a simple example, 
step by step, how the calculation proceeds. 

First, you note that A(z) decreases linearly with depth z according to: 

area A(z) 

0 5 10 15 20 
0 . . . . .  . . . . .  1. . . . . . . . . . . . . .  

. . . . . . . . . . . . .  

. . . . . . . . . . . . .  

measurements boundary (m) 
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Next, you divide the lake into zones which are bounded by planes located halfway 
between the depths for which temperature data exist (see Fig. 1) .  Since A(z)  is linear, 
the volume for each zone is simply the arithmetic mean of the cross-sections above 
and below the layer multiplied by the thickness of the layer. These volumes are 
multiplied by the corresponding temporal temperature changes. The results are sum- 
marized in the following table. The last column, the cumulative sum of the weighted 
temporal temperature gradient summed from below, is an approximation of the nu- 
merator of Eq. 22-36. 

Zone a Volume V, aTa iat  va(ara / a t )  xva(aTa iat )  

(m) ( 1 o6 m') (K d-1) ( 106 K m3d-') ( 106 K m3d-I) 

35 - 40 5 0.0133 0.067 0.067 

25 -.35 40 0.0067 0.268 0.335 

17.5 - 25 56 0.0044 0.246 0.581 

12.5 - 17.5 50 0.0089 0.445 1.026 

7.5 - 12.5 60 0.0044 0.264 1.290 

Note: The absolute temperature changes within 45 days at a given depth are small. 
Thus, it would be convenient to have an instrument which allows us to measure T 
with an accuracy of at least _+ 0.01 K. Furthermore, an absolute calibration stability 
of k 0.01 K is a prerequisite to calculate E, from T. 

The following table summarizes the remaining steps to evaluate Eq. 22-36. 

depth area A(z) aT, / dz a ZV,(~T, /a t )b  E, 

(m> ( 106 m2) (K m-I) ( 106 K m3d-') (m2d-') (cm2s-') 

7.5 13 - 1.66 1.290 0.060 0.0069 

12.5 11 - 0.68 1.026 0.14 0.016 

17.5 9 - 0.20 0.581 0.32 0.037 

25 6 - 0.08 0.335 0.70 0.081 

35 2 - 0.025 0.067 1.3 0.16 

a Arithmetic mean of gradient of the two temperature profiles. From preceding table. 
From Eq. 22-36 with 1 m2d-' = 0.11 6 cm2s-I 

Answer (b) 

Since it is assumed that the density gradient is not influenced by dissolved chemi- 
cals, the stability frequency, N, can be calculated from the temperature profiles 
alone: 
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Depth T a  ab ar / az N c  E, 
(m) ("C) ( 1OW6 K-') (K m-') ( I O - ~  s-') (cm2 s-') 

7.5 15 151 - 1.66 49.6 0.0069 

12.5 9 74 - 0.68 22.2 0.016 

17.5 6.7 39 - 0.20 8.7 0.037 

25 5.8 26 - 0.08 4.5 0.081 

35 5.3 19 - 0.025 2.2 0.16 

Figure 2 The correlation between 
stability frequency, N,  and vertical 
turbulent diffusivity, E ,  according 
to Eq. 22-32 yields q = 0.5. 

~~~~ ~~ 

a Mean value of the two profiles interpolated. From Appendix B. From Eq. 22-3 la. From 
preceding table. 

Equation 22-32 can be written in the form 

lnE, = h a  -2qInN 

Figure 2 shows a nearly perfect correlation with q = 0.5 and a = exp (- 8.01) = 3.3 x IW', 
which is indicative for turbulence produced by local shear. 

h 7 

N 

-3 

C - (i -4 -5 

-6 -5 -4 -3 
In N (s) 

Let us now come back to the relationship between vertical diffUsivity, E,, and density 
stratification quantified by the Brunt-Vaisala frequency, N (Eq. 22-3 1). Numerous 
examples from lakes and oceans show that the exponent q of Eq. 22-32 commonly 
lies between 0.5 and 0.7. Two different situations are shown in Fig. 22.7. Both data 
sets originate from two fairly deep Swiss lakes (Imboden and Wiiest, 1995). Figure 
22.7a shows the long-term average E, values from a basin of Lake Lucerne with 
q = 0.5 indicating that turbulence is mainly shear-produced. In contrast, the data 
from Lake Zug (Fig. 22.7b) were obtained during an extreme storm event. Note that 
beside the different q value, the turbulent diffusivity, E,, is two to three orders of 
magnitude larger than for the case of Lake Lucerne. This indicates the enormous 
influence which single events can have as well as the difficulty of using models for 
the prediction of mixing. 
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Figure 22.7 Vertical turbulent di&- 
sivity E, versus square of stability 7 -  Urnersee 
frequency N 2  in two Swiss lakes 

O0 \ 

July 10 - OCt 29, 
5: %& 1986 3 (see Eq. 22-32). (a)  For Urnersee 

(maximum depth 196 m), a basin - \. - 
\'\ q=  112 

\& 

of Lake Lucerne, the data refer to in 
10-100 m depth and indicate 2 10-1 - 
shear-produced turbulence. (b)  2 7 - 
For Zugersee (maximum depth 
198 m) the values are calculated 

days duration. The data refer to the 
depth interval between 10 and 70 10-2 I I I I I I I I I I I I I , I .  

.A 
Lu" 5 -  Y 

for an extreme storm of about two - E, = 3.2 x 10-4 (N 2)-1/2 \, 
\ 
\ (4 \ 

-10-7 10-6 10-5 10-4 1 0 ' ~  

N2 (s-2) 

(From Imboden and Wiiest., 1995.) 
Radioactive or stable isotopes of noble gases are also used to determine vertical 
turbulent diffusion in natural water bodies. For instance, the decay of tritium (3Ht_ 
either produced by cosmic rays in the atmosphere or introduced into the hydrosphere 
by anthropogenic sources-causes the natural stable isotope ratio of helium, 'He/ 
4He, to increase. Only if water contacts the atmosphere can the helium ratio be set 
back to its atmospheric equilibrium value. Thus the combined measurement of the 
'H-concentration and the 3He/4He ratio yields information on the so-called water 
age, that is, the time since the analyzed water was last exposed to the atmosphere 
(Aeschbach-Hertig et al., 1996). The vertical distribution of water age in lakes and 
oceans allows us to quantify vertical mixing. 

Another procedure is based on the measurement of the radioactive isotope radon-222 
(half-life 3.8 days), the decay product of natural radium-226. At the bottom of lakes 
and oceans, radon diffuses from the sediment to the overlying water where it is trans- 
ported upward by turbulence. Broecker (1965) was among the first to use the vertical 
profile of 222Rn in the deep sea to determine vertical turbulent diffusivity in the ocean. 

The one-dimensional diffusion-decay equation of the excess radon activity, Cz (i.e., 
the radon activity exceeding the activity of its parent isotope radium-226) is given by: 

(22-37) 

where A,, = 0.18 1 d-' is the decay constant of radon-222. In Eq. 22-37 horizontal 
transport is disregarded, and the eddy diffusivity E, is assumed to be independent of 
height above the sediment surface, h. 

Because of the relatively short half-life of radon-222, the vertical radon distribution 
approaches steady-state within about a week, once the turbulent conditions remain 
constant. With aC: / a t  = 0, the solution of Eq. 22-37 is: 

C g ( h )  = C z ( h  =0) exp - - 1 ("twjll?hj 
(22-38) 

Thus, a plot of In versus h should yield a straight line with slope 
-(ARn /Ez)"2.  Since E, can be determined from the slope. 
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Figure 22.8 Vertical profile of 
dissolved excess radon-222 activity 
(i.e., the radon-222 activity 
exceeding the activity of its parent 
nucleus radium-226) in the bottom 
waters of Greifensee (Switzerland) 
serves to compute vertical turbu- 
lent diffiwivity E,. Activity units 
are “decay per minute per liter” 
(dpm L-I). Data from Imboden and 
Emerson (1978). 

0 
I I I 1 1 1 1 1 1  I 1  

Greifensee 
(Switzerland) 

Figure 22.8 gives an example from Greifensee, Switzerland (see Table 21.1 for 
characteristic data of the lake). Though there are limits to the one-dimensional 
interpretation of the data brought about by lateral transport from the sides (Imboden 
and Emerson, 1978), under certain conditions the method still can be usefkl to yield 
insight into the vertical mixing regime at the bottom of lakes and oceans. We see that 
in this small lake E, was between 0.1 and 1 cm2s-’, thereby indicating vertical 
Rn-222 transport far greater than that explainable by molecular diffusion. 

Horizontal Diffusion: Two-Dimensional Mixing 

Turbulence Theory and the “4/3 Law” 

As mentioned earlier, turbulent motion is usually more intensive along the horizon- 
tal than the vertical axis. Turbulent structures (eddies) can be horizontally very 
large. For instance, the eddies or gyres produced by the Gulf Stream are more than 
100 km wide. Thus, for horizontal transport the separation between random and 
directed motion plays a more crucial role than for the case of vertical diffusion. 

Let us make this point clearer by the following hypothetical experiment. At some 
initial time to a droplet of dye is put on the surface of a turbulent fluid (Fig. 22.9). At 
some later time t ,  the large-scale fluid motion has moved the dye patch to a new 
location which can be characterized by the position of the center of mass of the 
patch. In addition, the patch has grown in size because of the small (turbulent) 
eddies, more precisely, those eddies with sizes similar to or smaller than the patch size. 

If horizontal diffusivity were isotropic (Ex= Ey) and constant with time, then according 
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Figure 22.9 Horizontal growth 
and movement of a tracer patch 
under the influence of turbulent 
currents. While the mean currents 
move the patch as a whole (repre- 
sented by the center of mass; black 
dots), the turbulent components 
increase the size of the patch. 
Usually, the spreading is faster in 
the direction of the mean current. 
Therefore, the patch develops 
approximately into an ellipse with 
major and minor principle axes, 
IS,, and omi. From Peeters et al. 
(1996). 

to Box 18.3, an initial small dye patch would develop into a two-dimensional circu- 
lar normal distribution with variance (3 =2o: =2o:. According to Eq. 18-17 the 
patch would grow with time as: 

(22-39) 

Thus, observing the growth of a tracer patch would allow us to calculate the horizon- 
tal diffusion coefficient. The above expression would still hold if the growing effect 
of random motion with patch size were considered as inferred by the picture of a 
spectrum of turbulent structures of different size. The turbulent difisivities, E, and 
Ey, would then depend on ox or oy. 

In fact, the scale-dependence of the horizontal diffusivity Eh with length scale, L, as 
expressed in a well-known figure by Okubo (1971), is still an extremely popular 
model for describing mixing conditions in the ocean. Okubo’s interpretation is based 
on the so-called inertial subrange theory of turbulence (Kolmogorov, 194 l), which 
leads to the famous “4/3 law.” According to this law, horizontal diffusivity depends 
on the length scale as: 

E,, =(0.2 to 1) L4‘3 (22-40) 

where Eh is horizontal diffusivity in em's-' 
L is length scale in m 

This empirical relation is based on data extending from L = 10 m to L = 1000 km, 
yielding horizontal diffusivities between Eh = 10 cm2s-’ and 108 cm2s-’, respectively. 

Yet, Okubo’s law and the physical model on which it is based disregard two impor- 
tant properties of measured tracer distributions. The first one concerns the shape of 
tracer clouds. As indicated in Fig. 22.9, clouds usually develop into elongated struc- 
tures which can be approximated by ellipses with major and minor principal axes, 
oma and omi. The major axis points in the direction of the mean flow. When Okubo 
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Box 22.3 

The following considerations are based on an overview of horizontal diffusion theories by Peeters et al. (1996). 
Turbulence theory suggests a power law with unknown exponent m to describe the growth of cloud size o2 with 
elapsed time t: 

Turbulent Diffusion and Spatial Scale 

0 2 ( t )  =const. tm (1) 

Due to Eq. 18- 17, horizontal turbulent diffusivity, Eh, and o2 are related by: 

-- - const. Eh 
do2 
d t  

Combining Eq. 1 and 2 yields: 
m -1 do2 - 

- = const. t m - 1 =  const. (02) m = 
at 

If o is used as a measure for the horizontal scale, L: 
2( 1- ;) 

Eh =const. L 

According to Kolmogorov’s (1941) inertial subrange theory of turbulence, the exponent in Eq. 1 is m = 3 .  
Inserting into Eq. 4: 

Eh =const. L ~ ‘ ~  (m = 3) 

This is Okubo’s “4/3 law” (Eq. 22-40). 

Experiments show that real tracer clouds can be approximated by ellipses with major and minor principal 
axes, o,, and 0,;. Their growth with time yields: 

Major axis: m = 1.5 k 0.2 + E,, = const. L(0.67’ o.2) 

Minor axis: m = 1 .O f 0.1 3 Emi = const. Leo+- o.2) 

The growth of omi seems to obey the normal Fickian law with constant diffusivity E,;. 

1 
2 

The composite size, o2 = 2oma omi (Eq. 22-41), grows with rn = -(1.5 +1.0) =1.25 = 5 / 4 ,  thus from Eq. 4: 

(4) 

(5) 

E, = const. L2I5 
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derived his “413 law,” he circumvented the problem posed by noncircular patch 
shape by defining a composite patch size of the form: 

2 0 =20maCTmi (22-4 1) 

For two-dimensional normal distributions (see Appendix A, Eq. A-3), the lines of 
equal concentrations are ellipses. The ellipse that corresponds to e-’ (37%) of the 
maximum concentration encloses 63% of the total mass (Appendix A, Table A. 1) 
and has an area A = 271 omi = no2. 

Although the definition of Eq. 22-41 seems to be a successful recipe for making even 
elliptical tracer clouds suitable for the “4/3 law,” there is a more fundamental problem 
with Eq. 22-40. As shown in Box 22.3, this expression in combination with the corre- 
sponding law which relates difisivity and growth of patch size (see Eq. 22-39) would 
be equivalent to the following power law for o2 as a function of elapsed time t: 

02(t> = const. t3  (22-42) 

The growth rate of the patch size 02(t) determines the dilution of a chemical into the 
environment and thus the drop of the maximum concentration of the chemical. 
Therefore, the power law relating 02(t) and t is of great practical importance, for 
instance, to predict the behavior of a pollutant cloud in the environment. As it turns 
out, the specific power law which follows from Okubo’s theory, Eq. 22-42, greatly 
exaggerates the effect of dilution compared to observations made in the field. The 
shear diffusion model which will be discussed next gives a more realistic picture. 

The Shear Diffusion Model 

Peeters et al. (1 996) have made a series of experiments with artificial tracers added 
to the upper hypolimnion of several Swiss lakes or basins of lakes (basin size be- 
tween 5 and 220 km2). They always found elongated cloud shapes which they ap- 
proximated by ellipses. The principal axes grew with time as: 

2 (l.Of0.1) omi =conSt. t (22-43b) 

Consequently, the ratio, 02 : 02, increases with time. 

The different exponents found in Eq. 22-43 indicate that the spreading of a tracer 
cloud is caused by two processes: perpendicular to the flow direction, that is, along 
the minor principal axis, the spreading is compatible with normal Fickian diffusion 
with scale-independent horizontal diffusivity Eh (see Box 22.3, Eq. 6b). An addition- 
al effect is important along the axis of flow, the process of longitudinal dispersion. 

Dispersion will be discussed in the subsequent section. At this point we only men- 
tion that dispersion always occurs in fluids with a distinct direction of advective 
flow. It originates from the velocity difference between adjacent streamlines. This 
effect is called velocity shear. 
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Figure 22.10 Fit of measured hori- 
zontal cloud size, 02, to the shear 
diffusion model by Carter and 
Okuto (1965), Eq. 22-44, of sever- 
al tracer experiments in different 
basins of Lake Lucerne (Switzer- 
land) and in Lake Neuchitel (Swit- 
zerland) (different symbols). From 
Peeters et al. (1996). 

105 

t 
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1 03 104 1 05 1 06 

elapsed time since tracer release t (s) 

As pointed out by Peeters et al. (1996), based on their own experiments and on the 
reinterpretation of published field data, the adequate model to describe horizontal 
diffusion in lakes and oceans is the shear diffusion model by Carter and Okubo 
(1965). The model is described in Box 22.4. The most important consequence of this 
model is that the "4/3 law" and the equivalent $-power law for 02(t) expressed by 
Eq. 22-42 are replaced by an equation which corresponds to a continuous increase of 
the exponent m from 1 to 2 (Box 22.4, Eq. 1): 

(22-44) 

The meaning and typical sizes of the coefficients A ,  and A2 are discussed in Box 
22.4. From Eq. 22-44 we note that for small times t, 02(t) grows as t, whereas for 
large times it grows as t2. The critical time, tcrit, defined in Eq. 3 of Box 22.4 sepa- 
rates the two regimes. Figure 22.10 shows 02(t)  curves from different experiments 
conducted in Swiss lakes. In Illustrative Example 22.3 the shear diffusion model is 
applied to the case of an accident in which a pollutant is added to the thermocline of 
a lake. 
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Box 22.4 

As shown by Peeters et al. (1996), horizontal diffusion experiments in lakes and oceans can be best described with 
the shear-difision model of Carter and Okubo (1 965). The model yields the following relation between cloud size, 
02, and time, t: 

The Shear Diffusion Model 

The spreading results from a combination of two processes, ( 1) Fickian horizontal diffusion with scale-independent 
diffusivity Eh, and (2) dispersion by velocity shear in the direction of the mean flow. The process of dispersion is 
discussed in Section 22.4. It is related to the flow velocity difference (called “velocity shear”) between adjacent 
streamlines. Since water parcels traveling on different streamlines (e.g., at different depth) have different velocities, 
a tracer cloud is elongated along the direction of the mean flow (see figure below). 

Equation (1) contains two parameters, A ,  and A,. In the framework of the shear diffusion model they can be identi- 
fied with real physical quantities: 

A1 =Eh [L’T-’1 : horizontal diffusivity 

A, = %( 2) 2 +4L(%) 2 [L’T”] 

where v, is velocity of flow along the x-direction 

% is horizontal shear perpendicular to the flow 
a Y  

% is vertical shear 
az 

is horizontal diffkivity 

E is vertical diffusivity 

Note that according to Eq. 1 , the exponent m of the power law 02(t) = const. t 
from m = 1 to m = 2. The critical time, tcrit, when both terms in the square root of Eq. 1 are equal, is: 

(see Box 22.3) increases 

112 

tent =( ?) (3) 

Typical sizes of A , ,  A,, and are given in the table below. The values are taken from Peeters et al. (1996); these 
authors successfully reanalyzed several published tracer experiments in terms of the shear-diffusion model. An 
example is shown in Fig. 22.10. 
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Typical Values for Coefficients of Eq. 1 

A1 A2 tcrit (Eq. 3) 
(m2s-') ( 10-10~2~-3) (s) (hours) 

Lakes, calm 0.04 1 7 . 7 ~ 1 0 ~  22 
windy 0.2 100 1 .5x104 4 

Ocean 0.1 500 0 . 5 ~  104 1.4 

Y 

I I 

F - _  

L x  t) = action of horizontal 
turbulent diffusivity, Eh 

Illustrative Example 22.3 A Patch of the Pesticide Atrazine Below the Surface of a Lake 

Problem 

A total amount of 5 kg of the herbicide atrazine is spilled fi-om a cornfield into a 
creek only a small distance upstream of the point where it discharges into Lake G. 
An employee from the local water authority happens to be on a boat taking water 
samples. With her turbidity meter she detects the turbid water from the accident at 
12 m depth. Based on a few profiles she estimates the pollutant cloud to be 1 m 
thick, 40 m long, and 10 m wide. The cloud is drifting at a speed of about 5 cm s-' 
toward the intake of a local drinking-water supply, which is about 5 km away from 
the river mouth. Is it necessary to stop the pumps of the water plant if she wants to 
prevent atrazine concentration larger than the tolerable drinking-water concentra- 
tion (0.1 pg L-') from entering the plant? 

A N A N A N -  

H I H I 

atrazine 

M, = 215.7 g mol-' 

Answer 

Obviously, there is not much time to organize an elaborate measurement campaign 
and to run a sophisticated lake model. Thus a worst-case scenario must be sufficient 
for a quick decision. Based on the estimated cloud size the initial concentration of 
atrazine in the lake is about: 

5 x103g / 215.78 mol-' 
- - E 0.5 x 104mol L-' 5 kg CO = 

l m x 4 0 m x l 0 m  4 x 105L 

Note: The aqueous solubility of atrazine at 25°C is 1.5 x 104 mol L-'. 
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If the water currents transport the pollutant cloud directly to the intake of the water 
plant, the transport time would be about: 

- 5x103m =1x105s=28hours 
fbansport - 0.05 m s-l 

During this time the cloud will grow in size, and the atrazine will be diluted. The 
following estimates are lower limits and thus on the safe side: 

(a) Vertical mixing: E, = 109 cm2 s-' 

+=oz =(2E,tuansport)liZ =(2x10-2cm2s-' ~ 1 0 ~ s ) ~ ' ~  = 0.45 m 

Since the cloud is already 1 m thick, the additional thickening can be disregarded. 

(b) Horizontal mixing: 
Use Eq. 22-44 with A I  = 0.02 m's-', A2 = 0 .1~10- '~  m2s-3. According to the table in 
Box 22.4, these values are small and thus safe. 

Critical time (Eq. 3, Box 22.4): 

= 1.5 x 105 s = 43 hours 
12 x 0.02 m2s-l 

tcrit =( 1 x IO-" m2s-3 

Thus, while the cloud is traveling toward the intake, its size, a*, mainly grows like t. 

To calculate the initial cloud size from Eq. 22-4 1 , we use cma = 20 m, <T,~ = 5 m (half 
of observed length and width): 

0; = 2 x 2 0  m x 5  m=200 m2 

Note that the initial time to which corresponds to the initial cloud with size o0 is not 
known. There are two possibilities: 

(1) Assume to = 0 and apply Eq. 22-44 for t = tuansport = 105s.Then: 

o2 (tbansport) 

1 
= 2  4x(0.02 m2s-')' X(10s~)2 +-X0.02 m2s-1 ~ l O - " r n ~ s - ~  X(105s)4 

= 2[1.6x107m4 + 0 . 6 7 ~ 1 0 ~ m ~ ] 1 ' ~  =4.8x103m2 

[ 3 

(2) Formally, one could use the known initial cloud size 0% and solve 
Eq. 22-44 for t = to. The result is: to = 2.5 x 103 s = 0.7 h. This would add very 
little to ttransport, which was used above to calculate oz.  

Since the vertical spreading of the pollutant cloud can be neglected, the maximum 
concentration of atrazine at t = 105 s would be: 
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400 m2 
C(ttransp0rt ) = 2 c, = x 0.5 x lo4 mol L-’ 

(T (tmmport) 4.8 x 103m2 

= 5 x 104mol L-’ 

Since this value is still clearly larger than the tolerable drinking-water concentration 
(Ctot= 0.1 mg L-’ = 0.5 x lo4 mol L-’), it would be wise to stop the operation of the 
pumps and survey the movement of the cloud. 

Note: Obviously, the cloud is still fairly small after one day and thus the chance is 
small that it would exactly drift to the intake. Furthermore, if the intake were not at 
the same depth as the drifting cloud, it might never affect the quality of the drinking 
water. Yet, this is no argument against precautionary measures. 

Dispersion 

Although dispersion can be described by the same law as diffusion, its nature is different. 
Dispersion is the result of the velocity shear, that is, of the velocity difference between 
adjacent streamlines in an advective flow. Due to turbulent exchange 
perpendicular to the direction of flow, water parcels continuously change the 
streamline along which they move. Since these streamlines move at different speeds, 
each water parcel has its own individual “history of speed” and thus its individual 
mean velocity. 

To render this point less abstract, imagine the various streamlines to be railway 
tracks running in parallel from A to B. On some tracks run the fast trains, on others 
trains of intermediate speed, and on still others the slow freight trains. People travel- 
ing on these trains randomly jump between these trains, thus changing the speed of 
their journey. At time t = 0, several people start their trip at A on different tracks. 
Since each person spends different amounts of time on the different tracks, they will 
arrive at B at different times (Fig. 22.11). Imagine that several observers register the 
time of arrival at B and also at an intermediate location X. From their data they 
calculate the average arrival time as well as the variance o2 of the individual times 
relative to the mean (see Fig. 22.11). It then will turn out that the variance grows 
with increasing time, that is, it will be larger at B than at X. If the observers compare 
their data more closely, they will notice that o2 increases approximately linearly 
with the mean traveling time t : 0: =const. t .  

Does this sound familiar? Yes, it should remind us of the Einstein-Smoluchowski 
law, Eq. 18-8. In fact, the analogy suggests that dispersion can be described by the 
same mathematical formalism as diffusion, that is, by the first and second Fickian 
laws (Eqs. 18-6 ad 18-14). We just have to replace diffisivity D by the dispersion 
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A 
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L time n Q, 
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5 
C 

Figure 22.11 A simple model to 
explain the effect of dispersion. 
Trains on different tracks travel 
with different speed. People who 
randomly change between differ- 
ent trains have different travel 
times from A to B. The variance of 
their arrival time increases from 
location X (ox) to location B ((J~). 

arrival time 

coefficient, &is. Once we have qualitatively understood the nature of dispersion, we 
now can take a short look at its mathematical description. 

Dispersion and the Fickian Laws 

We analyze the transport of a chemical (concentration C) along a fluid flow with 
mean velocity < (x designates the direction of the flow). Examples are transport in 
a river (Chapter 24) or in an aquifer (Chapter 25). Imagine that at time t = 0, per 
cross-sectional area the total amount M* (dimension ML-2) of a chemical is added 
to the flow at location x = 0. Then, the one-dimensional concentration distribution, 
C(x, t = 0) can be described by the 6-function (see Eq. 18-15): 

0 forx#O m 

CO forx=O 

with 8(x)dx = 1 (22-45) - C(x,  t = O ) = M * 6 ( x ) =  

The action of dispersion upon C(x,t) can be characterized by the following points: 

1. The center of mass, xCM, travels with the velocity V x  : 

XCM ( t )  = vx t (22-46) 

2. Relative to the center of mass, the concentration is spread according to the law: 

ac a 2c 
at  ax2 - = Edis - (22-47) 

3 .  By analogy to Eq. 18-6, the solution of Eq. 22-47 with initial condition Eq. 22-45 
has the form: 
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M* 

2 (n Edis t)1” 
C(x,t) = (22-48) 

Note the difference to Eq. 18-1 6: The maximum of the normal distribution, charac- 
terized by that x which makes the argument of the exponential function zero, moves 
with time according to Eq. 22-46. At a fixed time t, the concentration distribution 
along the x-axis is a normal distribution. Its variance increases as: 

2 CT, =2E,,t (22-49) 

where the dispersion coefficient Edis has the same dimension as the diffusion coeffi- 
cient (L2T-’). The analogy between Eqs. 18-8 and 22-49 is obvious. 

4. The description of dispersion also has an analogy to Fick’s first law. Relative to a 
water parcel moving at the mean velocity ‘J, there is a mass flux due to dispersion 
which takes the form: 

ac 
ax F =-E - 

diS d i S  
(22-50) 

It is this flux which dilutes concentration patches moving along the streamlines. At 
this point, the connection to the shear diffusion model of horizontal mixing becomes 
clearer. An example of how dispersion is causing the dilution of a pollutant patch 
with its environment has been discussed in Illustrative Example 22.3; others will 
follow in Chapters 24 and 25. 

The Dispersion Coefficient 

Once the mathematical description of dispersion has been clarified, we are left with 
the task of quantifying the dispersion coefficient, &is. Obviously, Edis depends on the 
characteristics of the flow field, particularly on the velocity shear, av,  / a y  and 
av ,  / a z  . As it turns out, the shear is directly related to the mean flow velocity V x  . In 
addition, the probability that the water parcels change between different streamlines 
must also influence dispersion. This probability must be related to the turbulent 
diffusivity perpendicular to the flow, that is, to vertical and lateral diffusion. At this 
point it is essential to know whether the lateral and vertical extension of the system 
is finite or whether the flow is virtually unlimited. For the former (a situation typical 
for river flow), the dispersion coeficient is proportional to (T,)2: 

Edis = p(V,)2 (flow limited) (22-5 1) 

where the parameter p (dimension T) is inversely related to the lateral turbulent 
diffusivity, E,,. In other words, if water parcels change frequently between stream- 
lines (E,, large), dispersion is small since all water parcels seem to travel at the aver- 
age velocity V x  . Typical orders of magnitude of Edis in river flow will be given in 
Chapter 24. In Illustrative Example 22.4 a case is discussed in which the behavior of 
a chemical in a river is influenced by dispersion. 

If the flow is virtually unlimited, as in the case of currents in the ocean or in aquifers, 
&is is directly proportional to V, : 
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Edis = aL V x  (flow unlimited) (22-52) 

For the case of groundwater flow, a, (dimension L) is called dispersivity. A further 
discussion of this type of dispersion follows in Chapter 25. 

In Illustrative Example 22.4 we reanalyze the case of the flux of trichloroethene 
(TCE) from a contaminated aquifer through the unsaturated zone into the atmo- 
sphere. As pointed out in Illustrative Example 19.2, measurements of TCE in the soil 
indicate that vertical advection of air may influence the TCE profile and the flux. 

Illustrative Example 22.4 
Advanced Topic 

Transport of a Volatile Compound From the Groundwater Through the Unsat- 
urated Zone Into the Atmosphere-Illustrative Example 19.2 Reconsidered 

Problem 

In Illustrative Example 19.2 we discussed the flux of trichloroethene (TCE) from 
a contaminated aquifer through the unsaturated zone into the atmosphere. The 
example was based on a real case of a polluted aquifer in New Jersey (Smith et al., 
1996). These authors compared the diffusive fluxes, calculated from measured 
TCE vapor concentration gradients, with total fluxes measured with a vertical 
flux chamber. They found that the measured fluxes were often several orders of 
magnitude larger than the fluxes calculated from Fick’s frst  law. In these situa- 
tions the vapor profiles across the unsaturated zone were not always linear. The 
authors attributed this to the influence of advective transport through the unsatur- 
ated zone. In order to test this hypothesis you are asked to make the following 
checks: 

(a) Estimate the relative flux enhancement due to advective flow compared to the 

“‘H; CI 

trichloroethene 
(TCE) 

M,= 131.4gmol-1 

pure diffusive flux. 

(b) Give an upper limit for the effective advection velocity, veff, below which the 
flux would be indeed purely diffusive. 

Relevant information from Illustrative Example 19.2 

Unsaturated zone of aquifer 
Depth L = 4 m 
Porosity @ = 0.3 

Volumetric gas content 8, = 0.15 

Diffusivity of TCE in air of unsaturated zone: D,, = 6.7 x 10-3 m2d-’ 
Fraction of TCE present in gas phase& = 0.05 
Thus: Effective diffusivity DeR = DJa = 0.05 x 6.7 x 10-3 m2d-’ = 3.4 x 104 m2d-’ 
TCE concentrations: 

In equilibrium with groundwater CO = 25 pg L-’ 
In open air C, = 0 
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Answer (a) 

Choose a coordinate system with the z-axis pointing upward, z = 0 at the upper 
boundary of the groundwater table, z = L = 4 m at the soil surface. If transport is by 
diffusion alone, the steady-state concentration profile is linear: 

The flux per gas-Jilledpore cross-sectional area is: 

If transport is by diffusion and advection (effective velocity), the transport equation is 

where veff is effective velocity (taking into account the effect of tortuosity and 
sorption of TCE on solids), and Edis combines both the effect of diffusion and of 
dispersion. For the latter use Eq. 22-52, thus: 

where aL is the dispersivity of the unsaturated zone. 

The solution of Eq. 2 at steady-state leads to the same eigenvalues as in Illustrative 
Example 22.1 : 

A,=- v eff , h,=O 
Edis 

The boundary conditions correspond to case 1 of Table 22.2 (CO = 25 pg L-’, CL = 0). 
Thus, the profile for the diffusive-advective case has the form: 

The corresponding net flux (diffusion and advection) per gas-filled area is: 

In fact, at steady-state the net flux, Fn;, ( z )  , must be independent of z.  Replacing veff 
by Eq. 5 yields: 

The flux ratio between the net (advective + diffusive) and the pure diffusive flux is: 
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Consider the following extreme cases: 

V L  
(1) hlL>>l  * A-- -Pe>>I  

EdiS 

According to the typology of Fig. 22.3, this corresponds to the case of fast advection 
(Da = 0, Pe not much smaller than 1) with veff > 0. 

Note that dispersion no longer appears in this expression. 

V L  
(2) hlL<<l  * -Pe<<l  

E,, 

(slow advection, that is, diffusion controlled) 

Then use e-'I = 1 -A, L to evaluate Eq. 9: 

\c'=--- '1 - - Deff +aLveff (slow advection) 
Deff Deff Deff 

Answer (b) 

Strong flux enhancement (case 1, Eq. 10) occurs if 

As will be discussed in Chapter 25, a,/L is typically of the order 10-'. Thus, you can 
approximately write: 

Deff - 3.4 x 10e4 m2d-' .&( 1-2) = Veff >> - - = 8.5 x 10-5 m d-' 
L 4 m  

Then it can be concluded that an extremely small advection velocity is sufficient to 
produce a significant flux enhancement and to deform the TCE profile correspondingly. 
Note that case (2) (Pe << 1) only occurs under extremely quiet conditions. 
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Concluding Remarks 

This concludes Part IV of the book in which we discussed a series of modeling tools 
for describing mixing and transport in environmental systems. We found, on the one 
hand, that random motion is an important agent for transporting chemicals within 
environmental systems and across boundaries which separates them. On the other 
hand, directed flow patterns, either in the atmosphere or the hydrosphere, were iden- 
tified as the main mechanism for the large-scale distribution of chemicals in the 
environment. 

Some of the mathematical tools, such as the linear one-box model, are both fairly 
simple and nonetheless sufficient for handling a great variety of situations. More 
complex systems require the use of multibox models. In some cases, continuous 
time-space models are needed. The mathematics of the latter involve partial differ- 
ential equations and quickly lead beyond the scope of this book. In this chapter, a 
few important concepts were discussed which allow the reader both to make some 
approximative calculations and to critically analyze the results from computer models 
in which time-space processes are employed. 

uestions and Problems 

Questions 

Q 22.1 

Is it possible that the advective transport of two solutes can simultaneously occur in 
opposite directions? What about diffusive fluxes? 

Q 22.2 

Why does the incorporation of advection and diffusion into a model lead to partial 
differential equations? For what conditions do these equations become norrnal 
differential equations again? 

Q 22.3 

How can diffusive transport be incorporated into box models? Are the resulting 
expressions partial differential equations? 

Q 22.4 

Explain Gauss' theorem in words. 

Q 22.5 

Explain qualitatively the significance of the Damkohler Number and of the Peclet 
Number. 

Q 22.6 

In two of the four cases shown in Fig. 22.3, diffusion is mentioned as the dominant 
process. Explain the difference between these two cases. 
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Q 22.7 

In none of the four cases shown in Fig. 22.3 can diffusion be completely ignored. 
Why? 

Q 22.8 

Where does molecular diffusion (in air or water) actually play a role in the environment? 
Give reasons why it is not relevant in systems which you exclude in your answer. 

Q 22.9 

Give two frequently used models for turbulent transport in the environment and 
explain how they relate to the turbulent diffusion coefficient. 

Q 22.10 

Why is turbulent diffusion scale-dependent? 

Q 22.11 

Which assumptions are necessary for determining vertical turbulent diffusion 
coefficients fiom repeated vertical temperature measurements made at a single 
location in the middle of a lake? 

Q 22.12 

Explain the relationship between vertical turbulent diffusivity in surface waters and 
vertical stratification of the water column. 

Q 22.13 

Explain the physical meaning of the Brunt-Vaisala frequency. 

Q 22.14 

What is the problem whith Okubo’s diffusion diagram? 

Q 22.15 

Explain the difference between the dispersion coefficient, Edis, in a river and in the 
atmosphere. How is Edis related to the mean advection velocity and to lateral turbulent 
diffusivity in each case? 

Problems 

P 22.1 Diffusive Fluxes and Concentration Changes 

Consider the concentration profile C(x) = Coea along the positive x-axis 
(0 5 x < -), where CO and a are constant positive parameters. (a) Calculate size and 
direction of the diffusive flux as a function of x produced by the constant diffusivity 
D. (b) Calculate the corresponding in situ concentration change due to diffusion, 
aciat. 
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CI “‘>-<ll 
tetrachloroethene 

W E )  

Advanced Topic 

benzene 

Evaluate flux, F, and concentration change, aC / a t ,  at x = 0, 10 m, 100 m, 1 km. 

P 22.2 Net Diffusive and Advective F l u e s  

Consider the same profile as in P 22.1. In addition to diffusion, an advective velocity 
v acts on the profile. (a) Calculate the corresponding additional contribution to the 
flux and to aC / a t .  (b) Determine the relation between v and the other parameters 
(D, a, CO) such that the profile, given in P22.1 between x = 0 and x = 00 corresponds 
to a steady-state. Is such a steady-state possible if v > O? 

P 22.3 Determine Vertical Turbulent Diffusivity in a Lake from Measurements 

In a lake (maximum depth: 20 m) two vertical profiles of tetrachloroethene were 
measured at a time interval of one month (see table below). Calculate the vertical 
turbulent diffusivity, E,, at 8, 12, and 16 m depth. For simplicity assume that the 
cross-section of the lake, A(z), is independent of depth z. (Note that the same data 
were used in Problem 20.5 to calculate the air-water exchange rate of PCE.) 

of Tetrachloroethene (PCE) 

Depth z PCE concentration ( 1 0-9mol L-’) 
(m) June 10 July 10 

0 1 .o 0.5 
2 5 .O 2 .o 
4 9.5 3.5 
6 5.5 5.5 
8 3.9 4.7 
10 3.1 3.6 
12 2.6 3 .O 
14 2.3 2.7 
16 2.1 2.4 
18 2 .o 2.2 
20 1.9 2.1 

P 22.4 Vertical Steady-State Benzene Profile in a Lake with Depth-Dependent 

In Illustrative Example 19.4, the dissolution of a non-aqueous-phase liquid (NAPL) 
into groundwater was discussed. Here we consider a similar (although somewhat 
hypothetical) case. Assume that a mixture of chlorinated solvents totally covers the flat 
bottom of a small pond (maximum depth z,, = 4 m, surface area Asurface = 104 m2) 
forming a dense non-aqueous-phase liquid (DNAPL). The DNAPL is contaminated 
by benzene which dissolves into the water column and is vertically transported by 
turbulent diffusion. The pond is horizontally well mixed. The vertical turbulent 
diffusion coefficient is E, = 0.1 cm2s-’ and approximately constant over the whole 
water column. 

Cross Section 
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Advanced Topic 

Calculate the vertical steady-state profile of benzene as well as the total vertical flux of 
benzene, wbenzene (expressed as mass per unit time), if the following conditions hold: 

Lake bottom: z = O m  Abottom = 2 X 103 m? 
Lake surface: z = z,,, = 4 m Asurface = i04 m2 

Lake cross section increases linearly from Abonom to Asurface. 

Aqueous benzene concentration in contact with DNAPL at z = 0: 

in contact with air at z = 4 m: 

0.4 mg/L 

0 mg/L 

Hint: Write the lake cross section in the form A(z) = Abottom + alz, and determine a, 
from the information given above. Use Fick's first law to express wbenzene. This 
yields an algebraic expression for dCbe,, / dz . Then, c(z)  and mbenzene = constant 
can be determined from the boundary conditions. 

Additional Question: 
You may have realized that in the above problem the assumption that Csurface = 0 is 
not realistic. In fact, even if Cai, = 0, at steady-state the aqueous concentration at the 
boundary must be larger than 0 in order to induce the air-water flux which compensates 
for wbenzene in the water. Use Table 20.5b and the wind speed ul0 = 1 m S1 to deter- 
mine a realistic value for Csdace. 

P 22.5 Shear Diffusion Model andApparent Diffusivity 

The shear diffusion model (Eq. 22-44) relates the size of a pollutant patch to the 
elapsed time since the patch was formed. Apply the relation 

1 do2 
app 4 dt 

E =--  

for the apparent diffusivity and calculate E,,,,, after one day and one week, respec- 
tively. Analyze two different conditions (see Box 22.4): 

A, (m s-l) A, ( 10-lo m2s-3) 
calm 0.04 1 
windy 0.2 100 

Calculate also the relative patch dilution between day 1 and day 7. 
~~~~ ~ 

DimxXfiun Adivily- 
m ( m )  ~ ( 4 p n / l o o k d "  

4 41.6+ 1 .1  
11 35.1 + 3.8 
16 30.2 -I- 2.0 
21 24.7 +- 1.2 
27 17.5 f 1.1  
34 12.3 + 1.8 

a dpd100 kg = decay per 
minute per 100 kg sea water 

P 22.6 Radon Profiles and Vertical Turbulent Diffusivity at the Bottom of the 
Ocean 

in the benthic boundary layer in the Hatteras Abyssal Plain (North Atlantic). The 
excess radon activity, that is, the activity of radon-222 in excess of the activity of 
radium-226, from which radon-222 originates, allows us to determine the vertical 
turbulent diffusivity, E=, in the benthic boundary layer. The following table gives one 
of the profiles, taken on August 6,1977, at 28"35'N, 70'34'W. Calculate the average 
E, value for the lowest 40 m of the water column. 
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PARTV 

ENVIRONMENTAL SYSTEMS AND CASE STUDIES 

The last part of the book is devoted to the development of simple integrative models 
of organic chemicals in real environmental systems. The compound-specific tools 
derived in Parts 11 and I11 will be combined with the modeling tools of Part IV. As 
before, the aim of the discussion is not to compete with the many rather sophisticat- 
ed models of environmental systems which can be found in the literature, but to 
concentrate on the simple models which can be analyzed by hand or with desk calcu- 
lators. 

The variety of environmental systems is immense, thus a deliberate choice was 
necessary. The remaining three chapters of the book are devoted to “typical” cases, 
that is to standing surface waters (mainly ponds and lakes, although applications to 
oceans are possible) running waters and subsurface aquifers (mainly the saturated 
groundwater zone). 

To simplify the notation, the compound-specific subscript i is omitted wherever the 
context is clear. 

Environmental Organic Chemistry, 2nd Edition. 
Rene P. Schwarzenbach, Philip M. Gschwend and Dieter M. Imboden 

Copyright 0 2003 John Wiley &L Sons, Inc. 
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Chapter 23 

PONDS, LAKES, AND OCEANS 

23.1 Linear One-Box Models of Lakes, Ponds, and Oceans 
Box 23.1 : Linear One-Box Model for Well-Mixed Volumes of Ponds, Lakes, 

Illustrative Example 23.1 : A Enyl Acetate Spill Into a Pond 
and Oceans 

23.2 The Role of Particles and the Sediment-Water Interface 
Partitioning Between Dissolved and Particulate Phases 
Particle Settling 
PCBs in Lake Superior (Part 1) 
Exchange at the Sediment-Water Interface 
Box 23.2: Model of Sediment-Water Exchange 
PCBs in Lake Superior (Part 2) 

23.3 Two-Box Models of Lakes 
Two-Box Model for LakeEediment System 
Box 23.3: Solution of Linear Water-Sediment Model 
PCBs in Lake Superior (Part 3) 
Other Two-Box Models 

23.4 One-Dimensional Continuous Lake Models (Advanced Topic) 
Internal Transport versus Reaction and Boundary Fluxes 
One-Dimensional Vertical (1DV) Lake Model 
Numerical Models 
Box 23.4: Numerical Approximation of Partial Differential Equations of 

Application of the 1 DV Lake Model 
One-Dimensional Vertical Lake Model 

23.5 Questions and Problems 

Environmental Organic Chemistry, 2nd Edition. 
Rene P. Schwarzenbach, Philip M. Gschwend and Dieter M. Imboden 

Copyright 0 2003 John Wiley &L Sons, Inc. 
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The world oceans cover 361 x 106 km2 or 71% of the surface of this planet. They 
have a total volume of 1370 x 106 km3 and a mean depth of 3.8 km (Table 23.1). 

There are about 5 million lakes with a surface area greater than 0.1 km2 (Table 23.2) 
and countless smaller lakes and ponds. Their total volume exceeds 180 x 103 km3 
(0.013% of the ocean volume), and their total surface area is about 1.6 x 106 km2 
(0.44% of the ocean surface or 0.3 1% of the earth surface). Yet, nearly all of the total 
lake volume and close to 90% of the surface area is concentrated in the roughly 250 
lakes with surface areas greater than 500 km2. 

The largest lake, the Caspian Sea, has a volume of 78,200 km3 (43% of total lake 
volume). Among the remaining (mostly freshwater) lakes, Lake Baikal has the largest 
volume (about 22% of the total volume of all freshwater lakes) and the greatest depth 
(1,630 m). 

This chapter deals with the integrative modeling of organic pollutants in standing 
surface waters. Our approach is similar to the description of engineered systems llke 
reactors. From a didactic point of view, ponds and lakes are well suited to demonstrate 
how the interplay of transport and reaction processes determines the spatial and temporal 
distribution of organic compounds in natural environments. For such systems, simple 
back-of-the-envelope calculations using one- or two-box models may already help 
one answer important questions, including a quick assessment of the most important 

Table 23.1 Physical, Chemical, and Biological Characteristics of the 
World Oceans a 

Surface area 
Volume 
Mean depth 
Thermocline depth (typical values) 
Typical residence time of deep ocean water 

Salinity mean 

pH of seawater 

Concentration of suspended solids 
(solid-to-water phase ratio, rSw) 

90% of ocean water between 34 and 35%0 

surface water 
deep water 

Fraction of organic matter of suspended solids 
(expressed as organic carbon),& 

Typical decadal attenuation coefficient, @(A), 
in seawater at h = 500 nm (see Section 15.2) 

coastal water 
open water 

361 x 106 km2 
1370 x 106 km3 

3.8 km 
50 - 200 m 

1000 yr 

34.7 %o 

8 .O 

104- 5 x ~ O - ~  kg m-3 
(1 - 5 ) ~ 1 0 ” k g m - ~  

0.02 - 0.2 kg,,kg;’ 

0.2 m-‘ 
0.05 m-I 

a The figures originate from different sources; most of them are from Neumann and Pierson (1966) 
and from Home (1969) 
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Table 23.2 Orographic Characteristics of Lakes 

Lakes with area > 0.1 km2 a 

Number 
Total surface area 
Total volume 

= 5 x106 
1.6 x106 km2 
> 180 x 103km3 

Large lakes (area > 500 km2)b 
Number 253 
Total surface area 1.4 x106 km2 
Total volume 179 x103 km3 

Volume (km3) Area (km2) Max. Depth (m) 

1 Caspian 
2 Baikal 
3 Tanganyika 
4 Superior 
5 Nyasa 
6 Michigan 
7 Huron 
8 Victoria 
9 GreatBear 
10 Great Slave 

12 Ontario 
1 1  Issykkul 

78,200 
23,000 
1 8,900 
12,230 
6,140 
4,920 
3 ,537 
2,700 
2,381 
2,088 
1,730 
1,637 

374,000 
3 1,500 
32,900 
82,100 
22,490 
57,750 
59,500 
68,460 
3 1,326 
28,568 
6,240 

19,000 

1025 brackish 
1630 
1470 
407 
706 
282 
229 

92 
452 
625 
702 brackish 
245 

Meybeck (1995). Herdendorf (1990) 

processes. To this end, it is useful to express each process by a first-order or a pseudo- 
first-order rate law exhibiting a characteristic rate constant (see Chapter 21). By doing so, 
the relative importance of each of the processes may be determined immediately by a 
direct comparison of the characteristic (pseudo-)first-order rate constants. 

In Section 23.1, this procedure will be applied to just one completely mixed water 
body. This “control volume” may represent the lake as a whole or some part of it (e.g., 
the mixed surface layer). Section 23.2 deals with the dynamics ofparticles in lakes and 
their influence on the behavior of organic chemicals. Particles to which chemicals are 
sorbed may be suspended in the water column and eventually settle to the lake bottom. 
In addition, particles already lying at the sediment-water interface may act as source or 
sink for the dissolved chemical. In Section 23.3, two-box models of lakes are 
discussed, particularly a model consisting of the water body as one box and the 
sediment bed as the other. Finally, in Section 23.4, one-dimensional vertical models 
of lakes and oceans are discussed. 

The reader will see that this chapter does not really introduce new mathematical 
concepts. In fact, all tools were derived in Chapters 18 to 22. To facilitate the reading, 
the necessary equations will be summarized at the beginning of each section. 
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Linear One-Box Models of Ponds, Lakes, and Oceans 

In Part IV we repeatedly used box models for describing the dynamics of chemicals in 
lakes. In this chapter we will summarize this information. As a first step, Fig. 23.1 
illustrates the one-box model approach for the average total concentration of a chemi- 
cal, C,, in a well-mixed water body such as a pond, a shallow lake, a subcompartment 
of a deep lake or ocean (e.g., the mixed surface layer), or even an engineered system 
like a completely stirred reactor. 

The mathematical formulation of the model and the definition of the variables and 
parameters are given in Box 23.1. Note that the model is based on the following 
simplifying assumptions: 

1. The total concentration is given by the sum of the dissolved and particle-bound 
concentrations, C, = C, + C,. All concentrations are expressed as mass per bulk 
volume. It is assumed that the dissolved and particulate phases are always equilibrated 
(see Chapter 9). 

2. All internal transformations (chemical, photochemical, biological) in which the 
chemical is consumed, are described by first-order processes. The in situ production of 
the compound is described as a zero-order process,j. This includes the case in which 
the compound may be produced by (e.g., first-order) transformation of another 
compound, provided that the concentration of the latter is approximately constant. 

3. The external processes (boundary fluxes) can be combined into four pairs of 
generalized exchange fluxes; that is: (a) inputloutput by streams, rivers, or ground- 
water, (b) air-water exchange, (c) sediment-water exchange, (d) exchange with 
adjacent water compartments. If the box represents a pond or lake as a whole, flux (d) 
does not exist. The fluxes into the system are controlled by external parameters such as 
the concentration in the inlets, the atmospheric and the sedimentary concentrations. 
These concentrations can be constant or variable with time. 

4. The fluxes out of the system and the internal transformations are all formulated as 
functions of the total concentration C,, although certain processes are controlled by 
C, or C, alone. This is taken into account by multiplying the rate constants by the 
appropriate equilibrium fraction,f, or (1 -f,), respectively (see Eq. 9-12). 

Most processes listed in Box 23.1 have been discussed before. However, the term 
describing the settling of suspended particles, ks*C, , and the exchange between the 
water and the sediments, ksedex [ Cseeqd - C, ] , need further explanation. A detailed discus- 
sion follows in Section 23.2. First, we discuss the fate of vinyl acetate in a pond (Illus- 
trative Example 23.1) for which the solute-particle interaction is not important. 
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kc'hem -k kp'hoto -+ k b y o C  __ pi vSedexCt - 

in-situ reactions 

Figure 23.1 General view of a linear one-box model of a well-mixed pond, a lake, or part of a lake or 
ocean. See Box 23.1 for definitions. If the box represents the complete water body of a lake, the terms 
with vex (water exchange with adjacent boxes) do not exist. Similarly, if the box is not in contact with 
the atmosphere, the air-water exchange flux (vdw) is absent. 

Box 23.1 Linear One-Box Model for Well-Mixed Volumes of Ponds, Lakes, and Oceans 

Note: To simplify the notation, the subscript i indicating a specific chemical is omitted. 

The equation for the linear one-box model of a mixed water body (Fig. 23.1) is given by: 

where: 

+ ksedex c:2d + kex cex 
'a J = j + kw Ctin + kalw - 

K a / w  

k* = kw + ka*/w + k: + k e d e x  + kex + ':hem + kihoto + 'tie 

The asterisk indicates that the specific rate constants refer to the total concentration C,. Some processes involve 
only the dissolved phase (like air-water exchange k;,,,), others the particle phase (like sedimentation k,*), and still 
others may be a mixture of both phases, e.g., 

';io = fwkbio,d + (l - f w  )kbio,p 

Definitions: 

V 

A0 
h = VIA, 

Q 

[ L ~ I  

[L21 
[LI mean depth 

[L3T'] discharge rate 

volume of water body (constant) 

surface area of water body 

(4) 
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c, = c, + cp 

J 

j 
k *  1 total specific elimination rate 

kw= Q / V  [T' 1 specific river inputioutput rate (Eq. 12-50) 
Va/W [T'I 

k , * = ( l -  f w ) k s = ( l -  f,)- v s  [T'] 

[T'I 
h 

[ML-3] 

[ML-3T'] 

[ML-3T'] 

total mean concentration (subscript t) of chemical in the system (box) 
expressed as the sum of dissolved (d) and sorbed (p) concentration 

total external input of chemical per unit volume and time 

in-situ production of chemical per unit volume and time 

specific rate constant of air-water exchange (Eq. 2 1 -8c) 

specific removal rate by particle settling (Eq 23- 19) 

specific exchange rate between water and sediment column (diffusion 
and sediment resuspension, see Box 23.2, Eq. 6) 

GW = f w k a J w  = fw h 

ksedex 

V k =A 
ex h 

[T' 1 
[,r-'I 

[T'I 
[ML-3] 

[ML-3] 

[ML-3] 

[ML-3] 

specific removal rate by water exchange with adjacent box or 

boxes (Eq. 2 1-40 or 2 1-41) 

specific chemical transformation rate (hydrolysis etc.) 

specific photochemical transformation rate 

specific biological transformation rate 

mean total concentration in inflow (Eq. 2 1 -8a) 

atmospheric concentration 

apparent sediment concentration for input (Box 23.2, Eq. 7) 

total concentration in adjacent box 

[-I 
[M-'L3] 

r S W  [ML-3] solid-to-water phase ratio 

dissolved fraction of chemical (Box 18.5, Eq. 3) 

solid-water distribution coefficient (Eq. 9-7) 

1 
fw = 

1 + rsw K ,  
Kd 

Solution of Eq. 1 for constant parameters (Box 12.1 , Eq. 6) 

C,, concentration in system at time t = 0 

(5) 
J 

'O0 k *  
c = - steady-state concentration 

Illustrative Example 23.1 A Vinyl Acetate Spill Into a Pond 

Problem 

Due to an accident during the summer holidays, an unknown amount of vinyl 
acetate is introduced into a small, well-mixed pond located in the center of a city. 
Working in a consulting firm, you are asked (1) to determine the concentration of 
vinyl acetate in the pond, (2) to estimate how much vinyl acetate has entered the 
pond, and, most importantly, ( 3 )  to say something about the half-life of this com- 
pound in the pond. 
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Because your laboratory technician is out of town, it takes you 10 days until you are 
ready to make the first measurement. At this time (i.e., 10 days after the input), the 
measured vinyl acetate concentration in the pond water is 50 pg L-'. Ultimately, the 
people from the town want to know from you how long it will take until the concen- 
tration drops below 1 pg L-'. Try to answer this question by making the (worst-case) 
assumption. Also calculate how much vinyl acetate has at least been introduced into 
the pond. Base your answers on the data given below . 

Characteristic Data of Pond 

Volume 
Surface area 
Water throughflow 
Average wind speed above the pond 
Water temperature 

Geographical latitude 
Rate constants of hydrolysis 

Vapor pressure 
Melting temperature 
Boiling temperature 
Solubility 

v = 1 0 4 ~ 3  

A, =2x103m2 
Q = 102~3d-1 
uIo = 1.5 m s-l 
Tw = 25°C 
pH = 7.0 
47 SON 
kA(25"C) = 1.4 x 104M-'s-' 

kB(25"C) = 10M-Is-' 
p,(25"C) = 0.14 bar 

k,(wc) = 1 .I 10-7s-1 

T, =-92.8"C 
Tb =72.5"C 
Ct2t = 0.23 mol L-' 

Answer 

The relevant processes are: (a) flushing, (b) air-water exchange, (c) hydrolysis. 

(a) Flushing: k, = Q/V= 102m3d-'/104m3 = 0.01 d-' 

(b) Air-water exchange: The Henry's law coefficient of vinyl acetate can be estimated 
from p t  and C:t: 

KH = p: /C:t = 0.14 barl0.23 mol L-' = 0.61 L bar mol-' 

According to Fig. 20.7, vdw is water-phase controlled. From Eq. 20-16: 

vco,w(ulo = 1.5 m s-') = 0.65 x 10-3cm s-' 

Thus, for vinyl acetate (see Eqs. 20-24a, 20-25, 18-55): 

vw = [ - Dw Ji3 VC0,w -[ - M ,  )-"' vc0,w 
DC0,W 4 0 ,  

= 0.65 x 10-3cm s-' = 0.52 x 10-3cm 

Finally: 
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v, A, - 0.52 x 10-5 m s-' x 2 x 103m2 k =%=-  - 
h V 1 0 4 ~ 3  

alw 

= 1.04 x 10-6~-1 = 0.09 d-' 

(c) Hydrolysis: 

kchem = k,[H+] + kN + k,[OH-] s (l.l+lO) 10-7~-' = 0.096 d-' 

Since after the spill the input of vinyl acetate in the pond is zero, the one-box model 
has the form (note C, = C,, thus k* = k): 

-- dCw - -k C, , k = k, + kaiw + kchem = 0.20 d-I 
dt 

j Cw(t) = C,, e-" with t = 10 d 

C,, = C,(t = 10 d) eh = 50 pg L-I x 7.4 = 370 pg L-' 

Thus, the input, I, of vinyl acetate was at least? 

I = VC,, = 370 mg m-3 x 104m3 G 3.7 kg 

The time, t,, needed for the concentration to drop to 1 pg L-I can be calculated from 
the relation: 

1 pg L-' = 370 pg L-I e-" 

~ 5 . 9  = 30d 
1 1 

k (3;O) 0.2 d-' 
t ---In - = - 
1 -  

t,: time from accident until C, = 1 pg L-' 

Problem 

Since you are interested in checking whether your predictions were right, you 
measure the vinyl acetate concentration in the pond again 20 days after the 
accident. The value that you obtain is now 4 pg L-'. Compare this result with your 
predictions. Try to explain any discrepancies, and if necessary, revise your 
answers given 10 days after the accident. 

Answer 

From the two measurements (at t = 10 and 20 d) the real total elimination rate kreal 
can be calculated: 

4 pg L-' = 50 pg L-' ekwatlOd 

* kreal = -- lid In($) = 0.25 d-I 

The difference between k and heal is most probably due to biodegradation. When using 
the experimentally determined total rate constant, the estimated input is calculated as: 

I =  50mgm-3 e2.5 x104m3 = 6.1x106mg= 6.1 kg 
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The concentration 1 yg L-' is reached at time tlreal: 

(time after the accident). 

The Role of Particles and the Sediment-Water Interface 

Partitioning Between Dissolved and Particulate Phases 

In Chapter 21 on box models no distinction was made between a compound being 
present as a dissolved species or sorbed to solid surfaces (e.g., suspended particles, 
sediment-water interface). In Boxes 18.5 and 19.1, and also in Illustrative Example 
19.6, we learned that several of the transport and transformation processes may 
selectively act on either the dissolved or the sorbed form of a constituent. For 
instance, a molecule sitting on the surface of a sedimentary particle at the lake 
bottom does not feel the effect of turbulent flow in the lake water, while the 
dissolved chemical species is passively moved around by the currents. In contrast, a 
molecule sorbed to a suspended particle (e.g., an algal cell) can sink through the water 
column because of gravity, unlike its dissolved counterpart. 

In this section the distinction between dissolved and sorbed species is introduced 
into the box model concept in the simplest possible manner, that is, by assuming a 
reversible linear equilibrium relationship between the dissolved concentration, 
C,(mol m:), and the species sorbed on solids, C,(mol kgi'). (The units 
m t  and kg, refer to water volume and solid mass, respectively.) The sorption/ 
desorption process shall be fast compared to other processes which affect the chemical 
(e.g., mixing, chemical transformation). As discussed in Chapter 9 (Eq. 9-7), the 
(observed) solid-water distribution ratio Kd is defined by: 

(23-1) 

Note that in this chapter the volume is expressed in cubic meters and not, as in 
Chapter 9 and in most other chapters, in liters (L). Thus, Kd values are numerically 
smaller by 1 O-3; densities p and the solid-to-solution phase ratio rsw are larger by lo3. 

From Chapter 9 we remember that Kdmay represent a composite of several kinds of 
sorption processes (Eq. 9-16). For most neutral apolar or weakly monopolar chemi- 
cals, however, only sorption to natural organic matter may be relevant. In that case, 
we can use Eq. 9-22 to express Kd: 

(9-22) 

where& is the fraction of the solid which is natural organic carbon, and KO, is the 
sorption coefficient reflecting partitioning between particulate organic carbon and 
solution phases. 
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In box models the concentration variables have to be related to the same reference 
volume. We use total (bulk) volume (indicated by m3, without index). Thus, the 
dissolved and sorbed (particulate) concentrations per total volume, C, and C, are 

(23-2) 

(23-3) 

where @ = V,/V, is the volumetric fraction occupied by water (in environments with 
many particles, such as sediments, @ is called porosity), and (M, /V,) is the mass of 
solids per total volume. We can express the “single phase concentrations” C, and Cp 
in terms of the total concentration, C, = C, + C,, and the fraction of the chemical in 
solution,f,, introduced in Eq. 9-12: 

1 
f, = 

1+r,WKd 
or for many neutral apolar and weakly monopolar chemicals: 

1 

fw = 1+ f,.,,K, 

(9-12) 

(23-4) 

where r,, is the solid-to-solution phase ratio (now in kilograms per cubic meter). Thus, 

(23-5) 

In open water bodies the volumetric fraction occupied by particles is so tiny that the 
“porosity” @ is equal to 1. Also, since V, - V,, the mass of solids per total volume (MJ V,) 
is about equal to r ,  = M,/ V,. Thus, we can approximate Eqs. 23-2 and 23-3 by: 

c d -  C, and Cp-rsw C, (23-6) 

The degree of partitioning between the dissolved and particulate phases depends on 
both system-specific properties (solid-to-solution phase ratio, composition of solids) 
and compound-specific properties (e.g., KO,). In the open water column, r,, ranges 
typically between 10-5 kg,m-3 (deep sea) and 5 x 10-3 k g p 3  (surface waters, lakes) 
with organic carbon weight fractions,f,,, between 0.02 and 0.2 (Table 23.1). Assuming 
a maximum particulate organic matter-to-solution ratio, focrs,, of 1 0-3 kgocm-3, com- 
pounds with KO, values below 1 m3kg2 have solid fractions, (1 -fw), less than 10-3 
and can thus, from the point of view of transport processes, be considered to be totally 
dissolved. However, for transformation processes the sorbed fraction, in spite of its 
small size, may be relevant for compounds with important sorbed-phase reaction. 

Note that in sediments, soils, and aquifers,f,,r,, can reach values up to 100 kg,,m-3. 
This means that, even for “nonsorptive” compounds with fairly small KO, values of 
0.1 m3kgd, about 90% of the total concentration can be bound to particles vw- 0.1). 

Particle Settling 

In order to understand how the association of compounds with particles may influence 
their transport, we need to discuss how particles move in the water column. Besides 
the passive motion with the water in which they are suspended, particles feel the force 
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of gravity. For laminar conditions, the settling velocity v, of a particle with density p, 
through a fluid with density pw < p, can be described by Stokes law (Lerman, 1979): 

2 v, = a  B r  (m s-') (23-7) 

where Y is a linear dimension characterizing the size of a particle, a is a nondimen- 
sional form factor, and B is a factor that depends on the nature of the fluid and the 
particle density: 

2g(p, B =  
9 r  

(23-8) 

where g = 9.8 1 m s-' is the acceleration due to gravity, and q is the dynamic viscosity 
of the fluid (kg m-k'). For a sphere, the form factor a is 1 and Y is the sphere radius. 

typical size of B is 3.6 x 106 m-'s-'. Thus for spheres with Y = 1 pm, v, is 3.6 x 104 
m s-' (0.3 m d-'). 

Using quartz spheres (p, = 2650 kg m-3) and water at 20°C (q = 10-3 kg m-k '  1, the 

The particle-specific Reynolds number (see also Eq. 18-69), 

(23-9) 2 rv, 
Re=- 

TIP, 

determines whether the flow past the particle is laminar or turbulent. If Re is smaller 
than the critical value 0.1, the flow is laminar and Eq. 23-7 applies. For turbulent 
conditions (Re > 0. l), the resisting force of the water on a settling particle is different 
from the Stokes drag used to derive Eq. 23-7 (see e.g., Hgkanson and Jansson, 1983). 
Combining Eqs. 23-7 and 23-9, replacing Re by the critical value (O.l), and solving 
for the particle radius r yields the following condition for laminar flow past the 
suspended particle: 

r <  [ O.l(q/pW)F" - - (0.225 q2 )" (laminar settling) (23-10) 
2 a B  a g  P,(P,-P,) 

For quartz spheres, the maximum particle radius compatible with Eq. 23-10 is only 
24 pm. In contrast, biogenic particles have a much smaller excess density, p, - pw, 
and complicated shapes (a small). Typical settling velocities for these particles are 
0.1 m d-' for 1 -pm particles and 100 m d-' for 1 00-pm particles (Lerman, 1979). The 
100-pm particles just meet the laminar flow limit (Re = 0.1). 

In Box 21.7 and again in Box 23.1, we assumed that the removal of suspended solids 
from the water column (and thus the removal of the sorbed concentration of a chemical, 
C,) is a linear process. It is to be expected that the corresponding compound-specific 
removal rate to the sediments, k,* , is related to the suspended particle settling velocity, 
v,, of Eq. 23-7. We will derive this relation by calculating the particle removal rate 
from a water body due to settling. First, consider a rectangular tank in which particles 
of equal size and density (i.e., of equal sinking velocity) are initially homogeneously 
suspended (Fig 23.2~). The initial suspended matter concentration is rsw. In the 
absence of any currents in the tank, after some time At, the top layer of depth 
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Figure 23.2 Removal of suspended 
particles (described by the solid-to- 
water phase ratio r,,,,) with uniform 
sinking velocity v,. (a) No mixing: 
constant particle flux F, = r,,v, un- 
til upper “horizon” reaches the bot- 
tom after time t = h /vs; (b) homoge- 
neously mixed system: exponential 
decrease of r,,,,; (c) change of mean 
particle flux across level z,  for the 
case of heterogeneous distribution 
of particles and a spatially variable 
vertical velocity component. 

particle layer = r,, v, At  

(b) ,  area^, I 

collection of 
settled particles 

Ah = v, At will be devoid of particles, and a particle layer of area1 mass density 
r,, Ah = r,, v, At (kgsm2) covers the bottom. Thus, the initial relative particle 
removal rate k, is given by: 

particles removed per area and time At 
particles in system per area 

k, = 
(23- 11) 

The corresponding particle mass flux per unit area through any horizontal cross sec- 
tion is: 

F, = cwv,  (kg,m-2s-’) (23-12) 

Now, let us assume that the water body is kept well mixed by turbulent fluid motion in 
the tank (Fig. 23.2b). The vertical motion of a particle is now given by the algebraic 
sum of the local vertical current velocity v, and the settling velocity v,: v,, tot = v, + v, . 
The total particle flux, C FS, across an interface at an arbitrary depth a, is given by the 
integral of Eq. 23-12 over the area A,, whereby v, is replaced by the total vertical 
particle velocity, v,,~,~: 
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(23- 13) 

Note that the settling velocity v, does not depend on the space coordinates (x, y ,  z )  
since we have assumed particles of equal size and mass. If the concentration of the 
suspended particles is spatially constant, rsw(x, y, z) = r,,, Eq. 23-13 becomes: 

F, = qwvs A, + r,, J V,(X.Y.Z,) hdY 
A0 

(23-14) 

In the absence of any subsurface source or sink of water, the law of mass conserva- 
tion applied to the water itself requires the remaining integral in Eq. 23-14 to be 
zero. Thus, in spite of the water currents, the mean flux per unit area at zo, 
F, = Z F, / Ao, looks like the flux in a quiescent water body (Eq. 23-12). 
- 

Let us assume that turbulence in the tank keeps the suspended particle concentration 
homogeneous, but that at the bottom of the tank the particles can sink through some 
screen below which no water currents exist (Fig. 23.2b). In the absence of any external 
particle fluxes or in situ productionhemoval of particles, the mass balance equation for 
suspended particle mass is given by equating the rate of change of particle mass in the 
water volume V with time with the rate of loss due to settling: 

or after division by V: 

d<w - V 
- - - k, cW with ks = 2 
a t  h 

(23-15) 

(23 - 1 6) 

where h = V/A, is the mean depth and k, [T'] is a first-order particle removal rate. 
Note the similarity between Eqs. 23-11 and 23-16. For the nonmixed system the 
sedimentation flux remains constant until all particles have disappeared from the 
system (this occurs after time hlv,), whereas the removal for the mixed system is first 
order, leading to an exponential decrease of rsw. There is a strong resemblance 
between the mixed-particle removal process and the process of air-water transfer. 
Therefore, the corresponding rates, ks and ka,w (see Eq. 21 -8c), have the same form. 

The dynamic equation of rsw (Eq. 23-16) now can be used to describe the effect of 
particle settling on a chemical which is sorbed to the suspended particles: 

(23-17) 

If the sorbed and aqueous phase are always at equilibrium, we can use Eq. 23-5 to 
express the effect of particle settling on the total concentration C,: 

= -ks(l-fw)Ct =-k,* Ct (2) settling 

(23-18) 
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where 
V 

k,* = (1 - f,) k, = (1 - f , , t  

is the substance-specific removal rate by particle settling. 

(23- 19) 

We have now developed the necessary equations to formulate box models in which a 
distinction is made between the dissolved and sorbed phase of a given compound. It 
seems that knowledge of the settling velocity, v,, together with the mean depth of the 
box, is all that is needed to calculate particle fluxes and thus fluxes of the compound 
sorbed to the particles. The settling velocities, in turn, can be estimated by Stokes 
law (Eq. 23-7). Unfortunately, nature is not as simple. Settling velocities, which 
have been indirectly determined by looking at the fate of sorbed species in natural 
water bodies (so-called apparent settling velocities), not only vary a great deal with 
time, but also are generally much smaller than the velocities calculated from Stokes 
law (Bloesch and Sturm, 1986). There are several reasons for this discrepancy. One 
has to do with the omnipresence of horizontal water currents. What we have 
discussed so far as a vertical displacement is, in fact, mainly a horizontal journey of 
particles with a tiny vertical net component. A typical sinking velocity of biogenic 
particles of 1 m d-’ or about 10-3 cm s-l coexists in a water body with typical hori- 
zontal velocities of the order of 1 cm s-’. Thus, the process of particle sinking looks 
like snow flakes during a wind storm! Snow does not accumulate homogeneously 
during a storm if the wind velocities are 1000 times larger than the sinking velocity 
of the flakes. 

To be more specific, let us assume that under the influence of a specific current 
pattern the particle concentration and the vertical current velocities, v,, in a given 
horizontal plane are not constant. We assume above-average rsw values in those areas 
where the currents are predominantly upward, and below-average rsw values at 
downwelling areas (Fig 23.2~). As a result, the mean particle flux (calculated from 
Eq. 23-13) is smaller than the value calculated from Eq. 23-12. As first shown by 
Stommel(l949), such current structures supporting inhomogeneous particle distri- 
butions do indeed exist in lakes and oceans. Langmuir circulation is one example of 
a circular current system in which small particles can be trapped and exhibit apparent 
settling velocities of zero (Ledbetter, 1979). 

We should also note that particles in natural water bodies do not come in a single size 
class; thus sinking velocities are not the same for all suspended solids. Colloidal 
particles do not sink at all, while fecal pellets can sink several hundred meters per 
day. Therefore, organisms have a strong influence on vs, since they constantly 
change the size and nature of the suspended solids. In addition, particle coagulation 
(O’Melia, 1985) and breakup constantly change the particle size spectrum. Finally, 
particles can be taken up by organisms or are organisms themselves which can influ- 
ence their sinking velocity either by active swiming or by adjusting their density. 

In conclusion, the first-order particle removal model, Eq. 23-16, is a reasonable 
approximation to describe the influence of suspended particles on sorbed chemical 
species. However, the sinking velocity is not necessarily identical with the Stokes 
law velocity, but rather is an empirical parameter which may strongly depend on 
lake currents and biological processes and may vary over short time periods. 



The Role of Particles and the Sediment-Water Interface 1065 

Table 233 Characteristic Data of Lake Superior (North America)" 

Volume 
Surface area 
Mean depth 
Maximum depth 
Throughflow of water (including precipitation) 
Flushing rate 
Mean water residence time 
Flushing velocity 
Solid-to-water phase ratio 
Organic carbon content of suspended solids 
Organic carbon content of settled solids 
Porosity of surficial sediments 
Sediment accumulation 

on 50% of lake area 
mean for total lake 

Mean particle-settling velocity (Eq. 23- 12) 
Particle removal rate (Eq. 23- 16) 
Mean wind speed 
Air-water transfer velocity for 

water vapor (Eq. 20-15) 
Air-water transfer velocity for CO2 (Eq. 20-17) 

V 

A0 
h = VIA, 

hmax 

Q 
k w = Q I V  
T@= k, 

rsw 

-1 

q = Q I A o  

foc 

focs 

4) 

FS 
v, = F,I rsw 
k,= v,I h 

U10 

12,230 km3 
82,100 km2 
149 m 
406 m 
7 1 km3yr1 
5.8 x 10-3 y r l  
172 yr 
0.86 m y r l  
0.4 x 10-3 kgsm-3 
0.2 kgOckg;' 
0.03 kgockg;' 
0.9 

0.2 kgsm-2yr1 
0.1 kgsm-2yr1 
250 m y r *  
1.7 y r l  
5 m s-l 

1100 m d-l 
I .2 m d-' 

~ ~~ 

a From Eisenreich et al. (1989). For surface waters, r,, is approximately equal to the suspended solid 
concentration. 

PCBs in Lake Superior (Part 1) 

Let us demonstrate the power of the one-box lake model by analyzing the fate of two 
different polychlorinated biphenyl congeners (PCBs) in Lake Superior (North 
America). Characteristic data of the lake are given in Table 23.3. 

The PCBs usually come as mixtures of more than 35 important congeners, each having 
different physicochemical properties (Henry's law constants, aqueous solubilities, 
etc.). One does not learn much by applying the formalism of Box 23.1 to this mixture. 
Fortunately, in the Laurentian Great Lakes individual PCB congeners have been 
studied in the necessary detail to evaluate the mass balance equation for single conge- 
ners (e.g., Baker and Eisenreich, 1990). Two of them are chosen as examples, 2',3,4- 
trichlorobiphenyl (PCB33) and 2,2',3,4,5,5',6-heptachlorobiphenyl (PCB185), the 
latter being much more hydrophobic than the former. 

Their physicochemical properties and the individual factors that we need to evaluate 
the equations of Box 23.1 are listed in Table 23.4. Except for the measurements that are 
specific for Lake Superior (input rates, concentrations of PCBs, composition of the 
particles determining Kd, etc.), all the data were derived from information given in this 
book either in tables (e.g., Henry's Law constants) or indirectly by approximative 
relationships (e.g., Kd =Ac Koc). More details are given in the footnotes to Table 23.4. 

CI 

cl 

CI 

2',3,4-trichiorobiphenyl 
(PCB33) 

CI 

CI CI CI 

2,2',3,4,5,5',6 
heptachlorobiphenyl 

(PCB185) 

c'w 
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Table 23.4 Physicochemical Properties and Model Parameters for Two Selected PCB Congeners 

2' ,3,4- 2,2',3,4,5,5',6- 
Trichlorobiphenyl Heptachlorobiphenyl 

IUPAC No. PCB33 PCB 185 
Molar mass Mi 
Air-water partition constant 

Air-water transfer velocity 
at 15°C" Kdw= KHI RT 

Aif' Va 

WateP V W  

Total, Eq. 20-3 V d W  

Atmospheric concentration" c a  

partition coefficient K O ,  

Suspended solids' Kd 

water column, Eq. 9-12 fw 

PCB congene6 It 

Air-water exchange rate kdw = vdWl h 

Octanol-water partition constant KO, 
Natural organic matter-water 

Distribution coefficient 

Settled solids' Kds 

Fraction dissolved in the 

Total input rate of 

Terms of Box 23.1' 
Input per unit time and volume 

River, precipitation (wet+dry) I, / V = kw Ctin 
From the atmospherd 

Flushing kW 

To the atmosphere 
Sedimentation k,*= (l-fw) ks 

Total, Eq. 23-20 ct- 

On particles, Eq. 23-6 S" 

kdw Ca 1 Ka/w 

k k  = f w  kdw 

Removal rates 

Steady-state concentration 
(calculated) 

Dissolved c d m =  fw c@o 
c =- - fw c,, 

rSW 

Measured concentrations 
Dissolved 

Sorbed 
Surface waters" c w  

Epilimnetic particles8 CS 
Sediment surface CSS 

(g rno1-l) 257.5 395.4 

(-1 0.003 0.007 

(m d-l) 450 390 
(m d-l) 0.67 0.58 
(rn d-l) 0.45 0.48 
( Y r ' )  1.10 1.17 
(mol m-3) I .8 x 10-13 1.2 x 10-14 

t-> 6.0 x 105 2.0 x 107 

(--I 0.998 0.973 

(mol y r l )  100 30 

(mol m-3yr1) 8.2 ~ 1 0 - l ~  2.5 x 10-l2 
(mol m-3yr1) 66 x 10-'* 2.0 x 10-12 

( Y F ' )  5.8 x 10-3 5.8 x 10-3 
(Yr') 1.10 0.83 
(Y+) 3.4 x 10-3 0.046 

(mol m-3) 6.7 x 10-" 0.38 ~ 1 0 - l ~  
(mol m-3) 6.7 x 10-" 0.37 x IO-" 

(mol kg;') 0.33 x 10-9 o .26 x 10-9 

(mol m-3) ( 1 0 + 9 ) ~ 1 0 - ~ ~  (2.5k 1.9)~10-" 

(molkg:) (5 .4+2.3)~10-~  (1 .6+0.8)~10-~  
(mol kg;') (0.19 & 0.04)~10-~ (0.48 k 0.13) x I O - ~  

Apparent distribution coefficient Kd= C, 1 C, (kg, m-3) 50 (20.. .200) 60 (20.. .200) 
" From Baker and Eisenreich (1990). Calculated for wind speed ul0 = 5 m s-' (Table 23.3) using Eqs. 20-25 and 20-27 with exponents 
0.67. Molecular diffusivities are approximated from molar mass (see Eqs. 18-45 and 18-55). ' Kd calculated from KO, (Appendix C and 

that for both congeners, given the measured lake concentration, the net input (input minus removal) is negative, that is, directed from the 
lake into the atmosphere. From Baker and Eisenreich (1989) 

f, values (Table 23.3) using Eqs. 9-26a and 9-22. From Eisenreich et al. (1989). ' No in-situ degradation (kcbem, kphoto, kbio = 0). 1 Note 
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Assuming that no significant in-situ degradation of PCBs occurs ( klh,, = 
kih,,, = kti0 = O), three elimination pathways remain which, if described in terms of 
first-order reaction rates, can be directly compared with respect to their relative im- 
portance for the elimination of each PCB congener from the water 
column. As shown by the removal rates listed in Table 23.4, for both compounds the 
flux to the atmosphere is by far the most important process. Because of its larger K,, 
value, removal of the heptachlorobiphenyl to the sediments is predicted to be also of 
some importance. By the way, from this simple model we would expect to find the 
heptachlorobiphenyl relatively enriched in the sediments compared to the trichloro- 
biphenyl. We shall see later whether this is true. 

Given the PCBs’ inputs, It, and the atmospheric concentrations, Ca, we can now 
calculate the total steady-state concentration in the lake for the two congeners from 
Eq. 5 of Box 23.1. Note that among the input processes (nominator of Eq. 5) only the 
input from the rivers and the atmosphere are different from zero, whereas among the 
removal processes (denominator of Eq. 5) flushing, aidwater exchange, and 
sedimentation are relevant. Thus, we can formulate the steady-state explicitly for the 
case of the two PCB congeners: 

(23-20) 

From C, we can also calculate the dissolved steady-state concentrations, 
C,, = fw C, and compare them to concentrations measured in the surface waters of 
Lake Superior (Table 23.4). Average measured values of the trichlorobiphenyl 
congener are about 30% larger than the calculated steady-state value, a remarkable 
consistency if we consider the many simplifying assumptions and estimates made to 
derive Eq. 23-20. A more severe discrepancy is found for the heptachlorobiphenyl 
congener; the measured values are about 7 times larger than the calculated steady- 
state concentration. 

There are numerous reasons why the model calculation could be wrong. The following 
discussion demonstrates how modelers should proceed from simple to more refined 
schemes by comparing their calculations to field data in order to decide which processes 
to include in their model. Let us discuss some of the factors affecting the results yielded 
by use of Eq. 23-20: 

1. The input It may be wrong. Since the input estimation is based on PCB mixtures 
and typical relative congener compositions, an error of 30% is not unlikely and 
could thus explain the discrepancy found for the trichlorobiphenyl. For the heavier 
congener, the discrepancy seems to be too large to be solely explained by an input 
error. 

2. The concentration measured in the surface waters may not represent the mean lake 
concentration. This hypothesis is supported by concentrations of sorbed PCBs 
which are very different for solids collected from different depths (Baker and Eisen- 
reich, 1989). This point is discussed below. 

3. The air-water exchange rate, k,,, the dominant removal rate for both congeners, 
may be overestimated by taking a mean wind velocity of 5 m s-’. Since for PCB33 
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air-water exchange is dominant for both the input terms (nominator of Eq. 23-20) 
and the loss terms (denominator of Eq. 23-20), a decrease of kdw by, for example, 10% 
would affect both numerator and denominator of Eq. 23-20 about equally and thus 
leave the size of C, practically unchanged. In contrast, for PCB 185 the atmospheric 
input is less than 50% of the total input, whereas removal to the atmosphere is still 
more than 95% (see values in Table 23.4). Thus, a reduction of kdw by 10% would 
reduce the nominator of Eq. 23-20 by about 5%, and the denominator by about 10%, 
thus leading to an increase of C,, of about 5%. Although the trend may be right, the 
air-water exchange flux alone can hardly explain the sevenfold discrepancy between 
model and measurements. 

4. The influence of water temperature on KO, (see Eqs. 9-29 and 9-30) and thus on Kd 
was neglected. In fact, at 5°C & of the PCB33 and PCB 185 is, respectively, 1.8 and 
2.5 times larger than at 25°C. 

5. The presence of organic colloids may give rise to a third fraction of the biphenyl 
molecules, the fraction sorbed to nonsettling microparticles and macromolecules. This 
fraction neither contributes to the air-water exchange equilibrium nor participates in 
the process of particle settling. By generalizing the notation introduced in Eq. 9-23 one 
can write: 

(23-21) 

and define: 

KDOC [DOCI -- ‘DO, 

1 + ysw Kd + KDoc [ DOC] - C, 
fDOC = (23-22b) 

GWKd - CP (23-22~) 
l+r,,Kd +K,,,,[DOC] -c L =  

where CDoc is the amount of chemical sorbed to colloidal organic matter per unit 
bulk volume, [DOC] is the concentration of organic colloids in the water, and KDOC 
is the colloid-fluid distribution coefficient. 

In Table 23.5 the characteristic parameters of the modified three-phase model for the 
two selected PCB congeners are listed. The sorption to colloids slightly reduces the 
dissolved fraction of the PCB33,fw, makes the air-water exchange,f.k,,, a little bit 
less effective, and thus slightly increases the steady-state concentration Ctm. The 
changes for PCB 185 are more spectacular. About 35% of the congener is now sorbed 
to the colloids and “feels” the drive to participate neither in air-water exchange nor 
in sedimentation. Realizing that the “dissolved” fraction reported in the literature 
includes the colloidal fraction as well, the measured and calculated “dissolved” 
concentrations come closer, although there is still a factor of 4 between them. 
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Table 23.5 Three-Phase Model for Two Selected PCB Congeners in Lake Superior“ 

IUPAC No. 

2‘,3,4- 2,2’ ,3,4,5 5‘ ,6- 
Unit Trichlorobiphenyl Heptachlorobiphenyl 

PCB33 PCB 185 

Concentration of colloidal organic 
carbon [DOClb 

Distribution coefficient KDOC 

KDOC [Docl 
r s w  Kd 

(Equation 23-22a) f w  
(Equation 23-22b) fDOC 

fs = - fw-fDOC 

Modified terms of Eq. 23-20 and Table 23.4 
Removal rates 

Flushing k w  

To the atmosphere 
Sedimentation k, =fs k s  

Steady-state concentration (calculated) 
Total ct- 
“Dissolved” (incl. colloids) 
On non-colloidal (“large”) 
particles 

qw = f w  kalw 

(fw +fDoc) C, 

c,, = U; 1 r,w >c, 
Apparent distribution, calculated‘ K,aPp 

(mol m-3) 
(mol m-3) 

(mol kg;’) 
(kg m-31 

1.6 x 10-3 
27 
0.043 
0.002 
0.957 
0.04 1 
0.002 

5.8 ~10-3  
1.05 
3.4 x 10-3 

7.0 x10-l1 
7.0 ~ 1 0 - l ~  

0.35 x 10-9 
5 

1.6 x 10-3 
360 
0.576 
0.028 
0.623 
0.359 
0.018 

5.8 ~ 1 0 - 3  
0.729 
0.031 

0.59 x 10-” 
0.58 x 1O-I’ 

0.26 x 10-9 
45 

~~ 

aIf not stated otherwise, all parameter values are as in Tables 23.3 and 23.4. bFrom Baker and Eisenreich (1989). ‘Assuming KoOc = KOc. 
See Tables 23.3 and 23.4. See Eq. 23-23. 

Based on the three-phase model we can define an apparent & value: 

As shown in the last line of Table 23.5, for PCB33 the three-phase model has little 
effect on the calculated Kd value. Both values are much smaller than the observed 
one, although the uncertainty of the latter is large. In contrast, for PCB 185 the new 
calculated apparent distribution coefficient is reduced as compared to the “large 
particle” value of Table 23.4 (from 70 to 45 m3kg-’). 

6. There is still another point to be discussed, which may limit the calculations 
presented in Tables 23.4 and 23.5. In 1986, when the concentrations were measured, 
the lake may not have been at steady-state. In fact, the PCB input, which mainly 
occurred through the atmosphere, dropped by about a factor of 5 between 1965 and 
1980. However, the response time of Lake Superior (time to steady-state, calculated 
according to Eq. 4 of Box 12.1 from the inverse sum of all removal rates listed in 
Table 23.4) for both congeners would be less than 3 years. This is quite short, 
especially if we use the model developed for an exponentially changing input (Chapter 
2 1.2, Eq. 2 1-1 7) with a specific rate of change a = - 0.1 yr-’ (that is, the rate which 
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(4 

-0 

Figure 23.3 The processes which reduces the input by a factor of 5 every 15 years) to formally analyze the time delay 
‘Ontribute to the exchange flux be- between input and lake concentration. tween open water (op) and sedi- 
ment coiumn (sc): (.> settling of 
suspended particles; (b) exchange However, there are indications that the lake as a whole may possess a much longer 
flux Of a memory than the one that we calculated from taking account of the water column 
stagnant bottom boundary layer, 
( c )  particle resuspension followed alone. The obvious candidate for the additional memory is the sediment. Remember 
by equilibration between particle that there is a significant $lux to the sediment for at least the higher molecular mass 

phase 

and open water. congener. The lake water “feels” the sediment memory, which means that we have to 
consider a process that mediates the exchange of sedimentary constituents back into 
the free-water column. Let us thus discuss how to expand our one-box model to 
account for this additional process 

Exchange at the Sediment-Water Interface 

In this section we treat the exchange at the sediment-water interface in the same man- 
ner as the air-water exchange. That is, we assume that the concentration in the sedi- 
ments is a given quantity (an “external force,” to use the terminology of Box 2 1.1). In 
Section 23.3 we will discuss the lakekediment system as a two-box model in which 
both the concentration in the water and in the sediments are model variables. 

The flux between open water (superscript op) and sediment column (sc) results from 
three different processes: 

1. The settling ofparticles (Eqs. 23-18 and 23-19) is a directed flux (like the advective 
flux of Eq. 22-2). It is always directed from the water into the sediments (Fig. 23.3~). 

2. Molecular diffusion of the dissolved phase of the chemical between the open 
water and the pore water accompanied by sorptioddesorption with the “local” 
particles can be described by an exchange flux (see Fig. 23.3b and Box 23.2): 

e e d d i f f  = -” sed diff (‘:’ - cc ) [M L-2T-1] (23-24) 

where 
vSed diE is the sediment-water exchange velocity 

Cip 
Cz 

is the aqueous concentration in the open water 
is the aqueous concentration in the sediment pore water in 
equilibrium with the concentration of the sediment particles, 
C,sc 
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Box 23.2 Model of Sediment-Water Exchange 

The diffusive flux of the aqueous species of a chemical between the open water (op) and the pore water of the 
sediment column (sc) can be described by the linear expression: 

(23-24) 

where a positive flux corresponds a sediment-to-water-column transfer. For equilibrium sorptioddesorption, C:p is 
related to the total concentration per bulk volume, Cpp, by (see Box 18.5): 

with @op = 1. The aqueous concentration in the pore water of the sediment bed, Cc , is related to the sorbed concen- 
tration on the sediment particles by: 

sc L s  c, =- 
K r  

Inserting Eqs. 1 and 2 into Eq. 23-24 yields: 

F . =-v 
sed diff (3) 

The flux resulting from sediment resuspension is assumed to be proportional to the difference between the concen- 
tration on the resuspended sediment particles, C; , and the sorbed concentration, Csop, which the particles would 
have in equilibrium with the aqueous concentration in the water column, C:p : 

Fresuspension = p,,(c:c-cpp) = p,,(c;c-K:C:p) 

= p,,, (C,sC - K Z  f," Cp') 
(4) 

The parameter pres (units: particle mass per unit area and time) depends on the sedimentary mass which is resuspended 
per unit area and time. If the sediment particles were to completely equilibrate with the open water during the 
equilibration process, pres would be exactly the resuspended mass. If equilibration is only partial, pres is the 
resuspended mass multiplied with the relative degree of equilibration. 

Combining the two fluxes yields: 

<edex = cedd i f f  + Fresuspension 
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where 

Note that if the sediment surface were to consist of freshly sedimented particles with 
concentration C? = CsOp, then the pore water in equilibrium with these particles 
would have the aqueous concentration Cz = C:', and thus according to Eq. 23-24 
the diffusive exchange flux F s e d  diff would be zero. However, in most cases the 
sediment surface is not in equilibrium with the water column, because diagenetic 
processes change the physicochemical properties of the sediments and thus its solid- 
water distribution ratio, K: , relative to K:'. Furthermore, the sediment surface 
usually reflects a longer history of exposure to the chemical under consideration 
than the water column. Therefore, water and sediments would approach equilibrium 
only if the external loading to the lake has changed very slowly in the past. For man- 
made chemicals this is usually not the case. 

In Section 19.3 we treated the sediment-water interface as a wall boundary. Unfortu- 
nately, in this scheme the sediment-water exchange flux, and thus the exchange 
velocity VSeddiff, depend on time (see Eq. 19-33). As a result, the specific elimination 
rate k* of the linear box-model (Box 23.1, Eq. 1) would be time dependent. Although 
explicit solutions can still be formulated, they would be complicated. Yet, for a 
strongly sorbing chemical we can (at least for some time) visualize the exchange as 
a bottleneck flux (Fig. 19.10) and use Eq. 19-42 for the case t << tcrit. Then vs,d dlff = 
vbl = D,, /&,,I could be interpreted as resulting from molecular diffusion (diffusivity 
&I) through a bottom boundary layer with thickness (Fig. 23.3b). However, the 
following discussion does not depend on the specific scheme which we apply to the 
boundary flux. 

3. The third exchange process is related to the possible resuspension and resettling of 
sedimentary particles (Fig. 23.3~).  As shown in Box 23.2, processes 2 and 3 can be 
combined into a single exchange flux with one single specific exchange rate, Vsedex, 

which combines both mechanisms (Box 23.2, Eqs. 5 to 7): 

(23 -25) 

where Cseeqd is the total concentration per bulk volume which is in equilibrium with 
the sorbed concentration on the sediment particles, C r  (Box 23.2, Eq. 7). Although 
Vsedex can be interpreted as resulting from the combined effect of boundary diffusion 
and sediment resuspension, we can also simply treat it as an empirical parameter 
describing the coupling between water and sediment. 
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Figure 23.4 “Surface mixed sedi- 
ment layer” (SMSL) of thickness zmi, 
above a “permanent” sediment. The 
processes are: A = particle settling, 
B = transfer into permanent sediment, 
C = diffusive exchange, D = resus- 
pension, E = chemical or biochemical 
degradation. ~~ 

permanent sediment 

PCBs in Lake Superior (Part 2) 

We have now developed the necessary tool to continue our analysis of the PCBs in 
Lake Superior. Remember that we have asked the question how fast the PCB 
concentration in the lake would respond to a change of the PCB input. We found 
that the water column alone has a typical response time of about 3 years and then 
speculated whether the PCBs in the sediments would significantly alter this time. 

In order to get an idea of the approximate size of the quantities which characterize 
the water-sediment exchange (Box 23.2), we introduce the concept of a “surface 
mixed sediment layer” (SMSL), which is supported by observed profiles of 210Pb, 
‘37Cs and other radioactive isotopes. According to Robbins (1986), the mixing 
power can originate either from water currents or animals (bioturbation) or by a 
combination of both. The SMSL is defined by a mixing depth, zmix, or by the solid 
mass per unit area rn (Fig. 23.4). Both are related by: 

(23-26) 

where p,”” is dry density of the sediment column, and (P is porosity. It is assumed 
that below the SMSL lies the “permanent” sediment, that is, the zone from which no 
feedback into the water column is possible. Thus, the sedimentary memory of the 
chemical is assumed to be completely confined to the SMSL. 

Typical values for the sediment model are given in Table 23.6. The sizes of zmix and 
pres should be understood as rough estimates chosen with the aim of analyzing the 
possible influence of the sediment memory on the PCB concentrations in the open 
water of Lake Superior. We are interested in the size of ksedex relative to the other 
removal rates (Box 23.1, Eq. 3), and in the relative contributions of diffusive 
exchange and particulate resuspension to this exchange coefficient. 

According to Table 23.6, for both congeners the sediment-water interaction 
contributes 21% to the total removal rate. Most of this (about 98%) is attributed to 
diffusive exchange. 

At this stage we have treated the SMSL concentration as a given external parameter, 
that is, as a quasi-infinite PCB reservoir, which, in turn, is not significantly affected 
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Table 23.6 Characteristic Quantities of the Sediment-Water Exchange and SMSL Model (Fig. 23.4) 

Sediment Mixed Surface Layer (SMSL) 

Aqueous boundary layer thickness 
Mixing depth 
Density of solids 
Porosity 
Mixed layer mass (Eq. 23-26) 
Resuspension rate 
Solid-to-water phase ratio 
Preservation factor of organic carbon in SMSL 

The PCB Congeners in the SMSL 

Distribution coefficient in SMSLd 
Fraction dissolved in open watere 

in pore water 
Molecular diffusivity in waterf 
Diffusive exchange velocity 
Exchange velocity due to resuspension 
Total exchange velocity (Box 23.2, Eq.6) 
Diffusive penetration into SMSL in one year 

Dynamic Model of PCB Congeners in SMSL 

Specific sediment-water exchange rate g 

Relative contribution of ksedex to k* (Box 23.1) 
Relative contribution of resuspension to ksedex i 

Mass Fluxes Through SMSL 

Flux by particle settlingJ 
Exchange flux water+ sediment 
PCB in SMSLl 

(t  = 3.15 ~ 1 0 7 s )  

5 x 10-4 
0.04 

0.85 
15 
1.5 
440 
0.1 

PCB33 

0.8 
0.957 
4.5 x 10-4 
7 x 10-10 
44 
1.2 
43 

0.01 

PCB33 

0.29 
0.21 
0.027 

2.5 x 103 

PCBlS5 

10 
0.623 

6 x 10-Io 
38 
15 
33 

3.2 x 10-5 

3 ~10-3 

PCB185 

0.22 
0.22 
0.31 

(mol m-2yr1) 0.5 x 10-9 0.2 x 10-9 
(mol m-2yr1) 4 x 10-9 0.8 x 10-9 
(mol m-') 3 x 10-9 7 x 10-9 

In Boston Harbor (Illustrative Example 19.3), a boundary layer thickness of 1 .5x104 m was assumed. This explains the larger exchange 
fluxes of PCBs. Note that turbulence in Boston Harbor must be much larger than at the bottom of Lake Superior. Mixed layer depth zmlx 
and resuspension rate pres must be physically related. Therefore, pres I S  taken as some fraction of m (here 10% per year). 
from Eq. 4 of Box 18.5. From Table 23.5, excluding the colloid fraction. IApproximated from molecular mass (Eqs. 
18-45 and 18-55). 
K:pres/(vsed diff + KTp,). Calculated from data in Tables 26.3 and 26.4 as F,C,, where C, is measured. Calculated as VSedex Cpp, CpP 
measured. Approximated as mC:, C: measured (Table 23.4). 

Calculated 
See Table 23.4. 

See Box 23.1. For the PCBs this is given by kreden l(kw+kdw+k5+kseden). Values in Table 23.5. ' Calculated as 

by the flux across the sediment-water interface. In order to estimate over what time 
period this assumption may be reasonable, we need to look at the size of the fluxes in 
and out of the SMSL and compare these values with the amount of PCBs stored in 
the SMSL. The results are summarized in the last part of Table 23.6. As it turns out, 
for PCB33 the exchange flux per year is of the same order of magnitude as the 
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amount of PCB33 in the SMSL, whereas for PCB 185 the flux per year is about 10% 
of the PCB content of the SMSL. Such large turnover rates are in contradiction with 
the above infinite-reservoir-assumption. Thus, it is necessary to model both systems 
simultaneously, that is, the water column and the sediment mixed surface layer. The 
resulting two-box model will be discussed in the next section and summarized in 
Table 23.7. The modified model is able to explain why often field investigations 
identify the sediment as a source, not a sink of a pollutant. 

Two-Box Models of Lakes 

In Chapter 2 1 the model of a stratified lake served as a prototype of a linear two-box 
model (Fig. 21.10). The necessary mathematics were developed in Boxes 21.6 and 
2 1.7. In Illustrative Example 2 1.5 the fate of tetrachloroethene (PCE) in Greifensee 
was used to demonstrate that for the case of a two-box model it is still possible to carry 
out back-of-the-envelope calculations. Further examples are given in Problems 23.2 
and 23.3, where the behavior of anthracene in a mixed as well as in a stratified lake is 
assessed. 

Two-Box Model for LakeEediment System 

Now we want to apply the box model approach to a two-box system which consists 
of a completely mixed water body in contact with a sediment box. Although the 
sediment column can hardly be visualized as being completely mixed, the concept of 
a surface mixed sediment layer (SMSL) introduced in the previous section is an 
approximate view of the sediments as mixed box. In fact, for strongly sorbing 
chemicals the diffusive penetration into the sediment column is so slow and the 
storage capacity of the top 1 to 2 cm so large, that the deeper parts of the sediments 
can be treated as sort of a permanent sink from which no feedback to the SMSL and 
to the open water column is possible. 

Let us formulate the dynamic mass balance equation of the chemical in the SMSL. 
Fig.23.5 summarizes all processes. At this point we have to select the variable which 
shall characterize the SMSL. (Remember for the open water box we have chosen the 
total concentration Cpp.) Due to the large solid-to-water ratio of sediments f:, 
chemicals with moderate to large distribution coefficients (Kd > 0.1 m’kg;’) are 
predominantly sorbed to the solid phase. Therefore, C,”” offers itself as the natural 
choice for the second state variable. 

To do the mass balance for the SMSL, we have to consider the total compound per 
unit bulk volume, C: . That is, we sum the fraction sorbed on the particles and the 
fraction dissolved in the pore water: 

C: = $“c: + (I - $” ) p, c,SC (mol m-’ (23-27) 

If the aqueous and sorbed phase are always at equilibrium, we can use Eq. 23-1 to 
replace C:: 
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Figure 23.5 Processes considered 
for the combined sediment-wa- 
ter two-box model to describe 
the fate of PCB congeners in 
lakes. 

input from volatilization 

71 atmosphere1 I / x w *  

I large particles aqueous colloidal 

diffusive 
exchange 

settling ~ 1 +/' 1 
resuspension 

particles water 

burial 

open water 
(OP) 

surface mixed 
sediment layer (SMSL) 
(sc) 

permanent 
sediment 

(23 -28 a) 

Let us compare the relative size of the two terms on the right-hand side of Eq. 23-28a 
for a chemical with KF = 0.1 m3kgi'. (Note that for still smaller Kd values not much 
of the compound is being removed to the sediments, thus the sediment model is not 
relevant anyway.) As an example we choose (Pc = 0.9, ps = 2.5 x 103 kg,m-3 and get 
(Pc / K p  = 9 kgsm-3 and (l-(P)p, = 250 kg,m-3. Thus the sorbed phase contains 
more than 96% of the chemical. For K: > 0.1 m3kg,' the fraction is even larger. It 
is therefore justified to approximate Eq. 23-28a by (see Eq. 23-26): 

(23-28b) 

The following processes contribute to the mass balance of the chemical in the SMSL 
(see Fig. 23.4): 

A. Input as sorbed species on settling particles, v, <? csop = v, Lop Cpp. 

B. Transfer into the permanent sediment layer, pv, (G C;', where /3 is a preservation 
factor indicating the fraction of settled particulate matter eventually reaching the 
permanent sediment layer (i.e.7 p 5 1). The size of p depends on the sorptive properties 
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of the chemical. Imagine that sorption depends on the organic carbon content of the 
sediment material, f,", as expressed by Eq. 23-4. If due to biodegradation fz of the 
material that is transferred to the permanent sediment layer is smaller than the 
average fz of the SMSL, then the transfer of the sorbed chemical is reduced by the 
corresponding factor, that is, p is smaller than 1. In contrast, the flux of total solids to 
the permanent sediment must be approximately equal to the flux of fresh sediments 
from the lake. Thus, a chemical which sorbs unspecifically to the solid fraction-not 
typical for organic compounds-would have a preservation factor /3 = 1. 

C. Diffusive exchange between the dissolved phase in the lake water and the pore 
water (Box 23.2, Eq. 3). 

D. Resuspension and resettling of sedimentary particles (Box 23.2, Eq. 4). Remember 
that the parameter pres is the resuspended sediment mass per unit area and time 
multiplied with the relative degree of equilibration between suspended particle 
and surrounding water. 

As explained before, processes C and D can be combined into a flux described by a 
single exchange velocity, Vsedex (Box 23.2, Eq. 6). 

E. Chemical or biochemical degradation in the SMSL, k:mCr. Since the dissolved 
phase concentration is proportional to C,sC , the reaction rate, k: , if multiplied with the 
corresponding fraction, f:, could also be used to account for degradation occurring in 
the dissolved fraction. 

Putting all these processes into the mass balance equation for the chemical in the 
SMSL yields (units: mol m-2s-1): 

d d Cr 
-(m c;)= m dt 
dt 

After division by m and sorting the terms yields: 

dC,"" 1 cpp-  p - q +  'sedex 
__ = - ( vsf,op -k 'sedex [ mfiPK; dt m 

(23-29) 

(23 -3 0) 

Note that the only remaining variables are Cpp and C;, that is, the chosen state 
variables of the two-box model. 

The mass balance equation for Cpp was derived in Box 23.1. Although Eq. 1 
represents a one-box model for Cpp alone, it can also be interpreted as part of a two- 
box model. The link to C,sC is hidden in the inhomogeneous term J(Eq. 2, Box 23.1). 
As shown in Box 23.2 (Eq. 7), the term ksedex Cseeqd is linked to C,"" by 

(23-31) 
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We substitute this expression into Eq. 2 of Box 23.1. Furthermore, we set the in-situ 
production t e m j  and k,, equal to zero and define k,"' = krhem + k;ho,o + ktio. 

Sorting the terms in the usual manner yields the dynamic equation of the total lake 
concentration, Cpp. Note that the equation is now coupled with the sediment 
concentration C r .  

dCpp c a  
kw'tin + k / w  - 

dt K d W  

-= 

- (k ,  + k:/, + k,* + ksedex + kPP) Cpp + C,sC f,"p K: 

(23-32a) 

where from Eq. 6 of Box 23.2 we have: 

ksedex = - 'sedex - - - f,"' ('seddiff + K r p r e s )  
(23-32b) 

h h 

The two coupled differential equations, Eqs. 23-30 and 23-32, are summarized in 
Box 23.3 and solved according to the recipe given in Box 21.6. 

Box 23.3 Solution of Linear Water-Sediment Model 

State variables: Cpp Total concentration in lake (mol m") 

Cssc Concentration on solids in surface mixed sediment layer (SMSL) (mol kg,') 

The two coupled linear differential equations are (see Eqs. 23-30 and 23-32): 

where 

t= dCoP 
Jt - k , ,  Cpp + k,, C: dt 

ksedex 
4 2  = f,OPK;J' 

1 
k21 = - ( ' s f P P + ' s e d e x )  m 

(mol m-3yr-') 

(mol kgr'yr-') 

(mol m-3yr-') 

(yr-7 

(kgsm-3yr-') 

(kg,' m3yr-') 
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m 

Note thatj and kex of Box 23.1 are zero. 

Comparison with Box 21.6 yields the following correspondence: 

Box 21.6 A ,  J1 J2 

Box 23.3 kij 4 0 

The model is applied to the case of PCBs in Lake Superior (see Table 23.7). 

PCBs in Lake Superior (Part 3) 

This is the third and final part of the story about PCBs in Lake Superior. 

Application of the dynamic waterhediment model to the fate of the PCBs in Lake 
Michigan is summarized in Table 23.7. As it turns out, for both congeners the steady- 
state concentrations are virtually unchanged relative to the values calculated for the 
three-phase one-box model of Table 23.5. We also note that in the model the sorbed 
concentrations are still significantly smaller than the measured values. The same is 

Table 23.7 PCBs in Lake Superior Described by a Coupled Sediment-Water Model 
Application of steady-state solution of linear water-sediment model (Box 23.3) to two PCB congeners in Lake 
Superior. The steady-state is calculated from Box 21.6. 

Parameters from Box 233 

Jt (mol m-3yr1) 
kll ( Y r 9  
k22 (YT') 
k12 (kgs m-3Yr') 
k21 (kg;'m3yr-') 

Steady-state Solution 

Ct? (mol m-3) 
C:: = f,"p C z  KdOP (mol kg;') 
c: (mol kgS-l) 

Eigenvalues and Time to Steady-State 

kl (Yr9 
k2 ( Y r 2 >  

3 
4 s  = min(k1 7 k2) (Yr) 

Notation Box 21.6 PCB33 PCB 185 

J1 

All 

A22 

A12 

A21 

Ylca 

Y 2- 

kl 

k2 

74 x 10-12 
1.35 
3.7 
0.379 
2.9 

7.0 x 10-" 

0.055 x 10-9 
0.34 x 10-9 

0.95 
4.1 

3 

4.5 x 1 0-12 
0.986 
0.353 
0.0353 
2.5 

0.61 x 10-" 

0.043 x 10-9 
0.27 x 10-9 

0.235 
1.10 

13 
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true for the dissolved concentration of PCB185; the model cannot explain the much 
larger measurements. Yet, the important new property of the combined water 
column/sediment model is a more realistic estimation of the response time, t,,, of the 
two congeners in the lakekediment system. Not surprisingly, the heavier congener is 
found to have a longer memory (13 years) than the lighter PCB33 (3 years). Given 
the loading history of the PCBs in that area, it may be that at least the heavier conge- 
ners have never been completely at steady-state with their actual loading. 

Let us summarize the whole PCB story by going through the different steps we have 
undertaken so far (Table 23.8): In Part 1 we modeled the two selected PCB congeners 
with a one-box model in which two phases (C, and C,) were distinguished, and these 
were assumed to be at equilibrium (Table 23.4). We found that for the lighter congener 
(PCB33) the modeled dissolved concentration falls within the rather broad range of 
observed values. The calculated sorbed concentration lies between the large 
concentration on epilimnetic particles and the about 30 times smaller concentration 
on particles at the sediment surface. Since in the one-box model the chemical 
composition of the suspended particles is the same at all depths and these particles 
also form the fresh sediments, the model cannot reproduce the observed vertical 
gradient of the sorbed PCB concentration. Things were different for the heavy 
congener (PCB 185). The calculated dissolved concentration turned out to be six 
times smaller than the observed values, and the sorbed concentration to be smaller 
than the concentration measured on epilimnetic as well as on sedimentary particles. 

Table 23.8 Two PCB Congeners in Lake Superior: Summary of Models and Measurements 

PCB33 PCB 185 

A. Measured concentrations (from Table 23.4) 

Dissolved (mol m-3) 
Sorbed (mol kg,‘) 

Epilimnetic particles 
Particles at sediment surface 

B. Two-phase one-box lake model (from Table 23.4) 

Dissolved (mol m-3) 
On suspended solids (mol kgi‘) 

C. Three-phase one-box lake model (from Table 23.5) 

“Dissolved” (aqueous and colloidal) 
On noncolloidal (“large”) particles 

(mol m-3) 
(mol kg;’) 

(10 f 9) x10-11 

(5.4 f 2.3) ~ 1 0 - 9  
(0.19 f 0.04) x 10-9 

6.7 x 10-“ 
0.33 x 10-9 

7.0 x 10-’I 
0.35 x 10-9 

(2.5 f 1.9) x 10-11 

(1.6 f 0.8) ~ 1 0 - 9  
(0.48 f 0.13) x le9 

0.37 x 10-” 
0.26 x 10-9 

0.59 x 10-” 
0.26 x 10-y 

D. Two-box sedimenuwater model combined with three-phase equilibrium (Table 23.7) 

“Dissolved” in water column (mol m-3) 7 .O x 10-’ 0.61 x 10-” 
Sorbed on noncolloidal (“large”) particles (mol kg,’ ) 

Lake 0.34 x 10-y 0 2 7  x 10-9 
Surface sediments 0.055 x 10-9 0.043 x 10-9 



Two-Box Models of Lakes 1081 

In order to explain the discrepancy between measured and modeled PCB concentra- 
tions, we then introduced colloids as a third phase to which the PCBs can also sorb. 
Because of the rather small distribution coefficient, &, of PCB33, predictions for this 
congener are not expected to respond strongly to such a model change. In fact, it turns 
out that none of the model refinements were relevant for weakly sorbing compounds 
such as PCB33 (see Table 23.8). In contrast, for PCB185 the changes were more 
significant and point in the right direction. The colloidal phase represents about 35% of 
the total PCB185 in the water column and thus doubles the measured “dissolved” 
(aqueous and colloidal) concentration. Yet, the “real” dissolved concentration, c d ,  

remained virtually unchanged and so did the sorbed concentration on “large” particles. 

In Part 2 of the PCB story, we introduced the exchange between the water column 
and the surface sediments in exactly the same way as we describe aidwater 
exchange. That is, we used an exchange velocity, VSedex, or the corresponding 
exchange rate, ksedex (Table 23.6). Since at this stage the sediment concentration was 
treated as an external parameter (like the concentration in the air, C,), this model 
refinement is not meant to produce new concentrations. Rather we wanted to find 
out how much the sediment-water interaction would contribute to the total elimina- 
tion rate of the PCBs from the lake and how it would affect the time to steady-state of 
the system. As shown in Table 23.6, the contribution of ksedex to the total rate is about 
20% for both congeners. Furthermore, it turned out that diffusion between the lake and 
the sediment pore water was much more important than sediment resuspension and 
reequilibration, at least for the specific assumptions made to describe the physics and 
sorption equilibria at the sediment surface. 

In the last step (Part 3), the sedimentary compartment (the “surface mixed sediment 
layer”, SMSL) was treated as an independent box (Table 23.7). The steady-state 
solution of the combined sediment/water system explained another characteristic of 
the observed concentrations, which, as mentioned above, could not be resolved by 
the one-box model. As shown in Table 23.8, for both congeners the concentration 
measured on particles suspended in the lake is larger than on sediment particles. The 
two-box model explained this difference in terms of the different relative organic 
carbon content of epilimnetic and sedimentary particles. This model also gave a 
more realistic value for the response time of the combined lakehediment system 
with respect to changes in external loading of PCBs. However, major differences 
between modeled and observed concentrations remained unexplained. 

The possible depth of the analysis has by no means reached its limit. If one wants to 
move beyond the coupled two-box model shown in Fig. 23.5, one has to rely on 
computer models. This lies outside the aim of this book. 

At this point we should remember that the main purpose of these considerations is not to 
find the “true model” for the PCBs in Lake Superior. Given the very crude assumptions 
which had to be made at different stages of the modeling exercise, such an aim would be 
unrealistic. Yet, the example helps to develop a feeling for the importance of different 
assumptions and processes. For instance, the effect of introducing the colloidal phase 
was more important for PCB185, which sorbs more strongly to particles. The effect 
would be still greater for compounds with Kd values of 1 O3 kg m-3 or larger. 
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Other Two-Box Models 

There are numerous other examples of two-box models. For instance, a two-box 
epilimniodhypolimnion model was discussed in Chapter 2 1, and additional exam- 
ples are given as problems at the end of this chapter. We must remember that as long 
as these models are linear, their solutions can be constructed with the help of Box 
21.6. They always consist ofthe sum of not more than two exponential fwnctions and 
are thus fairly simple. This situation changes drastically if we allow the differential 
equations to become nonlinear. A system of two or more nonlinear differential equa- 
tions rarely can be solved analytically, yet the available computer tools (such as 
MATLAB) make their solution easy. 

Advanced Topic 23.4 One-Dimensional Continuous Lake Models 

In this last section we discuss lake models which allow us to calculate continuous 
vertical concentration profiles as a fwnction of time. The necessary mathematical 
instruments were given in Chapter 22. Since vertical mixing in lakes and oceans is 
usually much slower than horizontal mixing, as for water temperature the concentra- 
tion variations of most chemical substances (inorganic or organic) are usually much 
larger in the vertical than in the horizontal direction. This distinguishes lakes from 
rivers. Rivers are usually well mixed vertically and laterally, but may show large 
concentration variations along the direction of the flow (see Chapter 24). 

Internal Transport versus Reaction and Boundary Fluxes 

In order to decide whether a specific lake has to be described with a continuous 
model or whether a box model would be adequate, we can either analyze the spatial 
and temporal variations of field data or-if the necessary data do not exist-rely on 
the concepts introduced in Chapter 22. 

First, recall that the nondimensional Damkohler number, Da (Eq. 22-1 lb), allows us 
to decide whether advection is relevant relative to the influence of diffusion and 
reaction. As summarized in Fig. 22.3, if Da >> 1, advection can be neglected (in 
vertical models this is often the case). Second, if advection is not relevant, we can 
decide whether mixing by diffusion is fast enough to eliminate all spatial concentra- 
tion differences that may result from various reaction processes in the system (see 
the case of photolysis of phenanthrene in a lake sketched in Fig. 21.2). To this end, 
the relevant expression is L (k, / Ez)”’ , where L is the vertical extension of the sys- 
tem, E, the vertical turbulent diffusivity, and k, the first-order reaction rate constant 
(Eq. 22-13). If this number is much smaller than 1, that is, if 

k, << Ez I L2 (22-19) 

then mixing is fast relative to reaction, and spatial concentration variations due to 
reaction are not relevant. In the absence of large boundary fluxes, the concentration 
in the system is fairly constant; thus the box model approach is appropriate. 
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Boundary fluxes are another potential source of spatial inhomogeneity. For instance, 
many volatile chemicals, such as tetrachloroethene (PCE), enter a lake mainly 
through its inlets, whereas the main losses are due to air-water exchange at the lake 
surface. If we were interested in the PCE concentration at midlake compared with 
the concentration close to the shore, we must therefore compare the time needed to 
transport PCE from the shore to the center of the lake with the typical residence time 
of PCE in the surface waters. If the horizontal transport time is short compared to the 
residence time, the concentration at the lake surface should be fairly constant fi-om 
the shore to the center. From Section 22.3 we know that horizontal mixing results 
from a combination of advection and dispersion by shear. The transport away from 
the inlet occurs by advection with typical velocities between 1 and 10 cm s-'. The 
local mixing of the advected cloud occurs by shear diffusion (Box 22.3). According 
to the experiments by Peeters et al. (1996), even in calm conditions the cloud size 
grows by about a factor of 100 within one day; that is, the input concentration is 
strongly reduced by lateral mixing. Usually, these crude estimates suffice to calculate 
the time (or the distance from the input location) where mixing has eliminated 
significantly horizontal concentration gradients. 

If the lake is stratified, vertical transport is commonly the time-limiting step for 
complete mixing. This was the reason for applying the two-box model to the case of 
PCE in Greifensee (Illustrative Example 21.5). Now we go one step further. We 
consider a vertical water column of mean depth h with a constant vertical eddy 
diffusion coefficient E,. The flux Fa,,,, of PCE escaping to the atmosphere is given 
by Eq. 20-la: 

Cl, = VaIw ( C ,  - c;q ) = v , , , c y s  , ,== = c, - c;q (23-33) 

where C y s  is the concentration at the water surface in excess of the equilibrium 
with the PCE concentration in the atmosphere. Within the water column PCE is 
transported upward to compensate for the loss at the surface. This flux is described 
by Fick's first law (Eq. 18-6): 

(23-34) 

Let us disregard the PCE sources for the moment and calculate the vertical concen- 
tration gradient needed to compensate for the loss at the water surface. Combining 
Eqs. 23-33 and 23-34 and solving for dC,,,ldz yields: 

(23-35) 

The vertical coordinate is chosen positive upward. The negative sign indicates that 
C, is decreasing toward the surface if PCE in the water is oversaturated with respect 
to the PCE concentration in the air ( C F  > 0 1. 

Next, we can define homogeneity by requiring that the total concentration difference 
between lake bottom and lake surface, AC, may not be larger than, for instance, 10% 
of C y s s .  Thus, 

AC = h 1 ~ 1  dCw 5 0.1 , y s s  (23-36) 
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Inserting Eq. 23-35 into 23-36 and rearranging the terms yields: 

hVa/w < - 0.1 (23-37) 
E, 

Remembering the definition and meaning of the Peclet number (Eq. 22-lla), this 
result is not really a big surprise. In fact, the left-hand side of Eq. 23-37 is the Peclet 
number for an advective (v,,)/diffusive (E,) flux over distance h. 

We apply Eq. 23-37 to the case of PCE in Greifensee. From Table 21.1 we have h = 
17.4 m, vdw= 4 . 9 ~ 1 0 ~  m s-' = 0.42 m d-I. Turbulent diffusivity in the thermocline is 
0.2 m2d-', but from Fig. 22.8 we learn that in the hypolimnion it may be as large as 0.6 
cm2s-' = 5 m2d-'. Inserting these numbers into Eq. 23-37 makes the left-hand side 37 
and 1.5, respectively. Thus, even the larger E, value is too small to keep PCE homoge- 
neously mixed in the whole water column of Greifensee. In fact, Eq. 23-37 would need 
a vertical diffusivity E, exceeding 7 m2d-' = 0.8 cm2s-'. Such values are often exceeded 
during the winter when the density stratification of the water column is weak. 

From these semiquantitative considerations we conclude that competition between, 
on one hand, processes which eliminate concentration gradients like vertical mixing, 
and on the other hand, processes which produce concentration gradients like in-situ 
reactions and boundary fluxes, can be highly variable in time. Sometimes vertical 
mixing is intensive enough to warrant the box-model approach, other times we 
would need a model that allows us to describe spatially continuous concentration 
profiles. Sometimes we need a tool which could handle both situations. Such a 
model will be discussed next. 

One-Dimensional Vertical (1DV) Lake Model 

The one-dimensional vertical (1DV) lake model shown in Fig. 23.6 (Imboden and 
Schwarzenbach, 1985) is adequate for lakes with surface areas up to 100 km2 in 
which horizontal concentration variations can be disregarded. Sometimes, this also 
applies to much larger lakes and even to parts of the ocean away from major inlets 
and other local sources. Note that in spite of the one-dimensional structure of the 
model, the three-dimensional bottom topography of the lake is not ignored. In a 
rectangular lake (mean depth and maximum depth are identical), only the deepest 
water layer would be in direct contact with the sediment surface. In contrast, in the 
model shown in Fig. 23.6 every layer has its (albeit reduced) contact area with the 
sediments where the chemicals can be directly exchanged. This is essential for 
describing the fate of a strongly sorbing chemical in a lake. 

The goal of the 1DV-model is to calculate the time-dependent continuous vertical 
concentration profile of a compound, C,(z,t), where the depth coordinate z is the 
height above the deepest point of the lake (thus the vertical coordinate z is chosen as 
positive upward). Let us consider a horizontal layer of thickness Az confined by the 
cross sections at depth z and z + Az, A(z)  and A(z + h), respectively (Fig. 23.6). The 
volume of the layer, AV, can be approximated by A(z)Az, and the sediment contact 
area AA by [A(z + Az) - A@)] .  Note that bottom slopes of lakes are commonly so 
small that AA, the horizontal projection of the inclined sediment surface, is usually a 
good approximation for the real contact area between water and sediment surface. In 
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drawings of lake basins (such as Fig 23.6), the vertical dimensions are often strongly 
exaggerated so that the slopes look much steeper than they really are. 

We define the specific flux rate of a chemical between sediment and water, F,, 
(mol m-2s-’), as positive if the flux is directed from the sediment into the water. Then 
the mean concentration change due to sediment-water exchange in the layer of thick- 
ness Az is: 

If we decrease the thickness of the box, Az, toward zero, we get: 

= a ( z >  F, , ,  ($1 sedlwater exchange 

(23-38) 

where the characteristic topographic function, 

n(z) = - 1 d A  dA [L“] (23-39) 
A 

is the change of lake cross section per lake volume. It is an important parameter to 
describe the effect of lake topography on the spatial distribution of chemical com- 
pounds. Frequently, the depth-dependent lake cross section A(z)  can be approximated 
by (Imboden, 1973): 

/ \ n  
(2 3 -40) 

where z, is the maximum depth and the exponent q lies typically between 0.5 (flat 
littoral zone, “hole” at deepest part) and 2 (steep littoral zone, flat bottom). From 
Eqs. 23-39 and 23-40 follows: 

r a ( z )  = - 
Z 

(23-41) 

Thus, the characteristic topographic function increases continuously from the 
surface (z = z,) to the lake bottom (z = 0) where it becomes infinitely large. In fact, at 
the lake bottom a tiny lake volume stays in contact with a finite sediment area. This 
explains the great spatial and temporal gradients often found close to the bottom of 
lakes for compounds which are exchanged at the sediment-water interface (oxygen, 
phosphorus, methane, etc.). 

The model (Fig. 23.6) consists of three compartments, (a) the surface mixed water layer 
(SMWL) or epilimnion, (b) the remaining open water column (OP), and (c) the surface 
mixed sediment layer (SMSL). SMWL and OP are assumed to be completely mixed; 
their mass balance equations correspond to the expressions derived in Box 23.1, 
although the different terms are not necessarily linear. The open water column is 
modeled as a spatially continuous system described by a dimisiodadvectiod reaction 



1086 Ponds, Lakes, and Oceans 

Figure 23.6 One-dimensional ver- 
tical (IDV) lake model with depth- 
dependent cross section. Processes 
are labeled with the same numbers 
as used in Table 23.9. The simula- 
tion tools MASAS (Ulrich et al., 
1995) and AQUASIM (Reichert, 
1994) are based on the same mo- 
deling concept. 

equation as given by Eq. 22-6. We want to describe the dynamics of a chemical com- 
pound being present in different phases (aqueous, sorbed on "large" particles, sorbed in 
colloids, etc.) which are always at equilibrium. In the water compartments SMWL and 
OP, the total concentrations, CY"(t), Cpp(z, t), are chosen as the model functions. For 
the sediment box we use the sorbed concentration, C,sC ( z ,  t ) . Note that in contrast to the 
waterhebent model of Box 23.3, every depth zone has its own surface mixed sediment 
layer (SMSL); therefore C: ( z ,  t )  depends also on depth z. In addition, for the SMWL 
and the water column we also need a mass balance equation for the suspended particles. 
Their concentrations are given by the solid-to-water phase ratio, cF and <T(z) .  

Let us first develop the dynamic equation of the total concentration in the SMWL, 
C y  ( t )  . Not much additional effort is needed. We can just copy the structure of Eqs. 
1 to 3 of Box 23.1, although the boundary flux terms have a slightly different form. 
The numbers shown below the different terms in Eq. 23-42 correspond to the notation 
introduced in Table 23.9 and also used in Fig. 23.6. 

[mol m-3s-1] 

(23 -42) 

To facilitate the understanding of this equation we give a few references to other 
sections of the book. Term 4 results from Fick's first law (Eq. 18-6) formulated at the 
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Table 23.9 Processes of One-Dimensional Vertical (1DV) Lake Model (see Fig. 23.6) 

# Variable Unit Description 

Lake-Specific Processes 
1 Imix  

Z0P(Z) 

6 v?, V,(Z) 
mix 

7 sedex 9 'sedex ( z )  

mol s-I 
mol m-W 

mol s-l 

m2s-l 
kgsmW3s-' 

m s-l 
m s-l 

- 

kgSm-*s-' 

Compound-Specific Processes 

9 Rmix, R(z) mol m-3s-1 

10 V d w  m ss1 

Input of chemical by rivers and effluents into SMWL 
Input of chemical (per unit lake depth) by rivers and effluents into OP 
at depth z 
Loss from SMWL through outlet 
Complete mixing of SMWL. 
Vertical turbulent diffusivity in OP 
In-situ production of particulate matter, mainly in the SMWL (e.g., 
phytoplankton growth) 
Settling velocity of suspended particles 
Exchange velocity between water and SMSL by diffusion and 
resuspension 
Transfer of sediment mass into "permanent" (noninteracting) sediment 
column 

In-situ transformation of chemical (hydrolysis, photolysis, 
biotransformation etc .) 
air-water transfer velocity at lake surface 

11 RSMSL mol kg;'s-' Transformation of chemical in SMSL 

SMWL = surface mixed water layer, SMSL = surface mixed sediment layer, OP = open water (deep water). Variable does 
not explicitly appear in Eq. 23-42 (see text). 

upper boundary of the open water column (thermocline depth zth = zm, - zmix). Term 
5 (settling particles) was derived in Eqs. 23-11 to 23-19. Term 7 (sediment-water 
exchange) follows from Eqs. 5 to 7 of Box 23.2. The nondimensional equilibrium 
partition functions uw,f,) are constructed according to Eq. 23-22. Remember that the 
vertical coordinate z is positive upward. We should also mention that vertical mixing 
in the SMWL (term 3) does not explicitly appear in Eq. 23-42. It is hidden in the 
assumption that the concentration within the SMWL is spatially constant. 

The corresponding balance equation for the concentration of suspended solids in the 
SMWL (expressed as solid-to-water phase ratio, c?) is: 

(23 -43) 

+ p x  - - A, s vmixrmix  sw [ kg,m-3s-'] 
V,X 



1088 Ponds, Lakes, and Oceans 

Ismix is the input of suspended particles into the SMWL (units: kgss-l),pmix the in-situ 
production of particulate matter (kgsm-3s-’) such as from phytoplankton growth. 

The corresponding dynamic equations of the open water column are constructed from 
Eq. 22-6. They are completed by the sediment-water boundary flux derived in Eq. 
23-38. We assume that the net vertical advection of water is zero. Thus, the vertical 
water movement is incorporated in the turbulent diffusivity, E,. The assumption 
implies that if chemicals are directly introduced at depth z (term l), they would not be 
accompanied by significant quantities of water. Typically, such inputs are due to 
sewage outlets (treated or untreated) into the lake. We get: 

Note that the particular choice of the vertical coordinate pointing upward makes the 
sign of the advective term 6 positive since the settling velocity v, was chosen as a 
positive number in spite the fact that it is directed in the negative z-direction. 

The corresponding equation for the suspended particles is: 

[ kg srn-3 s-l] 

(23-45:) 

Finally, the balance equation for the SMSL looks like Eq. 23-30, except for the reaction 
term which is not necessarily linear now. Note that C; depends also on z (the depth in 
the lake, not the depth in the sediment column). Every depth zone has its own SMSL, 
but it is assumed that these layers do not interact with each other. In fact, the distance 
between them is much too large for lateral molecular diffusion in the sediments to 
play any role. There is no equation for the particles in the SMSL. Their balance is 
indirectly included in the preservation factor B(z). Remember that if total solids are 
used to describe the solid phase, p is about 1 ,  whereas if particulate organic carbon 
(POC) is used, p is smaller than one because part of the POC is degraded in the 
SMSL. Finally, we get: 
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where 

m(z) [kgsm-2] is the particle mass in the SMSL 

P(z) is the particle preservation factor 

Kr(z)is the solid-water distribution ratio in the SMSL at lake depth z 

All other variables were defined before. 

Numerical Models 

With these five equations (Eqs. 23-42 to 23-46), two of them partial differential 
equations, the limits of the analytical approach and the goals of this book are clearly 
exceeded. However, at this point we take the occasion to look at how such equations 
are solved numerically. User-friendly computer programs, such as MASAS (Modeling 
ofAnthropogenic Substances in Aquatic Systems, Ulrich et al., 1995) or AQUASIM 
(Reichert, 1994), or just a general mathematical tool like MATLAB and MATHE- 
MATICA, can be used to solve these equations for arbitrary constant or variable 
parameters and boundary conditions. 

Most of these tools use the finite difference method (at least for one-dimensional 
models) in which the continuous space coordinate is divided into a number of boxes. 
So we are back to the box-model technique. To demonstrate the procedure, in Box 
23.4 we show how the partial differential Eqs. 23-44 and 23-45 are transformed into 
discrete (box) equations. 

Box 23.4 Numerical Approximation of Partial Differential Equations of One-Dimensional 
Vertical Lake Model 

Basis: Dynamic equations for total compound concentration, Cpp ( z )  , and suspended particle concen- 
tration, r:(z), in the water column betweenz = 0 (lake bottom) andz, (depth of thermocline): 
Eqs. 23-44 and 23-45. 

Procedure: Subdivide the vertical axis in n horizontal layers each with depth Az = zt,/ n. Layer 1 is at lake 
bottom, layer is just below the surface mixed water layer (SMWL). 

Simplified notation: Cj average Cpp in boxj  (j = 1 .... n)  
‘j average r: in boxj  (j = l....n) 
Cmix, rmix corresponding values in SMWL (depth zmix) 
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Approximation of spatial derivatives: 

The boundary between layer (j - 1) a n d j  is denoted as (j - 1/2), the boundary between layerj  and (j + 1) as 
(j + U2). Term 6 (Eqs. 23-44 and 23-45) is approximated as: 

Term 4 (Eqs. 23-44 and 23-45) is approximated as follows: 

and similarly for the boundary (j + 112). 

With = Aj  Az, term 4 becomes: 

1 
Az2 

term4 -+ - [Ej+l/z(Cj+l -cj)-Ej-1/z(cj -cj-l)] 

and correspondingly for rj. 

The topographic fimction a(.) (Eq. 23-39) is approximated by 

With these substitutions Eq. 23-44 transforms into a set of n ordinary differential equations in time: 

v .f. 
2Az 

+ - (Cj+l -Cj-l)- aj vSedexj 

Correspondingly for the suspended particle concentration rj (Eq. 23-45): 
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For boxj = n just below the SMWL, the same equations can be used by setting the variables with subscript (n  + 1) 
equal to the corresponding SMWL values. 

Note: In order to avoid a phenomenon called numerical d$fuusion, the time step At for the iteration of the above 
equations has to be much smaller than either (Az/vsj) or (Ai?/Ejt1,J. 

Application of the 1DV Lake Model 

The application of the continuous lake model is illustrated by continuing the story of 
tetrachloroethylene (PCE) in Greifensee. Remember that PCE is a compound which 
is quasi-conservative in the water and is not significantly sorbed by particles. 
Besides flushing, exchange at the air-water interface is the only relevant process to 
be considered (see Box 21.2 and Illustrative Examples 21.5, 21.6) 

We discuss the traces of an “input event” detected in Greifensee in 1985 (Ulrich et al., 
1994). Until May 1985, the PCE content of Greifensee was relatively small (between 
about 40 and 80 moles, see Fig. 23.7). On June 3, 1985, a PCE content of more than 
200 moles was found in the lake. The PCE was mainly detected in the surface mixed 
layer (about 4 m deep) and in the thermocline. On July 1, 1985, the PCE content was 
still around 200 moles, but the concentration maximum had moved from the surface to 
the thermocline. This concentration peak remained visible throughout the summer and 
fall until the PCE content had returned to its ‘‘normal’’ level. 

The calculations were done with the modeling software MASAS (Ulrich et al., 
1995). The model consisted of up to 32 layers, each one meter deep. Depending on 
the varying mixing depth, zmiX, a variable number of boxes were incorporated in the 
surface mixed water layer (SMWL). Air-water exchange velocities were calculated 
as described earlier. The spatial and temporal variations of vertical diffusivity, 
E&$), were determined from regular temperature measurements according to the 
method described in Section 22.2. The model was used to determine the unknown 
mean PCE input for the periods between two sampling dates. 

As shown in Figure 23.7, the continuous lake model nicely describes the concentra- 
tion maximum, which slowly moved to greater depth due to the deepening of the 
surface mixed layer. From the model calculation we can conclude that the processes 
involved in producing this maximum were the combination of riverine PCE input 
into the surface mixed layer and loss to the atmosphere by gas transfer. The extra 
input of PCE into the lake between May 6 and July 1, 1985 had to be about 360 
moles. The model calculations suggest that the input had dropped to virtually zero 
after July 1. Part of the compound was quickly and continuously lost to the atmo- 
sphere so that the PCE content of the lake never increased much beyond 200 moles. 
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Figure 23.7 Vertical profiles of wa- 
ter temperature (dotted line) and of 
measured (circles) and calculated 
(solid line) PCE concentration in 
Greifensee (Switzerland) for the 
period May to October 1985. Num- 
bers give PCE inventory in moles 
(M = measured, C = calculated). 
From the model calculation it can 
be concluded that between May 6 
and July 1 ,  1985, about 360 moles 
of PCE entered the lake, thus lead- 
ing to a significant increase of the 
concentration in the lake during 
several months. After July 1, the 
input was virtually zero. 
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As mentioned before, the 1DV lake model, although still relatively simple compared 
to the three-dimensional nature of real transport and reaction processes, predicts 
concentrations and inventories which in most cases are not matched by available 
field data in terms of chemical, spatial, and temporal resolution. In fact, in a time 
when powerful computers are ubiquitously available, it is not unusual to find publi- 
cations in which highly sophisticated model outputs are compared to poor data sets 
for which much simpler models would have been adequate. However, this is not an 
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23.5 

argument against the development of good models, but a plea for their wise use. To 
compare measured and calculated data is not the only task for which models are good. 
One reason for using models is, for instance, to evaluate the relative importance of 
various processes for the dynamics of chemical compounds in aquatic systems. As an 
example, based on such a model one could assess the influence of changing particle 
concentrations on a strongly sorbing compound, such as the PCB185 congener, in the 
water column of a lake. The change of the trophic state of a water body, that is, the 
frequency and intensity of algal blooms in the water, greatly affect the concentration 
of sorbing chemical species. Thus, a model can help one find connections between 
different components of an aquatic ecosystem and to evaluate possible inadvertent 
effects of human interventions in complex systems. In addition, models that are 
more advanced than the present techniques of analytical chemistry can be used to 
find optimal strategies for the protection of aquatic systems against pollution by 
xenobiotic compounds. This can be done by identifying the mechanisms to which 
the system is most vulnerable, as well as by evaluating alternative restoration 
procedures in case the compound has already entered the system. 

Questions and Problems 

Questions 

Q 23.1 

List the processes that govern the mass balance of a sorbing chemical in a lake or pond. 

Q 23.2 

What assumptions have to be made to describe the behavior of a sorbing chemical in 
a lake by just one state variable (e.g., by total concentration)? 

Q 23.3 

Give reasons why particle-settling velocities calculated from Stokes law (Eq. 23-7) 
do not necessarily correspond to the apparent settling velocities determined from the 
particle removal rates in lakes. 

Q 23.4 

Why should we not use Stokes law to calculate the settling velocity of a fecal pellet 
with diameter of 1 mm and density of 1.2 g ~ m - ~ ?  

Q 23.5 

In what respect can we compare the settling of particles in a lake with the settling of 
snowflakes in a snowstorm? 

Q 23.6 

Why can sorption on colloids cause a significant discrepancy between calculated 
and measured “apparent dissolved concentrations” (concentrations determined after 
filtration) for strongly sorbing chemicals? 
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Q 23.7 

In Box 23.2 it is shown that the combined exchange of a chemical at the sediment- 
water interface due to sediment resuspension and to diffusion, respectively, can be 
expressed by a single exchange velocity. Explain why this result is a direct conse- 
quence of the assumption that the lake model can be formulated in terms of linear 
differential equations. 

Q 23.8 

Why do we need at least a two-box model to explain the long-term memory of the 
PCBs in Lake Superior? 

Q 23.9 

In what sense is the 1DV lake model more than one-dimensional, in spite of the fact 
that the resulting differential equation is one-dimensional? Why is this important for 
describing sediment-water exchange? 

Q 23.10 

Explain the meaning of the topographic function, a(.). Why does a(.) generally 
increase toward the lake bottom? Imagine a chemical with a constant sediment 
boundary flux and give a qualitative picture of the vertical concentration profiles in 
the water column which evolve as a result of such a flux. Assume that the chemical 
does not react in the water column. 

Problems 

P 23.1 How Fast Is Benzene Biodegraded in This Pond? 

In the same well-mixed pond in which you already had to deal with a vinyl acetate 
spill (Illustrative Example 23. l), somebody monitors the benzene concentration 
during the summer. Interestingly, the concentration of benzene in the pond water 
does not vary much over time, and is always in the order of 0.05 pg L-I. A colleague 
of yours who is responsible for air pollution measurements in the area tells you that 
the average benzene concentration in the air is 0.04 pg L-'. He claims that input of 
benzene by gas exchange from the air is the predominant source of this compound in 
the pond. You remember vaguely that you already dealt with such a problem in 
Chapter 20. Assuming he is right, and assuming that biodegradation is the only 
transformation process for benzene in the pond, calculate the characteristic bio- 
degradation rate constant (yr-I) for benzene by using the pond characteristics and 
conditions given in Illustrative Example 23.1. 

P 23.2 What Steady-State Concentration of Anthracene Is Established in the 
Epilimnion of This Lake? 

With a leachate from a coal tar site, each day 2 kg of anthracene are introduced 
continuously into the epilimnion of a eutrophic lake. The lake is stratified between 
April and November. As an employee of the state water authority you are asked to 
monitor the anthracene concentration in the epilimnion of this lake. In order to get an 
idea of how sensitive your analytical technique has to be, you wonder what anthracene 
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anthracene 

concentration (order of magnitude) you have to expect. To this end, answer the follow- 
ing questions using the average epilimnion characteristics and conditions given below. 
Neglect any water exchange between the epilimnion and the hypolimnion. 

(a) What would be the anthracene concentration at steady-state if anthracene exhib- 
ited conservative behavior in the epilimnion of the lake? 

(b) What anthracene steady-state concentration can actually be expected assuming 
that biodegradation can be neglected? 

(c) What is the time required to reach this steady-state? 

You can find all relevant physical-chemical properties of anthracene in Appendix C. 
Note that AawH is about 50 kJ mol-' (Table 6.3). Furthermore, when inspecting 
Fig.15.3 and Table 15.7 you realize that direct photolysis could be an important 
process. Before going through tedious calculations, you remember that a friend of 
yours who works at the EPA laboratory in Athens (Georgia) told you that the near- 
surface photolysis half-life (averaged over 24 h) of anthracene under clear skies in 
the summer at 40°N latitude (by coincidence, exactly the same latitude as your lake!) 
is about 5 days. You also remember from a course in environmental photochemistry 
that the average light intensity between April and October is about 50% of that 
observed on a clear midsummer day. This estimate includes both the seasonal varia- 
tion in light intensity as well as the effect of clouds. 

Average Epilimnion Characteristics and Conditions 

Volume V = 5 x107 m3 
Surface area A = 1 xio7 m2 
Mean water residence time %v = 100 days 
Average particle concentration rsw = 5 xlO" kg,m-3 
Organic carbon content of suspended particles f oc  = 0.4 kg,,kg;' 
Average particle flux Fs = 5 x10-3kgsm-2d-' 
Average wind speed 10 m above the lake surface 
Average water temperature T = 20°C 

U10 

PH = 8.2 

= 1.5 m s-l 

Concentration of colloidal organic carbon [DOC] = 4 mgC L-' 

Decadal beam attenuation coefficients a(h) of the water at various wavelengths (A) 

(nm> 300 325 350 375 400 450 
a(h) (m-') 4.0 2.5 1.5 1 .o 0.6 0.3 

P 23.3 Extending the Anthracene Case 

In Problem 23.2 you were asked to calculate the steady-state concentration of 
anthracene in the epilimnion of a lake under the assumption that 2 kg of this com- 
pound were introduced into the epilimnion every day. For your calculation you ne- 
glected any water exchange between the epilimnion and the hypolimnion. Extend 
your calculation now to the whole lake, and consider various input scenarios. In 
particular, answer the following questions: 
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(a) What are the anthracene steady-state concentrations in the epilimnion and in the 
hypolimnion, respectively, if (i) all input (i.e., 2 kg d-I) goes into the epilimnion, (ii) all 
input goes into the hypolimnion, and (iii) half of the input goes into the epilimnion and 
half into the hypolimnion? Assume that during stratification, all water input goes into 
the epilimnion. 

(b) Considering that the lake is stratified between the middle of April and the end of 
November, is there enough time to reach steady-state? Discuss each of the three cases. 

(c) Take case (i) and assume that steady-state is reached at the end of November. Further- 
more, assume that at this time the whole lake mixes instantaneously. What anthracene 
concentration do you expect at the end of March? How close is this concentration to the 
steady-state concentration that would establish under typical winter conditions? 

Additional lake data (see also table in P 23.2) 
Total lake volume vt = 15 x107 m3 
Lake area at thermocline Ath = 0.8 x107 m2 

Summer conditions 

Turbulent exchange velocity between epilimnion 
and hypolimnion 
Average particle concentration 

in the epilimnion 
in the hypolimnion 

Organic carbon content of suspended particles 
Average settling velocity of particles 
Average wind speed 10 m above the lake surface 
Average water temperature 

Average pH 

Dissolved organic carbon 

Decadal beam attenuation coefficients 

Vth = 0.05 m d-' 

<: = 5 ~lO-~kg,m-~ 
YSW H = 2 ~lO-~kg,rn-~ 

&E ,f," = 0.4 kgockg,' 

U10 = 1.5 m 
TE = 20°C 
TH = 5°C 
PHE = 8.2 
pHH = 7.5 

v,E , v,H = 1 m d-' 

= 4 mgoc L-' 
= 2 mgoc L-' 

a@), see Problem 23.2 

Winter conditions (whole lake) 

Average particle concentration 
Organic carbon content of suspended particles 
Average settling velocity of particles 
Average wind speed 10 m above the lake surface 
Average water temperature 
Average pH 
Concentration of colloidal organic carbon 

TSW = 2 ~lO-~kg,rn-~ 
f o c  = 0.2 kgockg[' 
vs = 1 m d-' 
U10 = 2 m s-' 
T = 5°C 
PH = 7.5 
[DOC] = 2 mgoc L-' 

Hints and Help 
Note that some of the characteristic rate constants calculated in P 23.2 are also valid 
for this model. For estimating the rate of direct photolysis in the winter, assume that 
a(h) is proportional to [DOC] and that the average light intensity is about 3 4  times 
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clQcl CI CI 

Cl 

hexachlorobenzene 

M, = 284.0 gmol-1 
(HCB) 

lower as compared to the summer (compare 24-hour averaged light intensity values 
in Table 15.3 with those in Table 15.4). For the mathematics of the two-box model it 
may be helpful to look at Table 21.7. 

P 23.4 Determining the Fate of Hexachtorobenzene in a Pond 

It remains unnoticed for several years that the pesticide hexachlorobenzene (HCB) has 
continuously entered the small well-mixed pond described in Illustrative Example 
23.1. One day, your colleague determines the HCB concentration in the surface 
sediments of the pond and finds a Cr value of 1.3 pmol kg;' . You are alarmed by this 
value, because you fear that the HCB concentration in the water column could be 
dangerously high. Since you cannot get a water sample at once, you first try to calcu- 
late the concentration in the water column, CpP , by assuming a steady-state situation. 
From earlier investigations the following data on the sediments are available. 

Sediment characteristics 

Temperature T = 5°C 
Depth of SMSL zmix =2cm 
Particle density Ps = 2.5 gscm-3 
Porosity in SMSL $ = 0.92 
Preservation factor P = 0.8 
Organic carbon content of particles in SMSL 
Sedimendwater exchange rate kd,, = 0.01 1 d-' 

f: = 0.05 kg,,kg;' 

(see Eq. 23-32b) 

(a) Calculate the steady-state concentration in the lake, C,. 

(b) Estimate the ratio between the total HCB mass in the water column and in the 
SMSL, respectively. 

(c) What fraction of the HCB entering the pond at any given time is eventually leaving 
the pond by gas exchange and through the outlet? What happens to the rest? 

(d) Estimate the input of HCB per unit time into the pond. After a thorough investi- 
gation you locate the HCB source and stop it. 

(e) Estimate the time needed to eliminate 95% of the HCB from the combined water 
column/SMSL system. 

P 23.5 A Lake's Long-Term Memory Former Pollution by a Heptachlorobiphenyt 

Over a long time period, a lake has been exposed to pollution by different polychlori- 
nated biphenyl (PCB) congeners. As discussed in Chapter 23.3, a fraction of the PCBs 
introduced into a lake is stored in the sediments. 

You are responsible for the PCB monitoring program in the lake. Despite the fact 
that all external PCB inputs have been stopped, you still find significant PCB 
concentrations in the water column. A detailed survey of the sediments shows that in 
the top 10 cm of the sediment layer the mean concentration, C;, of 2,2',3,4,5,5',6- 
heptachlorobiphenyl (PCB 185) is 4.0 nmol kgb' . 
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cw CI CI CI 

(a) Calculate the mean total concentration in the water column, Cpp , which is in equi- 
librium with C,sC. 

. CI 

(b) How long does it take until C,sC and Cpp have dropped to 95% of their present 
2,2',3,4,5,5,6 values? 

heptachlorobiphenyl 
(PCBl85) 

The characteristic data describing the lake are summarized in the following table. 
Note that the physicochemical properties of PCB 185 can be found in Table 23.4. 

Lake 

Total volume 
Surface area 
Throughflow of water 
Average water temperature at lake bottom 
Settling velocity of particles 
Suspended particle concentration 
Organic carbon content of suspended particle 
Average total aidwater exchange velocity of HCBP 

v = 7 . 5 ~ 1 0 ' m ~  
A =30x106m2 

Q 
T =5"C 
v, = 0.7 m d-' 
rsw = 1 ~ l O - ~ k g  m3 

vdw = 0.4 m d-' 

= 7.5 x l  O6 m3d-' 

f o c  = 0.2 kgockg,-' 

Sediment 

Depth of surface mixed sediment layer (SMSL) zmix =0.1 m 
Particle density ps = 2500 kg, m-3 
Porosity of SMSL (I =0.9 
Preservation factor p =0.8 
Organic carbon content of particles in SMSL foT = 0.05 
Sedimendwater exchange rate for PCB185 (Eq. 23-32b) ksedex = 2.6 x ~ O - ~  d-' 

Hints: 
When calculating the characteristic coefficient, k,,, kI2, k2,, k12, of Box 23.3 you will 
find that the response velocity of the sediment reservoir is much smaller than that of 
the open water column. In order to predict the decrease of both concentrations, CT 
and Cpp , you can assume a quasi-steady state between the two concentrations in which 
the system is controlled by the decrease of the slowly reacting sediment reservoir. 

After you have done your model calculation, you realize that the measured Cpp 
value is nearly twice as big as the value you have calculated. You remember that 
colloidal organic matter can significantly change the behavior of the PCBs in the 
water column (see Table 23.5). Your measurements give an average concentration of 
colloidal organic matter of [DOC] = 3.2 xlOP3 kg mP3. Modify the above calculations 
and check whether the colloids can explain the discrepancy between observation and 
model calculation. 

P 23.6 Another Aspect ofthe PCB Story in Lake Michigan 

For many years now, we have seen the concentrations of banned compounds like the 
polychlorinated biphenyls (PCBs) decrease (or at least remain constant) in Lake 
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Michigan. Given that direct inputs in effluents have ceased, we are interested in 
identifying the phenomena that maintain the current levels in the lake. One pos- 
sibility is that exchanges with polluted air account for the lake water levels. Obser- 
vations over and in Lake Michigan indicate that (a) during the summer, PCBs are 
coming into the water from the air; (b) during the winter, the water is a source of PCBs 
to the air. Moreover, the absolute values of the summertime fluxes are three times 
greater than the absolute values of the wintertime fluxes. You wonder how to explain 
these observations. Wisely, you choose to focus on a specific congener, 
2,2',4,4',5,5'-hexachlorobiphenyl (PCB153). Its properties are shown below. 

You want to answer the following questions: 

(1) If the measured dissolved PCB153 concentrations in lake water samples are 
always 1 x 1 O-' g m-3, but the air concentrations over the lake are 2x 10-l' g m--3 in the 
summer and 1x10-" g m-3 in the winter, does the change in air concentrations 

CI c1 explain the seasonal reversal of fluxes? 

(2) What wintertime flux (mol m-2s-') do you expect for PCB153 and what is the 
direction of the flux? 

2,2',4,4',5,5',- 
hextachlorobiphenyl 

(PCBI 53) 
Mi = 360.9 g.mol-l 

(3) Would your estimate of the summertime flux change if you knew that suspended 
solids at 2 mg L-' exhibiting 20% organic carbon content occurred in Lake Michigan 
surface water? Give flux directions both with and without considering solids. 

Properties of Lake Michigan Summer Winter 

Air temperature ("C) Ta= 25 2 
Water temperature ("C) T,= 25 2 
Wind speed (m s-') U10 = 3 7 

Most properties of PCB 153 can be found in Appendix C. Some additional data for 
PCB 153 (for 25°C): 

D, = 0.058 cm2s-' 

Djw = 0.67 x 10-5 cm2s-' 

Sc, = 1330 
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Compared to lakes, the contribution of rivers to the water inventory of the earth is 
not very impressive. Their estimated water volume is 1.2 x 103 km3, that is, only 
about 1 % of the water stored in freshwater lakes. Rivers and streams cover an area of 
about 105 km2, near 10% of the total lake area. Yet, rivers are more equally 
distributed on the globe than lakes. 

In this chapter tools are presented for the construction of simple river models. The 
flows of rivers that often extend over thousands of kilometers, are extremely 
important for the transfer of water into areas with little precipitation. Furthermore, 
humans have always used the transport capacity of rivers to get rid of their waste. 
Due to industrialization, this waste has changed its composition from purely natural 
inorganic and organic compounds to the complex cocktail of chemicals that 
characterizes our present world. Thus rivers, together with the atmosphere and the 
ocean, became important conveyor belts for the distribution of xenobiotic chemicals 
on the globe. As many examples have demonstrated in the past, rivers may quickly 
spread pollutants from a local source to areas far away, thus strongly affecting the 
health of humans and animals and restricting the use of the water for drinking and 
even for irrigation. 

Transport and Reaction in Rivers 

Characterization of River Flow 

Unlike lakes which, as a first approximation, can be described as completely mixed 
boxes (Chapter 23. l), transport processes in rivers and streams are dominated by the 
unidirectional flow of the water which forces all chemicals to spread downstream. 
The goal of this section is to describe the dynamic behavior of organic pollutants, 
either dissolved or sorbed on suspended particles, as they are transported along the 
river and undergo all kinds of transformations and exchange processes between 
the water and the adjacent environmental compartments, the atmosphere and the 
river bed. 

The description of river flow and mixing can be extremely complicated. The 
following discussion will be restricted to the case of stationary flow, that is, to a 
situation in which the water discharge rate (2, at every cross section of the river, A(x) ,  
is constant with time (Fig. 24.1). In reality, Q(x) along the longitudinal axis of the 
river, x, is not necessarily constant because of merging rivers and water exchange 
with the underlying aquifer. Nevertheless, a river can always be looked at as 
consisting of “river reaches” in between river junctions for which the above 
assumption holds. 

Stationary flow does not necessarily imply that the concentration of a chemical 
along the river is stationary as well. Often one has to assess the fate of chemicals that 
are accidentally spilled into a river and are transported downstream as a 
concentration cloud. It rnay be important to predict the temporal change of the 
concentration of the chemicals at a given location downstream of the spill, 
especially the time when the concentration starts to increase and when the maximum 
concentration of the spill passes by that location. 
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Figure 24.1 Coordinate system 
and geometric parameters used to 
characterize mixing processes in a 
river. See Table 24.1 for definitions 
of symbols. 

The following explanations cannot replace the large literature on hydraulics and 
mixing processes in rivers (see, e.g., Fischer et al., 1979; Rutherford, 1994). As a 
first step toward “full-scale” river modeling, we shall explain and describe the 
following processes: 

(a) Advective transport along the river caused by the mean flow of the water 

(b) Chemical reactions in the water (“volumetric transformations”) 

(c) Exchange processes at the boundary of the water body, for instance, air-water 
exchange (“surface reaction”) 

(d) Vertical mixing by turbulence 

(e) Lateral mixing by turbulence 

(f) Longitudinal mixing by dispersion 

(g) Sedimentation and sediment-water interaction 

Note that this list does not include longitudinal mixing by turbulence. In fact, its 
influence is masked by longitudinal dispersion. Dispersion, an inevitable byproduct 
of advective transport, is commonly much larger than turbulent diffusion along the 
direction of flow. 
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Table 24.1 Definition of Characteristic River Parameters (Fig. 24.1) 

Choice of local coordinates 

x-axis 
y-axis Lateral direction (horizontal) 
z-axis Vertical, positive upward 

Main direction of flow (horizontal) 

Geometry and Discharge (all variables are subjected to changes if Q changes with time) 

m2 

m Width at water surface 

m 

Cross section of river filled by water 

Height of deepest point of river bed at cross 
section A(x), relative to arbitrary base 

Z,(X> m Height of water surface at cross section A(x) 

ho = Zo- Zg 

h = A l w  

S,  = - dZg I dx 
!P 

Rh=A/!P 

Q 
i i = Q l A  

fy: 

m 

m 

m 

m 

m3s-I 

ms-1 

Maximum depth 

Mean depth 

Local slope of riverbed 

Wetted perimeter (wet area per unit length) 

Hydraulic radius 

Discharge of water 

Mean flow velocity along the x-axis 

Friction factor 

Mixing Parameters 

m2s1 Turbulent diffusion coefficients 

m*s-I Coefficient of longitudinal dispersion 

Often the flow of water in the river bed is accompanied by a subsurface flow through 
the aquifer below and beside the surface flow. Although this flow is much slower 
than the surface flow, its cross section can be very large and its discharge rate can 
exceed the discharge of the surface flow, especially in dry areas. The interaction of 
water and chemicals between surface flow and aquifer is called hyporheic exchange. 
Here we will not deal with the influence of the hyporheic flow on the surface flow. 
The opposite, the impact of the river water on the chemical characteristics of the 
groundwater will be discussed in Chapter 25. 

Figure 24.1 and Table 24. I. give all the necessary definitions. The coordinate system 
at any location is chosen such that x always points in the direction of the main flow, 
y across the river, and z vertically upward. 

Transport by the Mean Flow 

The mathematical description of the time-dependent, three-dimensional concen- 
tration distribution of a chemical in a river, C(x,y,z,t), is not trivial. However, 
depending on the actual situation and the questions to be answered, significant 
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simplifications can be made. In the following discussion, complexity is added step 
by step in order to allow the reader to build up to what is otherwise a confusing 
picture. 

Let us consider a water volume defined by two river cross sections at x and x + dx, 
respectively. As a starting point, we assume that the mean total (dissolved plus 
sorbed) concentration of a chemical i in the water of this “slice” of the river, C,(x), is 
controlled by only two types of processes: (1) in-situ production or consumption of 
the chemical, R; and (2) fluxes at the water surface or at the sediment-water 
interface, F: 

(24-1) 

In order to be consistent with other chapters, R(CJ is defined as a positive number if 
the chemical is produced in the river and F(CJ is positive if the net flux is directed 
from the river into the atmosphere or sediment. Note that F(CJ is a flux per unit 
volume; its relation to the usual flux per area as defined, for instance, in Chapter 20, 
is given below (Eq. 24-15). Again we suppress the compound subscript i wherever 
the context is clear. The subscript “Lagrange” refers to what fluid dynamicists call 
the Lagrangian representation of the flow in which the observer travels with a 
selected water volume (the “river slice”) and watches the concentration changes in 
the volume while moving downstream. Later the notion of an isolated water volume 
will be modified when mixing due to diffusion and dispersion across the boundaries 
of the volume is taken into account. 

Although it seems natural to formulate the dynamic equations of a chemical in a 
river in terms of the Langrangian picture, the field data are usually made in the 
Eulerian reference system. In this system we consider the changes at a fucedpoint in 
space, for instance, at a fixed river cross section located at xo. In Eq. 22-6 we adopted 
the Eulerian system and found that this representation combines the influence from 
in-situ reactions (the Langrangian picture) with the influence from transport. The 
latter appears in the additional advective transport term -U act / dx , where the mean 
flow velocity: 

U = -  - Q  
A 

replaces v, of Eq. 22-6. Thus: 

ax 
Eulerian Lagrangian 

act = R(C,)- F(C,)-U - ax 

(24-2) 

(24-3) 

Prediction or measurement of U is of paramount importance for assessing transport 
of chemicals in rivers. The following discussion will be restricted to the special case 
of stationary uniform flow. This means that at a j x e d  location the discharge Q is 
constant, the cross section A does not change in size or shape, and the surface slope 
remains constant. With these assumptions, an equilibrium between the gravitational 
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force pushing the water downhill and the frictional force, which increases in 
proportion to ii2, can be formulated. The first force is represented by the product of 
the slope of the river bed, So, the water volume per unit length (equal to the cross- 
sectional area A) ,  and the acceleration due to gravity, g. The second force is 
expressed by the product of the nondimensional friction factor, f * ,  the square of the 
mean velocity, and the contact area per unit length of the water with the river bed, T 
(the wetted perimeter). This leads to the Darcy- Weisbach equation for  stationary 
uniformflow (see e.g., Chow, 1959): 

112 112 

ii=(wSo] f YJ =[$ RhSo) (24-4) 

where Rh = A IT is called the hydraulic radius (see Fig. 24.1 and Table 24.1). If the 
river is wide (i.e., if its width, w, is much larger than its mean depth, h = A  /w), P is 
approximately equal to w, and Eq 24-4 becomes: 

112 

wide river (24-4a) 

The friction factor typically lies between f *= 0.02 (smooth river bed, like a man- 
made channel) and f*= 01.1 (rough river bed, like a mountain stream, or a small river 
with large dunes or sand bars). For a given river bed, f *  decreases with increasing 
depth, h (i.e., with increasing discharge Q). 

Because of friction, the flow velocity of a river remains fairly small compared to the 
speed of a freely falling object under the influence of the acceleration due to gravity. 
At the end the potential energy of the water is completely transformed into heat by 
internal friction (molecular viscosity) and friction at the river bed. Before the kinetic 
energy reaches the small-scale motion at which the molecular forces become 
relevant, the energy passes through the whole spatial scale of turbulent motion (see 
Chapter 22.2). Thus, friction is always related to turbulent mixing. As will be shown 
in Section 24.2, the stronger the friction, the larger the accompanying turbulence. 
The latter can be scaled by the so-called shear veZociy U*, which is defined by (e.g., 
Fischer et al., 1979): 

U* = (gS,%Rh)112 (24-5) 

For wide rivers, the approximation Rh - h can be used again, and thus: 

112 
U* = ( g  Soh) wide river (24-5a) 

The ratio between mean flow velocity, ii, and friction velocity, U*, is called a'. 
According to Eqs. 24-4 (and 24-5, a* is related to the friction factor f *  : 

(24-6) 

Using the typical range of f*= 0.02 (smooth river bed) to f*= 0.1 (rough river bed), 
the following range for a* is obtained: 
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a* = 20 (smooth) . . . 10 (rough) (24-7) 

In Illustrative Example 24.1 , using the case of a hypothetical small river (River G), 
we address the question how the river hydraulics change if the amount of water to be 
discharged through a certain (natural or artificial) channel changes. In fact, a river 
can adapt to a changing discharge in two ways, that is, (1) by changing its average 
flow velocity, U ,  and (2) by changing its cross section (depth). The Darcy-Weisbach 
Equation tells us how a given river actually behaves. As it turns out, for the case of 
River G, which is supposed to flow in a rather narrow channel so that the river width 
does not change strongly with water depth, U is roughly proportional to Q1’3 (Q is 
discharge rate). In flood plains, rivers do not flow much faster if Q is large, but they 
take much more land (or cross-sectional area). In this chapter, we will use two 
different flow regimes of River G (Regime I and Ir> to exemplify various aspects of 
the behavior of chemicals in rivers. 

Illustrative Example 24.1 Mean Flow Velocity of River G for Different Discharge Rates 

Problem 

Consider the River G, which has a slope of 0.4 mper kilometer, a width of w = 10 m, 
and is bounded by rather steep slopes (see figure). The normal discharge is 
Q = 0.8 m3s-’ (Regime I). It reaches maximum values of 10 m’8-I during heavy 
rain (Regime 11). The friction factor is assumed to be f * = 0.04 for Regime I and 
f * = 0.026 for Regime 11. Calculate the mean flow velocity U and the mean depth 
h for both regimes. 

Answer 

As a first approximation the river bed is described as a “wide” rectangular channel. 
Using this result, it can then be verified in a second step whether the original 
assumption was justified. If not, the calculation can be continued iteratively with 
more realistic river cross sections, that is, with A = h w and Q = U A = U h w. The 
latter relationship is used to replace h by Q / ( U w )  in the shallow river Darcy- 
Weisbach Eq. 24-4a: 

112 112 

U =  ( F h S , , )  =(- g g  - Q So) 
f *  Uw 

Solving for U yields: 
113 

With So = 0.4 m km-’ = 4 x 104 and h = Q! Uw one obtains: 
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Regime I Q = 0.8 m3s? U = 0.40 m s-' h = 0.20 m 

Regime I1 Q = 10 rn3s-' U = 1.06 ms-' h = 0.94 m 

Regime I does not pose any problems with respect to the rectangular channel 
assumption. Note that for regime 11, due to the slope of 3:l on both sides of the 
river, the surface width w increases to about [10 + 0.94 . (2/3)] m = 10.6 m. Thus 
the cross section is slightly larger than 10 [m] x h. Yet, this effect is more than 
compensated for by the fact that the wetted perimeter T is greater than w = 10 m 
(T = 12.0 m). From Eq. 24-4 it can be concluded that the true U is slightly smaller 
and thus h larger than the values derived from the rectangular wide river 
approximation. In fact, the corresponding correction of U is -6% ( U = 1 .OO m s-'), 
not much in comparison with the uncertainty caused by assuming an appropriate 
friction factor f * .  The following rounded values will be used when the example is 
continued below: 

Regime I Q = 0.8 m3s-' U = 0.40 ms-' h = 0.20 m w = 10 m 

Regime I1 Q = 10 rn's-' E = 1.0 ms-' h = 1.0 m w = 10 m 

Note that Eq. 1 tells us that U changes roughly as Q"3 if width w and friction factor 
f *  do not change much with water depth h. This is typical for rivers flowing through 
narrow (often man-made) channels. In contrast, rivers flowing across flood plains 
increase their cross-sectional area by flooding the surrounding land while their 
average flow velocity remains the same or may even decrease. 

As a next step we combine the Lagrangian Equation (24-1) of an in-situ production/ 
consumption process, R(C,), with the Eulerian view (Eq. 24-4) of transport and 
reaction. There are two ways to analyze the resulting situation, a more intuitive 
method and a formal approach. We elaborate on the former and explain the latter in 
Box 24.1. 

From the Lagrangian equation we calculate the temporal evolution of the 
concentration in a fixed water parcel, C,. Given the production/consumption 
function R(C,), C, can be calculated from the (analytical or numerical) solution of the 
Lagrangian equation, act / at = R(Ct), with initial concentration Ct(t,), where to 
marks the time when the water volume has passed by a given cross section at x, (see 
Fig. 24.2). For instance,, if R(C,) is a linear function: 

R(Ct)=J- krCt , J ,  kr =constants (24-8) 

then according to Box 12.1 we have: 

(24-9) 

We could also use a nonlinear R(C,) function, for instance, the second-order function 
discussed in Box 21.5. Next, the resulting time-dependent concentration, Ct(t), is 
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x, = 0 \ -. I . . .. 

Figure 24.2 Calculation of the 
time-dependent concentration along 
the river axis x of a reactive 
compound. The effect of the 
reaction is calculated in the 
Lagrangian framework; the effect 
of advection is accounted for by 
the relation between flow time f 
and distance x, x(f). 

transformed into the space-function Ct(x) by using the relation between the mean 
flow time, t = t - to, and distance x: 

(24- 10) 

Remember that U(x) is not necessarily constant along the river axis x, even if Q is 
constant, since the cross section A(x) may change (see Eq. 24-2). Then: 

As an example, we use the linear rate function Eq. 24-8. From Eq. 24-9 with 
t =  to + t ( x ) :  

(24- 12) 

Note that due to Eq. 24-10 the mean flow velocity i i (x)  is hidden in the function 
i(x). To make this more explicit, we assume i i (x )  = constant = E. Then Eq. 24-10 
becomes: 

Y 
A 

f(x) = = , for ii =constant (24-13) 
U 

Furthermore, if the initial concentration at x = 0, Ct(to), and the parameters J, k, are 
independent of time, the concentration along the river is stationary; that is, CJx) at a 
fixed location x does not change with time: 

ct(x)=c:e-Erx+-(l- J e-Erx), E =- k r  - , C:=Ct(to) (24-14) 
kr U 

Note that incomplete mixing of the chemical in the river does not alter the above 
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result (Eq. 24-14) provided that the reactions are linear. Then Ct(x) means the 
average cross-sectional concentration. In contrast, for nonlinear reactions the degree 
of homogeneity influences the average reaction rate. 

In Box 24.1, Eq. 24-12 is derived from the Eulerian Equation 24-3. 

Box 24.1 

The advectiodreaction equation (see Eq. 24-3, qCt) = 0): 

Stationary Solution for the AdvectionReaction Equation in a River 

act - --ac - --U ---L+ R(C,) 
at ax 

is solved for stationary conditions, aC@t = 0, E( x,t) = U( x). 

The resulting ordinary differential equation: 

can be solved by variable separation: 

Integration from x = 0 to x, that is, from Cp to Ct(x), yields: 

where f(x) is the flow time from x = 0 to x. The integral on the left-hand side of Eq. (4) can be solved for an explicit 
reaction function, R(Ct). For instance, for the linear function: 

R(Ct ) = J - kr C,, J ,  kr = constants ( 5 )  

we have: 

Inserting into Eq. (4) and taking the exponential function on both sides: 

After some algebraic manipulations this becomes: 

1 - k,F( X) 

J (  
0 - k , i ( x )  C,(x)=C, e + -  1-e 

kr 

Eq. 4 corresponds to Eq. 24-12 for constant initial concentration, Ct(t,) = Cp. 
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Mean Flow and Air-Water Exchange 

In Eq. 24-1 a distinction has been made between the in-situ productionlconsumption 
rate function, R(C,), and the rate of change due to boundary fluxes, F(C,). According 
to the discussion in Chapter 19, the different types of boundary fluxes can always be 
written as the product of an exchange velocity and a concentration difference. The 
latter describes the disequilibrium between the two phases on either side of the 
boundary, for instance, between water and air or between water and sediments. The 
latter will be discussed in Section 24.3. 

The rate of change due to air-water exchange in a well-mixed water body, ‘F(C,), is 
equal to the flux divided by the mean depth h (see Eqs. 20- 1 and 2 1 -8c). Note that for 
air-water exchange, F depends on the aqueous concentration C,: 

Falw V a l w  
‘-FF(C,) = FF(Cw) = - h = -(Cw h -Ceq)= kalw (C, -Ceq) (24-15) 

where C,, = C,I Kdw 

C,: concentration in the atmosphere 

Kdw: nondimensional Henry’s law constant 

kdw =vdw I h : air-water exchange rate 

h = A I w : mean depth of river (Table 24.1) 

At first sight, Eqs. 24-8 and 24-15 look equivalent (J+ kdw Ceq, k, -+ kdw). Yet, since 
kdw depends on depth h, which, in turn, depends on river width w and cross section A ,  
the coefficients of Eq. 24-15 change with x. However, the variation of kdw is linked 
to the river parameters in a very peculiar manner which makes things simpler again. 

To show this, we insert Eq. 24-15 into Eq. 24-3. Let us, at this point, consider a 
nonsorbing chemical (C, = C,). Thus: 

(24- 16) 

For steady-state (aC, /at = 0), the partial differential equation becomes an ordinary 
differential equation: 

(24- 17) 

with ii = Q l  A and h = AI w. 

As it turns out, the appropriate coordinate to describe the concentration change 
along the river due to a boundary exchange flux is the integrated surface area s(x), 
measured from an arbitrary cross section, where s(0) = 0, to the coordinate x (Fig. 
24.3). The infinitesimal increment ds is related to dx by: 

d x l  - 
ds = W ~ X  , thus: - - - 

ds w 
(24- 1 8) 
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Figure 24.3 The surface area of the 
river can serve as a longitudinal 
coordinate along the river. 

The change of C, along the integrated surface area, s(x), is: 

(24- 19) 

Thus, even if depth h, width w, and cross section A are changing along the river, the 
rate (vdw /Q) may still be fairly constant for sections with constant discharge Q. 
(Note: According to Section 20.4 on air-water exchange velocities in rivers, 
vdw depends on characteristic river data such as U, h , and so on (see Eq. 20-3 I), but 
often this indirect effect is negligible compared to the changing geometry of the 
river bed.) 

For constant (vdw//e), the solution of Eq. 24-17 is: 

(24-20) 

Here the integrated surfrice area, s(x), adopts the role of a coordinate along the river 
(Fig. 24.3). For constant width w, we have s(x) = wx, thus: 

cW(x>= ceq +(C: - ~ ~ ~ ) e - ~ a / w ~  (24-2 1) 

where: 

is the inverse of a characteristic distance for air-water equilibration. 

(24-22) 

Note that incomplete lateral mixing of C, does not alter the average surface 
concentration provided that vertical mixing is complete. Thus, Eq. 24-2 1 remains 
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valid as long as vertical homogeneity is attained. In Illustrative Example 24.2, the 
linear air-water exchange model is applied to two chemicals in River G. 

Illustrative Example 24.2 

benzylchloride 
(BC) 

M, = 126.6 g mol-' 
Kdw (25°C) = 0.015 

c'H;l CI 

tetrachloroethene 
W E )  

M, = 165.8 g mol-~' 

Kdw (25°C) = 0.73 

Equivalent sand-grain 
diameter of River G (Eq. 20-36): 
d, = 0.01 m 

Air-Water Exchange in River G 

Problem 

Wastewater is introduced into the River G (see Illustrative Example 24.1) at loca- 
tionx = 0. It causes a continuous input of J =  0.25 mol h-' of benzyl chloride (BC) 
and J = 0.08 mol h-' of tetrachloroethene (PCE). 

(a) Calculate for the two flow regimes (I and 11) which were introduced in Illustra- 
tive Example 24.1 the concentrations of BC and PCE in the River G, 20 km down- 
stream of the wastewater input, provided that air-water exchange is the only elim- 
ination mechanism. Assume that the water temperature is 25°C and the 
concentration in air of both substances negligible. 

(b) If for flood control the width of the river were enlarged to w = 20 m, how 
would the above result be altered? Just analyze the case of PCE for Regime I. 

Answer (a) 

Provided that mixing of the chemicals in the river is fast, the initial concentration CO 
can be calculated from CO = J /  Q. Note: In Chapter 24.2 the mixing hypothesis will 
be substantiated by giving explicit estimates for the relevant mixing parameters. 

The following initial concentrations are obtained: 

Input J 
(mol s-') I (Q = 0.8 m3s-') I1 (Q = 10 m3s-') 

Initial Concentration CO (mol L-') 

BC 6.9 x 10-5 87 x 10-9 6.9 x 10-9 

PCE 2.2 x 10-5 28 x 10-9 2.2 x 10-9 

Air-water exchange of PCE is liquid-film controlled (Table 20.5b). For BC, the size 
of the Henry's law coefficient (Kdw = 0.015) suggests a slight influence of the 
air-film which you may disregard. To relate vdw - v, of PCE and BC, combine Eqs. 
18-55 and 20-29 into the simple expression: 

To calculate vpCE we note that for both discharge regimes the nondimensional 
roughness parameter d * (Eq. 20-36) is larger than 136. Thus, we use the large-eddy 
model (Eq. 20-35): 

- 112 - DpCE w 
'PCEalw -"PCEw =( ") 

where DPCE , = 0.99 x lO-' em's-' (Table 20.5a). 
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Air-water exchange velocities for PCE in the two flow regimes are: 

f* a ii(ms-')' h (m) a a*b u*(ms-')b d* "  vKEw (ms-l)d 

I 0.04 0.4 0.2 14 0.028 310 4 . 4 ~  10-5 

I1 0.026 1 .o 1 .o 18 0.056 630 3.1 x lO-' 

a From Illustrative Example 24.1. From Eq. 24-6. From Eq. 20-36 with ~ ~ ( 2 5 ° C )  = 0.893 x 10"m s-', 
d, = 0.01 m. From Eq. 20-35. 

To calculate C, at x = 10 km we use Eq. 24-14, the simplified version of Eq. 24-12 
valid for w = constant. Note that beyond x = 0 the input term J =  0 is zero, since the 
atmospheric concentrations of both PCE and BC are negligible. 

C O  C(x=lOkm)"  

( I  0-~m01 L-~) ( I  0-~m01 L-I) 

VdWw 
Ealw =- 

(2 
VdW 

(m s-') (m-'1 

PCE I 4.4 x 10-5 5.5 x 1o4 28 0.11 

BC I 4.8 x 10-5 6.0 x 104 87 (0.22) 

I1 3.4 x 10-5 3.4 x 10-5 6.9 (4.9) 

I1 3.1 x 10-5 3.1 x 10-5 2.2 1.6 

a C(l0km) = CO exp(--Ealw x lQ4m); bAir-water exchange is not the only elimination process for BC 
(see Table 24.2 and also Illustrative Example 25.7). 

The loss to the atmosphere is significantly reduced during periods of large 
discharge. In spite of the greater dilution of the mass input during the peak 
discharge, the concentration 10 km downstream of the input is larger than for the 
small discharge. Three factors are involved in this effect: (1) the decrease of 
vi ,, with increasing Q, (2) the decreasing surface-to-volume ratio (i.e., the increase 
of depth) with increasing Q, (3) the decrease of flowing time from x = 0 to x = 10 km. 
Since h U=Q/w, for fixed discharge rate Q and width w, the flowing time and the 
mean depth are inversely related and thus act in opposite directions. This explains 
why neither h nor U explicitly appear in Eq. 24-22. 

Answer (b) 

If the width of the River G were to be increased to w = 20 m, but the mean flow 
velocity U remain unchanged, then the mean depth h would drop by 2. According to 
the large-eddy model (13q. 20-35), the air-water exchange velocity would then 
increase by 2'12 = 1.4. Sinnultaneously, the surface area of the river between x = 0 and 
x = 10 km would double. Thus, according to Eq. 24-22 we expect E,, to grow by 
2 x 2"* = 23'2 = 2.8. For idischarge regime I and PCE, E ~ ,  = 1.6 x 10-3 m-'. Thus, at 
x = 104 m, CO would drop by the factor e-16 = 1.1 x lO-' or virtually to zero. 

In fact, according to Eq. 1 of Illustrative Example 24.1, U would slightly decrease 
when w increases (from 0.40 m s-' to 0.32 m s-' for discharge regime I). Thus, the 
increase of would be somewhat smaller, but E&,,, would be still so large that the 
solutes would be completely lost to the atmosphere at x = 10 km. 
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From Reaction Times to Reaction Distances 

Remember that the solutions of linear box models usually comprise exponential 
functions in time of the form e-', where the specific rate constant, k, has the dimen- 
sion of T'. As Eq. 24-21 demonstrates, in the case of concentration profiles along a 
river, the relevant functions are of the form e-Ex, where x is length along the river (see 
Eq. 24-14). The parameter E, which describes one or several processes in the moving 
water volume, has dimension L-'. Then x, = E;' is the characteristic distance of the 
particular process p or of the sum of all processes. The relative size of different E, 

values describes the relative importance of different processes occurring along the 
river. 

As an example, we analyze the fate of benzyl chloride (BC) along the River G. In 
Illustrative Example 24.2 we calculated the characteristic distance for the air-water 
exchange of BC. Now we include the hydrolysis of BC, which can be described by a 
first-order rate constant, k, = 0.05 h-' at 25°C (Table 13.6). From Eq. 24-14 we learn 
that the characteristic distance of reaction, xr, is given by: 

(24-23) 

The differential equation of the combined action of air-water exchange and reaction 
at steady-state is: 

(24-24) 

where E, and E,, are given by Eqs. 24-22 and 24-23. 

As shown in Table 24.2, both E,, and decrease with discharge rate Q, and thus the 
characteristic distance of benzyl chloride increases with Q. The relative contribution of 
the two processes changes as well. Although air-water exchange is always the most 
important elimination process, the relative importance of hydrolysis increases with 
increasing Q. Note that, in spite of dilution into an increasingly large water body, at x = 
10 km the concentration is greater at large discharge rates as compared to small rates. 

Table 24.2 Reaction Distances of Benzyl Chloride (BC) in River G 

Flow Regime I (Q = 0.8 m3s-l) I1 (Q = 10 m3s-9 

Initial concentration CO (mol L-') a 

Effect of air-water exchange cd, (m-*) a 

Effect of hydrolysis E, (m-I) 

Total characteristic distance x ,  = ( E , ~  + EJ-' (km) 

Conc. at x = 10 km; C(10 km) (mol L-l) 

87 x 10-9 6.9 x 10-9 

6.0 x 104 3.4 x 10-5 

3.5 x 10-5 1.4 x 10-5 

2.5 x 10-l2 4 . 3 ~  10-9 

1.6 21 

xlOO% 94.5% Ealw 

E a / w  +Er  
Relative weight of air-water flux 70.8% 

~ ~ ~~ 

a From Illustrative Example 24.2. b From Eq. 24-23 with k, = 0.05 h-', U from Illustrative Example 24.1. 
c C(10 km) = CO exp [-(E, + x104 m]. 
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Sediment-Water Interaction 

Compared to the situation in lakes, the sediment-water interactions in rivers are 
more complex. Because the flow velocity is constantly changing, particles may 
either settle at the bottom or be resuspended and deposited again fbrther 
downstream. In order to adequately describe the effect of these processes on the 
concentration of a chemical in the river, we would need a coupled water-sediment 
model with which the profile of the chemical along the river of both the aqueous 
concentration in the river and the concentration in the sediment bed are described. 
This is a task to be left to numerical modeling. We choose a simpler approach by 
approximating the net deposition of the particles and the chemicals sorbed to them 
as a linear process (see Eqs. 23-16 and 23-17): 

= -ks(l  - f,) Ct -ks* Ct (24-25) 

where ks* = ks(l-fw), and fw is the dissolved fraction of the chemical (Eq. 9-12). 

Yet, in view of the often strong currents in rivers, it would be difficult to interpret ks 
as a vertical settling velocity divided by the mean depth of the river bed as done in 
Eq. 23-16. In fact, k, should be understood as an empirical coefficient describing the 
specific first-order removal rate of suspended particles from the river. 

For stationary conditions, the temporal concentration change due to removal on 
settling particles can be transformed into a variation along the river. By analogy to 
Eq. 24-23 we get: 

(24-26) 

Besides interacting with suspended particles, a chemical also undergoes direct 
exchange at the sediment surface by diffusion and advection into the hyporheic 
zone. Furthermore, resuspension followed by exchange between water and particles 
also adds to the sediment-water interaction. These processes have been extensively 
discussed in Chapter 23, especially in Box 23.2. There we concluded that the effect from 
the different mechanisms can be combined into a flux of the form (see Eq. 23-25): 

(24-27) 

where V,,dex is the overall sediment-water exchange velocity (Box 23.2, Eq. 6) and 
C:2d is proportional to the concentration of the chemical on the sediment particles 
(Box 23.2, Eq. 7). (Note that we have replaced Cpp of Eq. 23-25 by the simpler 
notation Ct .) 

Since in most cases detailed information on the characteristics of the sediments 
along the river is missing, it is hardly justified to attempt to calculate Vsedex from a 
mechanistic model of the various processes involved. However, there are situations 
in which we should at least remember that Vsedex may depend on the exposure history 
of the river sediments. In Section 24.3 we will discuss such a case: the pollution of 
the River Rhine by a pesticide after a fire in a storehouse. In this and similar cases, 
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when a pollutant cloud of finite length (and thus of finite duration At) drifts along a 
river, At determines how much of the dissolved pollutant is taken up per unit time by 
the sediments. 

To understand this point, we must recall that the sediment surface acts as a wall 
boundary with respect to diffusion (Chapter 19). According to Eq. 19-33, the 
exchange flux, Fsed, and thus the corresponding apparent exchange velocity, Vsedex, 

decreases with elapsed time t. From Eq. 19-33, with C:p replaced byfwCt, we get: 

(24-28) 

where DZd is the aqueous molecular diffusivity of the chemical in the pore water of 
the sediments, (I is the sediment porosity, and fzd is the dissolved fraction of the 
chemical in the pore water. For simplicity we assumed that the initial concentration 
in the pore water is zero. The corresponding change of the concentration in the river, 
averaged over the time At during which the pollution cloud passes by, can be written 
as a first-order process (h  is mean depth): 

where: 

(24-29a) 

(24-29b) 

The additional factor of 2 is due to the averaging of Eq. 24-28 over the time interval 
At. For stationary conditions we get: 

(24-30) 

- 
To summarize, ksedex can be either derived from an explicit model of sediment-water 
exchange (for instance, Eq. 6 of Box 23.2, or Eq. 24-29b) or treated as an empirical 
parameter to be determined from field data. Note that in any case, ksedexis 
proportional tofw of the chemical. Strongly sorbing chemicals are mainly removed 
on settling particles, while for weakly sorbing chemicals diffusion at the sediment 
surface is more important. The formalism of Eqs. 24-28 and 24-29 is applied in 
Illustrative Example 24.3. 

- 

Eylers (1 994) has described a further mechanism of sediment-water exchange 
which is especially important for sandy river beds. The bottom of such rivers is often 
shaped by ripples and dunes which lead to horizontal pressure gradients. As a result, 
river water is forced through the pore space of the sediments where chemicals are 
exchanged. The mathematics of this process is summarized in Box 24.2. 

(Text continues on page 1120) 
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Illustrative Example 24.3 A Spill of Atrazine in River G 

Problem 

From an adjacent cornfield a total amount of 200 kg of the herbicide utruzine is 
accidentally spilled into the River G over a time span of 30 minutes. Atrazine is 
fairly conservative in the water. Calculate what fraction of the atrazine is held 
back by the sediments on the first 10 km downstream of the spill. Consider both 
flow regimes (I and 11) introduced in Illustrative Example 23.1. 

River G 

N L N  r,, = 50 mg,L-' Suspended solids in River G 

fo;d = 0.2 Relative organic carbon content of suspended particles 

k, = 1 m d-' Sedimentation rate (estimated) 

4 = 0.8 Porosity of sediments 

r, = 2.5 kg,L-': Density of sediment particles 

fzd = 0.005 kg,, kg;' Relative organic carbon content of sediment particles 

A N  I AN A N -  I 

H H 

atrazine 

Mi = 215.7 g mol-' 

organic cmbon-water partition Note that the process of dissolution of atrazine in the water takes some time. TO 
coefficient K,, = 340 L kg: make the situation not too complicated, it is assumed that the particles containing 

undissolved atrazine are small enough to be kept in suspension until an equilibrium 
between the particulate and dissolved phase is reached. 

Answer 

Calculate first the fraction of atrazine in particulate form (Eq. 23-4): 

From Eq. 24-25 the loss rate due to particle settling is then: 

ks* ~ ( 1 -  fw)ks = 3 . 4 ~ 1 0 - ~ d - '  = 3 . 9 ~ 1 0 - ~ ~ - '  

The loss of atrazine due to diffusion into the sediment is estimated from Eq. 24-29. 
Note that in spite of the fairly small KO, value of atrazine, the chemical sorbs well in 
the sediments due to the large {:d value: 

From Eq. 9-15: 

r ~ e d  =: p, - '-@ - - 2.5 kg,L-' - 0 2  = 0.63 kg,L- 1 
@ 0.8 sw 

Thus: 

= 0.48 
1 fzd = sed sed 

1 + < w  f w  KO, 

Dzd is estimated from D, of CO, (1.9 x 1 0-5 cm s-' at 25°C) and the molecular mass 
ratio of the two substances (Eq. 18-55) to be about 8 x 10-6 cm2s-'. Inserting these 
values into Eq. 24-29 with At = 30 min = 1800 s: 
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- 8.7 x 10-7ms-' 
h 

ksedex ~ 1 . 1 3  - 

After division by the mean flow velocity U we get the corresponding &-values. The 
results are summarized in the following table. 

Flow regime 

I I1 

h (m) 0.2 1 

U (m s-') 0.4 1 

E, = k; / E  (m-') 

Reduction at x = 10 km: e-E5x 0.999 1 .o 
(s-l) 4.3 x 106 8.7 x 10-7 

&sedex = ksedex (m-') 1.1 x 10-5 8.7 x 10-7 

1.0 x 10-7 4 x 10-8 

- 

Reduction at x = 10 km: e-Esdxx 0.900 0.991 

Note: All these elimination rates are fairly small. If River G had a sandy bed with 
ripples, then according to Box 24.2 the sediment-water exchange by pore water flow 
could become the largest process. 

The discussion is continued in Illustrative Example 24.5. 

Box 24.2 

According to Eylers (1994), ripples and dunes lead to horizontal pressure gradients along the riverbed (high 
pressure in front of dunes, low pressure behind the dunes). These gradients force river water to flow through the 
pore space of the sediments where chemicals are sorbed and desorbed. The process can be quantified by the 

Sediment-Water Exchange in Sandy Sediments 

following exchange velocity: 

where Kq is hydraulic conductivity [LT-'1 (see Eq. 25-5) 

is wavelength (horizontal distance) of ripples or dunes [L] 

is the height of the dunes [L] 

is the mean depth of the river bed [L] 

h 

H 

h 

g = 9.81 m sW2 is acceleration due to gravity 

The removal rate for C, in the river also depends on the fraction of the substance that is retained on the sediment 
particles. The latter is given by (1 -fWKd), where fzd is the fraction of the compound in the pore water that is 
dissolved. Thus: 

- "sedflow 
ksedflow - - (I - fTd ) h 
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For stationary conditions: 

Example (corresponds roughly to River G at flow regime I1 and with a sandy bed) 

= 10-3 s-l 
K4 

h = l m  

U = 1 m s-' 

h = 3 h = 3 m  

H 

- 

= h/10 = 0.1 m 
318 0.42 10-3ms-'(l ms-')2 O.lm 

- (x) =6.0x104ms-'  
9.81 m s - ~  3m "semow - 

Note: Compared with &&flow calculated for atrazine in River G (Illustrative Example 24.3), E~~~~~~ is fairly large. 
Thus, for sandy river beds this process could not be neglected. 

Turbulent Mixing and Dispersion in Rivers 

Vertical Mixing by Turbulence 

Currents in rivers and streams are turbulent. Turbulent mixing can be described by 
the Fickian laws (Eqs.18-6 and 18-14) and by empirical turbulent diffusion 
coefficients E,, where a stands for x, y ,  z (Chapter 22). The main source of 
turbulence is the friction between the water and the river bed. It can be expected that 
increasing roughness of the river leads to increasing turbulence, much in the same 
way as a large roughness causes the mean flow U to become slow (see the effect on 
Eq. 24-4 if the friction coefficient f* increases). In fact, turbulence in rivers can be 
scaled by the shear velocity, u*, defined in Eq. 24-5. 

The coefficient of vertical turbulent diffusivity, E,, is depth dependent. It vanishes at 
the two boundaries, h == 0 and h = h, (Fig. 24.4), and reaches its maximum value at 
mid-depth, 

where K = 0.41 is the von Karman Constant. 

(24-3 1) 

The mean value of E, averaged over the total water depth is: 
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Figure 24.4 Mixing processes in a 
river. Ey and E, are the turbulent 
diffusion coefficients in the lateral 
and vertical direction, respec- 
tively; h, is the maximum depth. 
Longitudinal dispersion, Edis, re- 
sults from the variation of velocity 
in a given cross section of the river. 
A pollutant added to the river in 
cross section A-B mixes vertically 
and laterally into the whole river 
cross-section. 

velocity distribution 

- K *  * 0.07- 
E, = -U h, = 0 . 0 7 ~  h, = YU h, 

6 a (24-32) 

= (0.0035 [smooth] ... 0.007 [rough])iZh, 

where we have used a* defined in Eq. 24-6 to replace U* by U .  According to Eq. 
24-7, a* lies typically between 10 (rough riverbed) and 20 (smooth riverbed). The 
expression (u*h,) is another example of a case where diffusion is expressed as the 
product of the relevant velocity times the related diffusion distance (see Eq. 18-7). 

The time needed to completely mix the water column over the total depth h, is of the 
order (Eq. 18-8): 

diff = -!L - = a* 4 = (140 [smooth] ... 70 [rough])= h0 (24-33) 
2 

2E, 0.14 U U 

which can also be expressed as a “vertical mixing distance” along the river: 

xzdiff = t,d‘ffU= (140 [smooth] ... 70 [rough])h, (24-34) 

Lateral Mixing by Turbulence 

Like E,, the lateral turbulent diffusion coefficient Ey is also characterized by U*: 

Er = 0u*h, (24-35) 

where 8 is an empirical parameter. In straight channels with constant cross section, 
8 is between 0.1 and 0.2. In natural rivers and streams it lies typically between 0.4 
and 0.8. Fischer et al. (1979) suggest using: 
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Figure 24.5 (a) Streamlines at a 
bend are asymmetrically distri- 
buted across the river. (b)  Contour 
lines of equal velocity in a cross 
section indicate that flow velo- 
cities strongly vary laterally as 
well as from the water surface to 
the bottom. Such variations are 
responsible for longitudinal dis- 
persion. 

e = 0.6 (24-36) 

as the best estimate. In meandering rivers with variable cross section, 8 can increase 
to 1 to 2. 

From Eqs. 24-7 and 24-35 with 8 = 0.6 one obtains: 

(24-37) 
0.6 __ E, = 7 U h, = (0.03 [smooth] ... 0.06 [rough])Zh, 
U 

By analogy to vertical mixing, the time and distance characteristic of lateral mixing 
can be expressed as: 

w2 - U*W2 W 2  tdiff - - - - - = (17 [smooth] ... 8 [rough]): 
2Ey 1.2 iih, U h0 

(24-38) 

diff - U*W2 
- (17 [smooth] ... x y  diff = Z t y  - 

1.2h0 
W‘ 

8 [rough])- 
h0 

(24-3 9) 

Longitudinal Mixing by Dispersion 

Longitudinal dispersion occurs whenever fluids are transported along a predominant 
direction of flow (see Section 22.4). Dispersion results from the different current 
velocities associated with the various streamlines passing through a given river cross 
section. Since friction at the bottom of the river acts as the main “brake” that 
balances the gravitational forces, currents are strongly depth dependent, and the 
vertical velocity gradient, the so-called vertical shear, is large. Nevertheless, the 
vertical shear usually has a smaller influence on longitudinal dispersion than the 
lateral shear, since mixing between streamlines at different depths usually takes 
much less time than mix.ing from one side of the river bed to the other (see above). 
This is especially true at bends and for cross sections with asymmetric depth 
contours (Fig. 24.5). 

The technique developed in Section 22.2 (Reynolds’ splitting) to describe transport 
by turbulent diffusion can also be applied to dispersion. By analogy to Eq. 22-28, the 
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mass flux relative to a cross-sectional disc of water which moves at mean velocity U 
along the river is: 

Fdis = u’C’ (24-40) 

where U’ and C’ are the spatial deviations from the mean values, ii and c 
respectively, in a given river cross section. According to Gauss’ theorem (Eq. 
18-12), the mass balance equation for a water parcel which is bounded by two 
moving cross-sections is given by: 

(24-41) 

As for turbulent diffusion (Eq. 22-29), the longitudinal dispersion coefficient Edis 
(dimension L2T-’) is defined by: 

Thus: 

and for Edis = constant: 

(F) Lagrange 

(24-42) 

(24-43) 

(24-44) 

This relationship already has been used in Section 22.4 (see Eq- 22-47). 

It is not possible to calculate Edis for a natural river from first principles alone. How- 
ever, starting from experiments with uniform channel flow, Fischer et al. (1979) 
developed concepts to relate Edis to other characteristic parameters of the river flow 
such as U*,  E,, Ey, which were introduced to describe turbulent mixing in the river. 
There are two qualitative arguments for the way Edis should depend on other river 
parameters: 

First, Edis should increase with the maximum velocity difference across the river. 
Since the velocity of the streamlines that are close to the boundaries (i.e., near the 
river bank or the river bed) is practically zero and the maximum velocity is on the 
order of the mean velocity U ,  one would expect to find Edis growing with U .  As it 
turns out, Edis grows in proportion to E2 (see also Eq. 22-51). 

Second, remembering the picture of the railway tracks we used in Section 22.4 to 
describe dispersion, we concluded that if the number of streamlines (tracks) is 
limited, then the dispersion coefficient should be inversely related to lateral 
diffusivity. Thus, from the concept of lateral mixing time (Eq. 24-38) one expects 
Edis to vary as w21Ey. 

These considerations can be combined into an empirical equation: 
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W 2  
Edis = constant e(ig2 - 

E, 

Substitution of Ey from Eq. 24-35 yields: 

W 2  
&is = constant - 

h, U* 

(24-45) 

(24-46) 

According to Fischer et a.1. (1979), the best choice for the numerical factor in Eqs. 
24-45 and 24-46 is 0.01 1 : 

2 
W 

Edis = 0.011 - 
h, U* 

(24-47) 

In Illustrative Example 24.4 we calculate the longitudinal dispersion coefficient Edis 
for the flow regimes I and I1 of River G. 

Illustrative Example 24.4 Turbulent Diffusion and Longitudinal Dispersion in River G 

Problem 

For the two flow regimes of River G discussed in Illustrative Example 24.1, 
calculate (a) the characteristic time and length scale for vertical mixing; (b) the 
characteristic time and length scale for transversal mixing; and (c) the dispersion 
coefficient. 

Answer (a) 

The coefficient of vertical diffusivity is calculated from Eq. 24-32 and from a* 
evaluated in Illustrative Example 24.2. The characteristic time and length scales for 
vertical mixing are given by Eqs. 24-33 and 24-34. The following table summarizes 
the results: 

diff diff 
- - a* h, = h U E, t z  x z  

(-1 (m> (m s-') (m2s-') (s) (m) 

I 14 0.20 0.40 4.0 x 104 50 20 

I1 18 1 .o 1 .o 3.9 x 10-3 130 130 

Note: The shape of the riverbed (see Illustrative Example 24.1) suggests that it is 
reasonable to approximate the maximum depth h, by mean depth h. 

Answer (b) 

Use Eqs. 24-37 to 24-39 and w = 10 m for both regimes and get the following result 
for lateral mixing: 
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I 3.4 x 10-3 14 x 103 s (4 h) 5.8 x 103 

I1 3.3 x 10-2 1.5 x 103 s (0.4 h) 1.5 x 103 

Note: Time and distance of lateral mixing are significantly larger than those of 
vertical mixing, although Ey is larger than E,, because the width w of a river is 
commonly much larger than its depth h,. Yet, the extremely slow lateral mixing 
(especially in regime I) is not real if there are cascades or sharp bends along the river. 
The above values apply only for the hypothetical case of a long, uniform riverbed. 

Answer (c) 

The longitudinal dispersion coefficient is calculated fi-om Eq. 24-47: 

Regime I: U* = 0.029 m s-' 

Regime II: U* = 0.056 m s-' 

Edis = 3 1 m2s-' 

Edis = 20 m2s-' 

Dilution of a Concentration Patch by Longitudinal Dispersion 

Longitudinal concentration gradients of a chemical that is introduced into a river at a 
constant rate are small (except for a chemical with a very large in-situ reaction rate). 
Thus, according to Eq. 24-44 the effect of dispersion on C(x,t) is small. In contrast, 
the concentration profile resulting from a nonstationary input as caused, for 
instance, by an accidental spill is strongly affected by dispersion. In fact, often 
dispersion is the most important mechanism to reduce the maximum concentration 
of a concentration patch that moves along the river. 

To quantify the effect of dispersion, we assume that at some location and time (for 
which x and t are arbitrarily set to 0), a total amount M of some chemical is spilled 
into the river and mixed uniformly in the constant cross section A .  The discharge Q 
along x shall be constant. The flow is assumed to be stationary (i.e., not changing 
with time), 

To solve Eq. 24-44 in a coordinate system moving at speed U, we use Eq. 18-16: 

(24-48) 

where 6 is the distance from the center of mass of the concentration cloud, x,, which 
moves as: 

x, ( t )  = Et  (24-49) 

In order to transform Eq. 24-49 into absolute coordinates along the river, 5 is written as: 

t = x - x m  = x - E t  (24-50) 
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Thus: 
M l A  (x - C ( x ,  t )  = 

2(nEdjst) 
(24-5 1) 

Imagine that it were possible to measure simultaneously the concentration profile 
along the river at a fixed time t ,  C(x,t). Plotted along the river coordinate x, the 
concentration profile would be a normal distribution with center at x,(t) = Et  and 
standard deviation o(t,) =: (2Edi, t)’” (see Eq. 18-17). The maximum concentration, 
located at xm(t), would be: 

(24-52) 

This concentration maximum decreases with the elapsed time as (t)-‘”. Furthermore, 
the total amount of the chemical along the river remains constant (Eq. 18-1 8). 

Note that the normal distribution for a fixed time (Eq. 24-51) does not cause a 
normal concentration variation with time at a jxed location x,. Imagine the 
concentration cloud passing at x,. Because of the finite longitudinal extension of the 
cloud, the passage of the cloud (or at least of most of it, since mathematically 
speaking the cloud has infinite size) takes some time during which the width of the 
cloud, (3, is growing. Thus, when the concentration at x, is rising, 0 is smaller (and 
the temporal increase of C(x,,t) is larger) than when the concentration is 
decreasing after the center of the cloud has passed x,. 

Yet, this is not the only, and usually not even the most important reason why the 
concentration measured at a fixed location is asymmetric in time. In many cases 
chemicals enter the river from outfalls (see Fig. 24.4). Remember that vertical 
mixing usually occurs over a short distance, whereas lateral mixing may need more 
time (or distance). As discussed before, it is mostly the lateral mixing (or rather its 
slowness!) which allows longitudinal dispersion. As long as not all streamlines are 
“occupied”, the dispersion coefficient is small and the concentration front steep. 

Observations in rivers show that there exists an initial phase during which the cloud 
is skewed. The concentration at a fixed location as a function of time has a rising 
slope and a long falling tail (Fig. 24.6). During the initial phase, the standard 
deviation 0 grows more slowly than t’”. The time needed for the transition from the 
initial state of dispersion, the so-called advective period, to the Gaussian dispersion 
can be related to the transverse mixing time, t tff  (Eq. 24-38). According to Fischer 
et al. (1979), the concentration is skewed for times: 

The standard deviation (T grows as t”2 for times: 

W 2  
t > to = 0.4tfff = 0.2- 

E, 

(24-53) 

(24-54) 

A first step toward the full two-dimensional (longitudinal/lateral) modeling of 
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Figure 24.6 Temporal evolution 
of a concentration cloud along a 
river. The curves show cross- 
sectional averaged dye concen- 
tration measured at six sites in the 
Waikato River (New Zealand) 
below an instantaneous transverse 
line source. From Rutherford 
(1994). 

0 2 4 6 8 10 12 

time since injection [h] 

dispersion in rivers is given, for instance, by the “enhanced one-dimensional model” 
developed by Reichert and Wanner (1991). 

Until now it has been assumed that the chemical enters the river during a very short 
time period. This leads to a narrow and sharp initial concentration peak along the 
river (e.g., to the 6-fhction of Eq. 18-15) which is then gradually transformed into a 
normal distribution with growing standard deviation c. Often the compound is 
added continuously or-even if it originates from an accidental spill-during a 
finite time At. We look at two extreme scenarios. In the first scenario, the input is 
instantaneously “switched ony7 to a constant input rate, J (mass per unit time), and 
“turned off” after time At (Fig. 24.7~1). Even if the advective period of dispersion can 
be disregarded, dispersion would first smooth out the sharp concentration edges 
only at the onset and end of the input event, while the concentration in the middle 
part of the event, C, = J /  Q, would not be altered. The “initial time” until dispersion 
from both sides would meet at the center of the cloud, tini, can be estimated with 
Eq. 18-17: 

(24-55) 
(Ax / 2)2 - (At  / U)2 t. . = - 

1m 
2Edis Edis 

where Ax = At U is the original spatial extension of the concentration cloud along x.  
For t > tini, the cloud can be approximated by a Gaussian distribution with maximum 
concentration Cin = J /Q, which for increasing times spreads according to the 
expression given by Eq. 24-5 1. In fact, by inserting t = tini and the total mass input of 
the event, 544 = Cin Q At = Cin A U At , into the expression that describes the 
maximum concentration of a Gaussian distribution, Eq. 24-52, one gets: 

(24-56) 

Thus, Eq. 24-5 1 is an adequate approximation for times t > tini, where t = 0 is the time 
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/ 

Figure 24.7 Two extreme input 
scenarios for chemical being spill- 
ed into a river. (a)  Constant input 
rate J (mass per unit time) during 

concentration profile, Ci, = J /Q. 
The dashed line shows how 
dispersion acts on the edges and 
leaves the concentration in the 
middle of the cloud unchanged. (b) 
Gaussian input scenario. The time 
integral between t = -20, and 
t = 20, comprises 95% of the total 
input M (see Box 18.2). Dis- 
persion causes the variance to 
increase according to Eq. 24-60. 

c 
3 
D 
K 
v) 
v) 

time At leading to a “rectangular” .- 

2 
/ \ 

/ \, 
\ 

The maximum concentration is when half of the input has reached the river, and ‘M / A  is replaced by Ci, U A t .  For 
given by Eq. 24-62. the situation shown in Fig. 2 4 . 7 ~ :  

Ci, U At ( X - U t ) 2  
C ( x , t )  = exp(- ) , for t > t i ,  (24-57) 

2(.n E& t )  4 Edis t 

The second input scenario, simpler from a mathematical viewpoint but less probable 
to occur, is a generalization of the instantaneous (&)input. It is assumed that the 
temporal variation of the input is Gaussian and leads to an initial longitudinal 
variation of the concentration cloud with standard deviation: 

At U 
(To =- 

4 
(24-5 8) 

At is the time period during which 95% of the substance is added to the river (see 
Fig. 24.7b). Eq. 22-39 describes how the variance o2 grows with time: 

-- - 2E,, do2 
dt 

For constant &is, the solution is: 

G 2 ( t ) =  0: + 2  Edis t 

(24-59) 

(24-60) 

Then the generalized version of Eq. 24-51 for the scenario of a Gaussian (or normal) 
input event is: 

(24-61) 
( X - i i t ) 2  

20: + 4 Edis t 

- N I A  
C ( x , t )  = - 

(2n:)1/2(0: + 2 Edis t)’l2 

which is again a normal distribution with time-dependent variance. The maximum 
concentration in the river as a function of time is: 

(24-62) 

In Illustrative Example 24.5 we look again at the atrazine spill in River G of 
Illustrative Example 24.3 and ask how strongly dispersion would reduce the 
maximum atrazine concentration while the pollution cloud is moving downstream. 
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Illustrative Example 24.5 A Second Look at the Atrazine Spill in River G: The Effect of Dispersion 

In Illustrative Example 24.3 we considered an accidental spill of atrazine into the 
River G. We analyzed the possible removal of atrazine by the solid-water interaction 
and found that only a very small fraction of atrazine would be removed to the 
sediments. 

Problem 

Calculate for both flow regimes I and I1 (Illustrative Example 24.1) the initial 
maximum atrazine concentration and its reduction at x = 10 km due to dispersion. 
Use the dispersion coefficients calculated in Illustrative Example 24.4. 
Remember that 200 kg of atrazine enters the river within 30 minutes. 

Answer 

The average input rate of atrazine is J =  200 kg /18OOs = 0.11 kg s-’ = 0.52 mol s-’. 
Thus, the (initial) input concentration, Cin = J/Q, is 6.4 x 104 mol L-’ and 
5.2 x 10-5 mol L-’ for Q, = 0.8 m3s-’ and Q,, = 10 rn’s-’, respectively. 

The relevant mixing characteristics calculated in Illustrative Example 24.3 are sum- 
marized below: 

I 0.64 0.40 31 M X  103 2.1 x 103 840 

I1 0.052 1 .o 20 1.5 x 103 2.0 x 104 20 x 103 
~ 

From Illustrative Example 24.4. *From Eq. 24-55 with At = 30 minutes. ‘Note that CO is larger than 
the aqueous solubility of atrazine (0.15 mol m-3 at 25OC, see Appendix C). Thus, dispersion has to 
“pull the cloud apart” before all atrazine is dissolved. 

For regime I, dispersion begins to affect the initial atrazine concentration less 
than 1 km downstream of the spill. In contrast, for flow regime 11, xini is 20 km. 
Thus, at - x = 10 km the atrazine cloud still looks like Fig 24.7~; dispersion does not yet 
lower C,,,. 

For regime I, the time tdiR during which dispersion is effective is the total flowing 
time from x = 0 to x = 10 km reduced by tini = 2.1 x 103: td i f f=  (2.5 X 104 - 2.1 x 103) s 
= 2.2 x 104 s. Thus, from Eq. 24-57, the maximum atrazine concentration when the 
cloud passes at x = 10 km is: 

0.64 mol m-3 x 0.40 m s-’ x 1800 s 

2(3.141 x20 m s-’ ~ 2 . 2 ~  104 s) 
= 0.20 mol m-3 - - - Ci, iZ At 

cmx = 
2(XE, ,  tdiff ),’* 

To summarize, in flow regime I the maximum atrazine concentation at x = 10 km is 
reduced to (0.20/0.63) 100% = 32% of its original value. This reduction is 
significantly larger than that from any other possible mechanism to reduce the 
concentration. In contrast, in flow regime I1 dispersion is not yet felt at x = 10 km. 
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24.3 A Linear Transport/Reaction Model for Rivers 

All Things Considered: The Reduction of Total Load and Maximum 
Concentration 

As shown above, the concentration of a compound that is transported in a river is 
affected by various mixing and elimination processes. Their relative importance for 
reducing the riverborne mass flow and the maximum concentration depends on the 
characteristics of the river as well as on the compound under consideration. This 
section gives a summary of the relevant rate constants by emphasizing the simplest 
descriptions. In order to compare their relative importance, all processes will be 
approximated by first-order rate constants, either in time (k-rates, dimension T-l) or 
in space along the river (&-rates, dimension L-'). 

A distinction has to be made between processes that (a) affect both the total mass and 
the concentration in the river, and (b) affect only the concentration but leave the 
mass in the river unchanged. Processes which move the compound from the open 
river water to another environmental compartment (atmosphere, sediment) are listed 
among (a) as well. The following processes belong to the first category: 

1.  Chemical and biological reactions, such as hydrolysis, biodegradation, 
photolysis, and other chemical transformations. The relevant expressions are 
given by Eqs. 24-8 and 24-23. 

2. Air-water exchange, see Eq. 24-22. 

3. Removal to the sediments by particle settling, see Eq. 24-25. 

4. Diffusion into the pore space of the sediments, see Eq. 24-30. 

The following processes belong to the second category (no reduction of total mass in 
the river water): 

5 .  Longitudinal dispersion 

6. Dilution by merging rivers and by infiltrating groundwater 

Vertical and lateral mixing are not considered here. It is assumed that a given mass 
flux of a compound is mixed instantaneously into the corresponding volume flux of 
water. Of course, close to the input, vertical and lateral mixing are the most 
important mechanisms to reduce the concentration in the river. Also note that 
processes 3, 4, and 5 are only effective in reducing the concentration of the 
compound for the case of an episodic input. If a compound is continuously added to 
the river, the sediments reach an equilibrium with the river water and thus do not act 
as a sink anymore. Similarly, dispersion does not reduce the concentration of a 
compound that is permanently added to the river. 

In order to compare the effects of dispersion and dilution with the other processes, 
they will both be described by pseudolinear models. In the following expressions, 
the overbar used to describe the mean concentration along the river will be omitted. 
Instead, the subscript t reminds the reader that all equations are expressed in terms of 
the total concentration. 
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The rate constant of longitudinal dispersion is defined as the relative change with 
time of the maximum concentration of a concentration cloud: 

For the case of a &input, kdis can be calculated from Eq. 24-52 as: 

(24-63) 

(24-64) 

Since according to Eq. 24-57 the concentration cloud of a chemical that is 
introduced into a river at a constant rate during time At assumes normal shape for 
times t > tini (see Eq. 24-55 for definition), Eq. 24-64 also holds for this case. For the 
case of a normal input with initial variance o:, the maximum concentration can be 
derived from Eq. 24-57 with x = E t  : 

M I A  
Ctmax(t) = Ct(x = ut, t) = 

(27c)”2(0: + 2E,st)1’2 

Differentiation with respect to time t and using Eq. 24-63 yields: 

(24-65) 

(24-66) 

Note that kdis varies with time. This means that over a long time period dispersion 
does not behave as a real first-order-process. 

The rate constant of dilution is calculated from the definition of concentration, C,, as 
mass flux per unit time, m, divided by volume flux of water, Q: 

m c, =- 
Q 

(24-67) 

The derivative of this equation with respect to time, where rn is constant, yields: 

with: 

(24-68) 

(24-69) 

Again, kdil may vary with time. 

In this section, we have put together a toolbox consisting of six transport and 
transformation processes which allow us to make a first and rather simple 
assessment of the fate of an organic compound in a river. Since all processes were 
described (or at least approximated) by linear equations, the resulting first-order rate 
constants k, (or the corresponding first order &,values) allow us to compare the 
relative importance of the different processes and to concentrate a m h e r  analysis 
on the most important ones. In order to demonstrate the strength of this method, we 
will now discuss two case studies in some detail. 
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trichloromethane 
(chloroform) 

First Case Study: Chloroform in the Mississippi River 

On August 19, 1973, a barge carrying three tanks of trichloromethane (chloroform) 
was damaged on the Mississippi River at Baton Rouge, Louisiana (Neely et al. 
1976). Two tanks containing a total of 7.8 x 10' kg of chloroform were damaged and 
their contents spilled to the river. 

Further information about the accident is: 
M, = 119.4 g mol-' 
T,,, = -63.5"C 

1. The first tank (M = 3.!3 x 10' kg) ruptured at 2:40 P.M. (Note: This time is chosen 
as reference time, t = 0.) All the chloroform was lost within a very short time. 

Tb =61.7"C 
C$' (25°C) = 6.5 x 10-2 mol L-' 
KH (25OC) = 3.6 L bar mo1-l 
KO, (25°C) = 85 2. The second tank (3.9 x 10' kg) began to leak at 1O:OO P.M. ( t  = 7.3 h); its contents 
pL (20°C) = 1.489 g cm-3 were lost over a 45-minute period. 

Hydrological characteristics of the 3. Water samples were taken at 26 km (station A) and 195 km (station B, New 
Mississippi River at the time ofthe Orleans) from the point of the accident (see Fig. 24.8). 
accident: 

4. It was found that at the time when chloroform first was detected at station A, the Q = 7.5 x 103 m3 s-' discharge - chloroform was evenly distributed across the river. 
U = 0.57 m s-' mean flow 

velocity 
w = 1200 m width In the first step, we want to answer the following questions: 

h, = 20 m maximum depth Which processes determine the fate of the chloroform on its journey along the 
Mississippi River? What kind of information (about the chloroform or the river) is 

so = 2 X 10" slope of river bed needed in order to quantify these processes? Assess separately the change (1) of the 
total mass and (2) of the maximum concentration of chloroform along the river. 

h = 11 m mean depth 

(estimated) 

Air-water exchange deserves closer inspection. On one hand, regarding the depth 
and size of the river thle small-eddy model (Eq. 20-32) may be appropriate to 
calculate vdw of chlorofoirm. Since the Mississippi River is wide and its waters flow 
rather slowly, we can, oin the other hand estimate air-water exchange from wind 
speed while noting that the Henry's law coefficient of chloroform indicates a water 
side-controlled process. The reader is invited to compare the two approaches. 

As a third possibility, we rely on the value vdw = 2.2 x 10-3 cm s-l which Neely et al. 
derived from their observations. From Eq. 24-22: 

valWw - 2 . 2 x W r n  s-l x1200m = 3.5x10-6m-, 
EaJw = - - 

Q 7.5 x 1 0 3 ~ 3  s-l 

This yields the following mass reductions due to air-water exchange: 

exp(-3.5 x 1OP6 x 2.6 x 104) = 0.91 At stationA (x = 26 km): 

At station B (x = 195 km): exp(-3.5 x 10-6 x 1.95 x 10') = 0.51 

Based on the physicochemical properties and the persistence of chloroform with 
respect to transformation reactions, one can conclude that there are no other 
significant mechanisms of mass reduction. Furthermore, dilution cannot be relevant 
for a river the size of the Ivlississippi. Thus, besides air-water exchange, the decrease 
of the maximum concentration (Fig. 24.8) must also be influenced by dispersion. 
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Figure 24.8 Concentration of To estimate the dispersion coefficient Edis we need the lateral turbulent difisivity Ey 
(see Eq. 24-45) which in turn is calculated from the friction velocity, U*. Problem chloroform as a function of time 

measured at (a) Station A (26 km 
downstream of spill) and (b)  24.4 deals with the calculation of Edis. As it turns out, a realistic value which agrees 
Station B (195 km downstream of with the measured concentrations should be Edis = 800 m2s-'. 
spill at New Orleans). The 
rectangular areas serve to estimate 
the total flux from As a first attempt we consider the rupture of the first tank as an individual event 
the rupture of the first tank. Data during which all of the chloroform was spilled into the river during a very short 
from Neely et al. (1976). period (say within less than 5 minutes). We assume that the chloroform is 

immediately dissolved in the water (is this a reasonable assumption?) and want to 
calculate the maximum concentrations at stations A and B. 

The times of arrival of the chloroform peak at stations A and B are: 

t A = _ =  xA 26x103m =4.56x104s =12.7 h 
U 0.57 ms-' 

Figure 24.8 suggests that the chloroform peak arrived somwhat earlier at Station A. 
Apparently, the chloroform was first flowing in the middle of the river where 
the flow velocity is greater than the mean, U .  For the following discussion, we use 
tAbS = 10 h. 

The effect of dispersion on the maximum concentration at station A is: 

Combined with the effect of air-water exchange: 

C,, (A) = 0.9 1 x 1.6 x 1 O3 mg m-3 = 1.4 x 10 mg m-3 
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In contrast, the observed maximum concentration at A is 320 mg m-3 (Fig. 24.8~):  

Correspondingly at Station B: 

Due to dispersion: 
- 
C,, (B) = 500 mg III-~ 

Combined with air-water exchange: 

C,,(B) = 0.5 1 x 500 mg m-3 = 260 mg m-3 

The observed maximum concentration at B is 110 mg m-3 (Fig. 24.8b). 

From these calculations it becomes evident that the peak concentration of chloro- 
form measured at both stations is significantly smaller than the predicted values. In 
order to explain this discrepancy, Neely et al. (1 976) assume that there was a pool of 
pure chloroform (DNAPL,) laying on the bottom of the river at the place of the acci- 
dent from which chloroform slowly dissolved into the water and drifted down- 
stream. The essence of the Neely model is the following elements: 

0 20% of the first tank (20% of 3.9 x 105 kg, i.e., about 0.8 x 105 kg) is immediately 
released to the river water. Evidence for this number is given in Fig. 24.8. The cloud 
drifts downstream and is broadened by dispersion. Air-water exchange leads to 
some reduction of the chloroform concentration. 

The remaining portion of the first tank (about 3.1 x 105 kg) rests on the bottom of 
the river from which it is introduced by a first-order reaction into the flowing water 
(rate constant k,, = 3 x 10-3 h-I). Dispersion of this “cloud” can be disregarded, but 
not air-water exchange. 

0 All of the second tank (3.9 x 105 kg) is added to the bottom reservoir from which 
it leaks out at the same rate starting at time t2 = 7.6 h. 

Since all the relevant reactions are linear, each can be calculated separately and then 
added up. As it turns out, the consideration of these processes leads to concentrations 
which are fairly consistent with the observed values. We leave it to the reader to 
confirm this conclusion. 

To summarize, the chloroform concentration in the Mississippi River from the 
accident at Baton Rouge was controlled by the following processes (ranged 
according to their importance): 

(a) Retarded seepage from the tank and from the bulk chloroform resting on the 

(b) Dispersion of initial concentration peak 

(c) Air-water exchange 

bottom of the river 
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Second Case Study: Chemical Pollution of the River Rhine Due to a Fire 
in a Storehouse 

The second example includes the influence of sorption and sediment-water 
interaction, processes which were not relevant for the case of chloroform. We 
choose the real case of a chemical pollution of the River Rhine. On November 1, 
1986, a fire destroyed a storehouse at Schweizerhalle near Base1 (Switzerland). 
During the fighting of the fire, several tons of various pesticides and other chemicals 
were flushed into the River Rhine (Wanner et al., 1989). One of the major 
constituents discharged into the river was disulfoton, an insecticide. An estimated 
quantity of 3.3 metric tons reached the river within a time period of about 12 hours 
leading to a massive killing of fish and other aquatic organisms. 

S 
II 

f i o , T , s w S +  

9 
disulfoton 

On their trip of about 8 days to Lobith, 700 km downstream of Schweizerhalle at the 
border between Germany and the Netherlands (Fig. 24.9), the spilled chemicals 
underwent various transformations, were transferred to other environmental 
compartments (atmosphere, sediments), and were diluted by dispersion and merging 
rivers. In the following we will calculate how much these processes contribute to the 
reduction of disulfoton from Schweizerhalle to Lobith (a) in terms of the maximum 
concentration in the river, and (b) in terms of the total load. All relevant information 
is given in Table 24.3. 

Fig. 24.9 Map of River Rhine 
showing the site of the accident 
(Schweizerhalle) and the sampling 
stations at Maxau, Mainz, Bad 
Honnef, and Lobith. From Wanner 
et al. (1  989). 

Germany 

Maim 498 km 
/ 

I 
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France 

} Lake Constance 
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Table 243 Relevant Information on the Behavior of Disulfoton in the River Rhine 

River Rhine 

Distance from Schweizerhalle to Lobith 

Mean flow velocity 

Mean depth 

Discharge of Rhine at Schweizerhalle 

Discharge of Rhine at Lobith 

Concentration of suspended solids 

Relative organic carbon content of suspended solid 

Settling velocity of particles 

Coefficient of longitudinal dispersion 

Air-water transfer velocity in air for H20 
in water for O2 

Water temperature (approximative) 

PH 

x, = 700 km 

U = 1 ms-1 

h = 5 m  

Q, = 750 m3s-l 

Q, = 2300 m3s-' 

rsw = 0.4 kg,m-3 

f,: = 0.005 kg,,kg,-' 

v, = 2 m d-' 

&is = 2.8 x 103 m2s-1 

v,(H20) = 5 x 10-3 m s-I 

v,(02) = 2 x 10-5 m s-1 

T, = 10°C 

7.9 

Disulfoton 

Molar mass 

Henry's Law constant at 10°C 

Air-water transfer velocity in air (v,) and in water (v,) 

Organic carbon-water partition coefficient 

Molecular diffusion coefficient in water at 10°C 

Rate constants for abiotic hydrolysis at pH 7.9 a 

(see Problem 13.9) 

Photochemical transformation: 
indirect photolysis (reaction with 0,) 

Biological transformation (at 5pg L-l)b 

Mi = 274.4 g mol-' 

KH = 1 x 10-3 bar L mol-l 

reduced by a factor of 5 relative to H20 
and 02, respectively 
KO, = 1.5 m 3 kg,,-l 

D, = 3.8 x 10-lo m2s+ 

khyd = 4.1 x d-' 

Accident 

Duration of spill (approximative) 

Total initial input 

At, = 12 h 

M= 3.3 103 kg 

a For details see Wanner et al. (1989); Measured disulfoton concentrations were between 0 and 30 pg L-', except in the first 
kilometers downstream of the spill. 
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First, we calculate the fraction in particulate form, ( l-fw), at sorption equilibrium by 
assuming that hydrophobic partitioning is the dominant sorption mechanism. From 
Eq. 23-4 and using the values given in Table 24.3 we get: 

0.005 x 0.4 x 1.5 
= 3 x 10-3 (24-70) f2.,wK, = 

(l-fw)= 1+ fFGw K, 1+0.005XO.4X1.5 

Hence, fw = 1. Therefore, for the processes affecting the dissolved species, the 
dissolved concentration can be approximated by the total concentration. 

Since not enough information is available on the exact input mode of the polluted 
water into the River Rhine, the initial mixing phase will not be considered. In fact, a 
hydroelectric power station located a few kilometers downstream of the spill 
significantly accelerated vertical and lateral mixing. The total mass of disulfoton, 
which had entered the river, was indirectly calculated from water samples taken at 
Village Neuf located about 10 km downstream of the power station. In these samples 
the concentration of disulfoton was about 100 pg L-l. 

The following evaluation is based on the data from Table 24.3 and the list of 
trans formation and mixing processes given in the previous paragraph: 

I .  Chemical and biological transformations. By far the largest reduction of the total 
load is due to biological transformation; hydrolysis and photochemical reactions 
combined contribute less than 4% to the total reaction rate constant: 

k, = khyd + k,,, + kbio = kbio = 0.14 d-' (24-7 1) 

Note that the biological transformation is assumed to be first order. If river sections 
with higher concentrations were considered, a Michaelis-Menten approach (Box 
12.2) would have to be taken (see Wanner et al., 1989). 

2. Air-water exchange. From the exchange velocities adjusted for disulfoton, 
v, = 1 x 10-3 m s-* and v, = 4 x 104 m s-', and the nondimensional Henry's Law 
constant at 10°C, K,, = 4.3 x lO-', it turns out that the exchange is air-side 
controlled, thus v,,,, 5 v, Kdw = 4.3 x 10-* m s-' and: 

"aiw -9 -1 -4 -I krlW = kalW fw = - fw = 8.6 x 10 s = 7.4 x 10 d 
h 

(24-72) 

3. Particle sedimentation. The removal rate of particles, k, = v, I h = 2 m d-' I 5 m = 
0.4 d-', is fairly large, but only a minor fraction of disulfoton is sorbed to the 
particles: 

k,* = k , ( l -  fw)=0.4 d-' x 3 ~ 1 0 - ~  = l . 2 ~ l O - ~ d - '  (24-73) 

4. Sediment-water exchange. We do not have enough information on the sediments 
of the River Rhine in order to evaluate Eq. 24-29 in detail. To estimate the order of 
magnitude of ksedex, we use the same parameters as in Ihstrative Example 24.3 
(River G), that is: porosity @ = 0.8, density of sediment particles p, = 2500 kg,m-3, 
relative organic carbon content of sediment particles fzd = 0.005. According to 
Eq. 9-15: 
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and: 

= 0.176 
1 - - 1 

f:d = sed sed l+f,,, ysw K,  1+0.005x625x1.5 

We also need information on the length of time until the spill has passed by a fixed 
location in the river. Initially, Ato is 0.5 days (Table 24.3). The time until longitudinal 
dispersion becomes effective is calculated from Eq. 24-55: 

For t > tini, the size of the cloud grows as Eq. 24-60 with oo = 0. The total flowing time 
from Schweizerhalle to Lobith is x, / ii = 7 x 105 m / 1 m s-'= 7 x 105 s = 8 days. Thus: 

o(Lobith) (2&, X7.5 X105S)1'z 
At(Lobith) = - - - = 6.5 x104s (0.7 d) 

i!! 1 m s-' 

Thus, the temporal duration of the cloud increases only slightly from 0.5 days 
at Schweizerhalle to about 0.7 days at Lobith. We use an average 
At = 0.6 d = 5.2 x 104s. Finally, we approximate D:d by D, = 3.8 x 10-l' m's-'. 
Inserting these value into Eq. 24-29b yields vw = 1): 

- 

(24-74) 

= 3.7~10-'s-' = 3.2xlO-jd-l 

Although not considered in the original analysis by Wanner et al. (1989), it is 
instructive to compare the size of ksedex to the possible effect of the flow of water 
through the sediments calculated with the model by Eylers (1 994) given in Box 24.2. 
Due to the lack of adequate data, the following parameters are to be considered as 
rough estimates: Kq = 10-3m s-', h =3 h = 15 m, H =  h / 10 = 0.5 m. Equation 1 of Box 
24.2 yields VSedflow = 1.2 x 10-6m s-'. Thus, from Eq. 2 of Box 24.2 with fzd = 0.176: 

(24-75) 

which is five times larger than Kedex. Due to the speculative character of this 
number, it will not be included in the summary table below, although the result 
suggests the possible importance of this still-not-well-understood process. 

The following processes reduce only the maximum concentration, not the mass flux 
of disulfoton. 
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5. Longitudinal dispersion. According to Eq. 24-64 the rate kdis at which the maxi- 
mum concentration is reduced decreases with flow time t. For t = 4 d, that is, for half 
the travel time from Schweizerhalle to Lobith, we get: 

Z ~ s  = k,,(t = 4 d) = 0.125 d-' 

Since k d i s ( t )  is not a linear function of the flow time t, a better way to evaluate Zdi, is 
to use the ratio of the maximum concentrations for t = 8 d and 0 d, respectively. The 
latter is simply (At, = 12 h = initial duration of spill): 

534 ct,,(t=o)=- 
QoAto 

3.3 x 106g 
750 m3s-' x 4.32 x 104s 

= 0.10 g m-3 = 100 pg L-* - - 

The former follows from Eq. 24-52 with t = 8 days = 6.9 x 105 s: 

(M/Q,>E 
2(n Edis t)"' 

C, max (t = 8 days) = 

(3.3 x 106g / 750 m3s-') x 1 m s-l 
2(3.141 x 2.8 x 103m2s-' x 6.9 x 105s)"' 

- - = 2.8 x lO-'g m-3 = 28 yg L-' 

Note that since in our analysis we separate the influences from dispersion and 
dilution, respectively, we have inserted the discharge rate at Schweizerhalle, 
Q, = 750 m3s-'. The effect of dilution follows below. Thus: 

Interpreted in terms of the linear model (Eq. 24-63), Ctmax(t)= 
C, max (0) exp{ -East} , we get: 

(24-76) 
1 

8 d  
xdis=-- ln(0.28)=0.16 d-' 

This value will be used for the final result given in Table 24.4. 

6. Dilution by merging rivers. The rate constant is given by Eq. 24-69. Of course, 
the discharge Q(t) increases stepwise along the Rhine, not continuously. However, 
we still can calculate a mean dilution rate, G, by solving Eq. 24-68 for constant kdil: 

Q(t) = Q(0) ekd1It 

The information in Table 24.3 yields: Q(t)/Q(O) = 2300/750 = 3.1. Thus: 

(24-77) 
1 1 
t 8 d  

E , ,  = - In [ Q(t) / Q(O)] = - In (3.1) = 0.14 d-' 

The different rate constants (Eqs. 24-71 to 24-77) are summarized in Table 24.4. 
Roughly two-thirds of the disulfoton disappeared from the water between 
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Table 24.4 Transport, Dilution, and Transformation of Disulfoton Spill Between Schweizerhalle and Lobith 
(River Rhine) [k, is the (pseudo-)first-order rate constant of (transformation or transport) process p.] 

Eq. Rate kp % of Load % of Reduction of 
(d-9 Reduction" Max.Concentrationb 

Load Reduction (Transfer and Transformation) 

Hydrolysis, khyd 24-7 1 4.1 x le3 2.7 0.9 1 

Photochemical transformation, kphoto 24-7 1 6.9 x 1 W  0.5 0.15 

Biological transformation, kbiol 24-7 1 0.14 93.4 31.1 

Air-water exchange, k,*lw 24-72 7.4 x 10-4 0.5 0.16 

Particle sedimentation, k,* 24-73 1.2 x 10-3 0.8 0.27 

Sediment-water exchange, ksedex 24-74 3.2 x 10-3  2.1 0.7 1 
- 

Water flow through sediments, ksedflow 24-75 (1.7 x 10-2) (-) (-1 
Total load reduction,c klnad 0.150 100 33.3 

Dispersion and Dilution 

Dispersion, kdis 24-76 0.16 - 35.6 

Dilution, kdil 24-77 0.14 - 31.1 

Total of all processes,c ktot 0.45 - 100 

Remaining total load at Lobithd 

Remaining maximal concentration at Lobith' 

N= 1 . o ~  103kg (30%) 

C,,,, = 2.7 pg L-' (2.7%) 

a (kplkload) x 100%; (kp/ktot) X 100%; Water flow through secliments not included in and ktot 

M(Lobith) = Tvz, e-kioadlo with %&, = 3.3 x 103 kg, to = 8 days; Ct,,(Lobith) = Ct,,, ( t  = 0) e-kdo with Ctmax(t = 0) = 100 Fg L-1 

Figure 24.10 Comparison of 
model calculations (solid lines) by 
Wanner et al. (1989) with 
measured dissolved concentrations 
C, (dashed lines) of disulfoton in 
the River Rhine at (1) Maxau (km 
362), (2) Mainz (km 498), (3) Bad 
Honne (km 640), and (4) Lobith 
(km 865). Schweizerhalle is 
located at km 159. Note that C, is 
approximatively equal to the total 
concentration, C,. From Wanner et 
al. (1989). 
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Schweizerhalle and Lobith; 93.5% of this loss was due to biological transformation. 
According to the model, the maximum concentration decreased from its original 
value of 100 pg L-’ to 2.7 pg L-’ (2.7%). The drop of the maximum concentration is 
mainly due to dispersion (= 36%), dilution (= 31%), and biodegradation (3 1%). 

Measurements taken at various locations between Schweizerhalle and Lobith are in 
good agreement with these calculations. In Fig. 24.10, the results of a more refined 
hydraulic model are compared to measured disulfoton concentrations. It is 
remarkable that the fairly simple linear model summarized in Table 24.4 is capable 
of duplicating the major results of the advanced model. 

Questions and Problems 

Questions 

Q 24.1 

What is the meaning of “stationary flow”? Can it be that under the condition of 
stationary flow the mean velocity U changes along the river? Is dC/& f 0 
compatible with stationary flow? 

Q 24.2 

Explain the difference between the Lagrangian and the Eulerian reference systems. 

Q 24.3 

Give a qualitative explanation for the physical meaning of the hydraulic radius Rh 
and why it is relevant for the mean flow velocity of a river, U . 

Q 24.4 

Why do rivers with small a* (Eq. 24-6) have large vertical and lateral diffusivities? 

Q 24.5 

Explain the physical meaning of the integrated surface area, s(x), defined in Eq. 24-18. 

Q 24.6 

Explain the difference between longitudinal diffusion and longitudinal dispersion. 
Which one is more important in rivers? 

Q 24.7 

Equation 24-47 gives an empirical relation for the longitudinal dispersion 
coefficient. Explain qualitatively the role of the different parameters in this 
expression and why they appear in the nominator or denominator, respectively. 

Q 24.8 

What is the physical meaning of the time tskewed of Eq. 24-53? In what respect does a 
poktion cloud behave differently for times t < tskewed than for t > tskewed? 
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Q 24.9 

List all processes which contribute to the decrease of the maximum concentration of 
a pollutant in a river. 

Q 24.10 

List all processes that contribute to the decrease of the total mass of a pollutant in a 
river. 

Q 24.11 

Explain the difference between diffusive sediment-water exchange and the 
sediment-water interaction caused by ripples on a sandy river bottom. 

Problems 

P 24.1 Continuous Pollution of a Small River 

The outflow of a sewa.ge pipe continuously adds dissolved dichloroacetic acid 
CI methyl ester (dichloromethylacetate, DCMA) to a small river. The mean 

dichloromethylacetate concentration in the effluent is 400 pg L-'. In the river, DCMA undergoes a base- 
Mi = 143.0 gmol-I catalyzed reaction (see Table 13.8). At a water temperature of 15"C, kh is 0.2 h-' for 

pH = 7 and 2.0 h-' for pH = 8. 
The air-water partition coefficient, 
K, of DCMA is not exactly (a) Estimate the distance, xmix, until the sewage effluent is completely mixed in the 
known, but it should be smaller river 
than 0.1. 

0' 

DCMA 

section. 

River data 
(b) Calculate the concentration of DCMA at xmix. Is the chemical degradation 
relevant? 

pH = 8  
Q,, = 0.05 m3s-' (effluent) 
Q = 0.2 m3s-' (river) 
w = 5 m  
h = 0.2 m may play some role. 
h, = 0.4 m 
so = 2 x  10-4 

(c) Which other processes may be relevant to reduce the DCMA concentration in the 
river? Illustrative Example 24.2 may help to estimate the size of one process which 

(d) How would the above answers be changed if the pH in the river dropped to 7? 

P 24.2 Gas Exchange Experiments in a River with Different Halogenated 
Compounds 

In order to study the air-water exchange at river cascades, Cirpka et al. (1993) 
performed an experiment in the River Glatt near Zurich (Switzerland). On January 
28, 1992, five halogenated compounds (Table 24.5) with very different Henry's law 
constants were injected into the river at a constant rate during 2.5 hours. To 
guarantee vertical and transverse mixing, the injection site was chosen about 1 km 
upstream of the first of four cascades. The concentration of each compound was 
measured just upstream and downstream of each cascade. 

For the following considerations one of the river sections in between the cascades, 
Section # 2, is chosen. The relevant data for this section are summarized in Table 
24.6. The concentrations in air, C,,, of all compounds are small and can be 
disregarded. 
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Table 24.5 Characteristic Data of Chemical Tracers Used for the Gas Exchange Experiment: 
Nondimensional Henry's Law Constant, Kid,, Molecular Diffusion Coefficient in Air, Dia, and Water, 
Diw, Octanol-Water Partition Coefficient, Kiow, All valid for 4°C (Data from Cirpka et al., 1993) 

Compound Kidw (-) Diw (cm2s-') Dia (cm2s1) KiOw (-) 
~ 

Sulfur hexafluoride (SF,) 82.4 6.23 x 104 0.187 < 50 

Trichloroethene (C2HC13) 0.137 5.26 x 104 0.160 240 

1,1,2-Trichlorotrifluoroethane (R 1 13) 8.58 4.41 x 10-6 0.127 100 

Trichloromethane (CHC13) 0.0564 5.51 x 104 0.178 93.3 

Tribromomethane (CHBr3) 0.00717 5.04 x 104 0.165 25 1 

Table 24.6 Geometric, Hydraulic, and Chemical Data for Section #2 of the River Glatt 
(Data from Cirpka et al., 1993.) 

River discharge 

Water depth 

Mean flow velocity 

Distance from injection site 
Beginning of Section #2 
End of Section #2 

Difference in altitude 

Width 

Water temperature 

Air temperature 

Q 
h, = h 
- 
U 

W 

T W  

Ta 

33.3 m3s1 

0.48 m 

0.45 m s-l 

1440 m 
2661 m 

8.56 m 

16.2 m 

4°C 

4°C 

Measured Concentration at Boundaries of Section #2 

Ci up (upstream) Ci down (downstream) 

SF6 (ng L-l) 

R 113 (pg L-l) 

13.8 & 0.6 

1.03 k 0.016 

7.25 k 0.40 

0.57 f 0.015 

C2HC13 (pg L-') 2.36 k 0.010 1.68 2 0.025 

CHC13 (pg L-l) 2.92 * 0.033 2.26 k 0.060 

CHBr3 (pg L-I) 4.18 * 0.046 3.59 k 0.073 

Problem (a) 

Check whether the assumption of vertical and lateral homogeneity from the point of 
tracer injection to the first cascade (1 km downstream) is justified. At the start of the 
injection, a short pulse of uranin (sodium fluorescein, a fluorescent dye) was added 
to the river in order to measure the travel time of the water. At each station, the 
samples for analyzing the halogenated compounds were taken 1.5 hours after the 
uranin peak had passed by. Based on this information, justify why longitudinal 
dispersion can be disregarded in the evaluation of the experiment. 
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Hints and Help: The friction factor, f", calculated from Eq. 24-4 may turn out to be 
extremely large, which would indicate a very rough riverbed. In fact, in the k v e r  
Glatt in between the cascades there are small drops every 50 m. Use this fact to 
explain the rather extreme value of f*. 

Problem (b) 

Calculate the "excess ratio," Ri = ciup / cidown, for all five compounds: (1) from the 
concentration measured above and below the river section (Ri is then called &meas), 

and (2) from the linear air-water exchange model, Eqs. 24-2 1 and 24-22 (Ri is then 
called RFdel). Compare R F  with R,I"Odel. 

Hints and Help: For the evaluation of Eq. 24-22 you need to know the total transfer 
velocity vi dw for all compounds. Use Eq. 20-35 for the waterside transfer velocity, 
viw, and Table 20.4 with a wind speed of ul0 = 1 m s-' for the air-side velocity, via, 
and combine these parameters with the compound-specific information given in 
Table 24.5. 

Problem (c) 

As it will turn out, all the Rlmeas values are systematically larger than the 
corresponding RFde l  values. This means that the mechanism of air-water exchange 
is significantly underestimated by the theory represented by Eq. 24-21. Consider 
two effects that could explain the observed discrepancy. 

1. The drops in the river bed as well as surface waves significantly increase the 
effective area of gas exchange per unit river length relative to the geometric value, wx. 

2. There exists an additional mechanism of air-water exchange which is based on 
the injection of air bubbles into the water, and subsequent gas exchange between 
bubbles and water. As shown by Cirpka et al. (1993), this effect can be quantified by 
the excess ratio: 

(24-78) XY =I+AK, , , , ( I -~  - B I K 1 &  1 
bubbles where A and B are two parameters to be determined by observation. RI 

es monotonically from ii'? = 1 (if K, a,w = 0) to R, 
increas- 

= 1 + A B (if K, a,w -+ -). bubbles 

Assume that for CHBr,, which has the smallest K, the discrepancy between 
and Rzmod is completely due to the first effect. Calculate the modified exchange 

area ( w x ) , ~  and the modified RJeff for all other compounds. Calculate the remaining 
difference between RImeas and Rleff that may still exist for the compounds (except for 
CHBr,), and express it as: 

Convince yourself that R Y  increases with Ki aiw and estimate the fitting 
parameters A and B of Eq. 24-78. 

Hints and Help: As shown by Cirpka et al. (1993) in greater detail, the process of 
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cig CI 

tetrachloroethene 
W E )  

River A: (rectangular cross 
section) 

River discharge Q 20 m3 s-' 
Width W 15 m 
Slope S" 0.002 

Friction factor f * 0.1 
Water temperature T, 10°C 

Assumption: No other major inlets 
along the river section considered. 

bubble injection is important for rivers with steps and cascades. Note that in this 
process the influence of the Henry's Law constant on the overall air-water exchange 
flux is extended to much greater Kid, values than is the case for the surface 
exchange two-film model. As shown by Fig. 20.7, for the latter via/, becomes 
independent of KiH, if KiH > = 1 L bar mol-' (corresponding to Kid, > 0.04 for 
T = 4°C). In contrast, evaluation of the River Glatt case study along the guidelines 
described above shows that for the process of bubble-induced gas exchange the 
influence of Ki values 
the bubble process is not effective. Develop a qualitative argument which supports 
this finding. 

is extended to much larger values. However, for small Ki 

For further information on air-water exchange at river cascades read Cirpka et al. 
(1993). 

P 24.3 Using a Volatile Organic Compound as Tracer for Quantifving Oxygen 
Demand in a Polluted River 

Problem (a) 

A colleague who has to survey the water quality in River A tells you that he needs to 
quantify the oxygen consumption in the river downstream of a sewage discharge. He 
shows you the following measurements of dissolved oxygen as well as 
concentration data for tetrachloroethene (PCE) that is introduced into the river with 
a constant input by the sewage plant. 

Distance from the O2 Concentration PCE Concentration 

Sewage Outlet (km) 6% L-') 0% L-'1 

2.0 8.9 810 

7.0 9.1 690 

14.0 9.0 570 

19.0 9.1 490 

He recognizes that along the whole river section considered, 0, seems to be roughly 
constant, but about 2.2 to 2.4 mg L-' below the atmospheric equilibrium 
concentration of 11.3 mg L-' (the temperature of the river water is 10°C). He also 
tells you that the PCE concentration in air is virtually zero. However, your colleague 
is unable to quantify the oxygen consumption, J (mgO, L-'d-'), in the well-mixed 
river. Realizing that in the river section considered there are no cascades present that 
could complicate calculations of gas exchange rates (see P 24.2, above), and using 
the information given below for river A, you sit down and, an hour later, you give 
your friend the answer. How large is J? 

Problem (b) 

Your colleague also tells you about a flood prevention project in which it is planned 
to double the width of river A to 30 m, and to lower the friction factor to f *= 0.025. 
He wants to know how the concentration of O2 and PCE would be affected in the 
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river when assuming that everything else (including the PCE input and the oxygen 
consumption rate) would remain the same. Try to answer this question. Semiquanti- 
tative arguments are sufficient! 

P 24.4 Mixing and Dispersion in the Mississippi River 

The following characteristic data on the Mississippi river between Baton Rouge 
and New Orleans are available: Discharge Q = 7.5 x 103 m3 s?, mean flow velocity 
U = 0.57 ms-', width w = 1200 m, mean depth h = 11 m, maximum depth ho = 20 m, 
slope of river bed So = 2 x 10-5 m. 

(a) Estimate the vertical rnixing distances, XI". Hint: The given information allows 
to calculate the friction factor f" and the friction velocity U*. 

(b) Estimate the lateral mixing distance, xydiff. Hint: Calculate first the lateral 
tubulent diffusivity, Ey, and then assure that mixing proceeds from the center of the 
river to the banks, thus use w/2 = 600 m in Eq. 24-39. 

(c) The lateral mixing distance, xydiff, calculated above will be extremely large. 
However, observations confirm that xYaiff is not larger than 26 km. Use xydiff = 26 km 
to recalculate the lateral diffusivity, EyObS . Calculate the longitudinal dispersion 
coefficient, Edis, from EyObS. 
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Groundwater Hydraulics 

Physical Characteristics 

Among the three major aqueous environments that are discussed in this book (lakes, 
rivers, porous media), the porous media represent the biggest challenge to those who 
are looking for simple principles for assessing the behavior of organic contaminants. 
To fall back on the simplifications that were successfully employed for lakes and 
rivers seems to be rather naive. Regarding the complex physical structure of soils 
and aquifers, it is difficult to imagine that concepts like the completely mixed box 
model, the one-phase (pure liquid) model, or the one-dimensional difisiodadvection 
approach could lead to meaningful results. Every porous system is an individual 
case for which general principles seem to have little value. 

And yet, without the courage for the “terrible simplification” it is difficult to extract, 
from the information gained for one particular system, the general principles that 
can be used for other situations. The aim of this chapter is to demonstrate that simpli- 
fications are necessary not only because of the limits of our understanding, but also 
because they help to shift these limits and to gain new insights into the basic mech- 
anisms that determine the fate of organic compounds in porous media. 

Deliberately, this chapter remains simple-too simple, as some of the readers who 
are familiar with the subject may think. However, the advantage of the simple 
approach will be to demonstrate, step by step, how the various processes contribute 
to the “final” story and also to reveal the similarities to other environmental systems 
treated in this book. The chapter does not try to compete with the vast specialized 
literature on the physics and chemistry of porous media (e.g., Domenico and 
Schwartz, 1998; Hillel, 1998). 

Simplicity requires choice; to choose wisely, the options should be known among 
which the choice is possible. The following characteristics make the porous media 
special: 

1. There are always at least two phases involved, that is, water and solids, that are of 
comparable importance for the fate of organic compounds in porous media. A third 
phase (air) becomes important in the so-called unsaturated zone; recent studies show 
that a fourth phase, colloids, are important for the transport of chemicals in porous 
media. Furthermore, if extreme situations are analyzed, such as chemical dump-sites, 
phases like nonaqueous phase liquids (NAPLs) also have to be considered. 

2. Compared to rivers and lakes, transport in porous media is generally slow, three- 
dimensional, and spatially variable due to heterogeneities in the medium. The 
velocity of transport differs by orders of magnitude among the phases of air, water, 
colloids, and solids. Due to the small size of the pores, transport is seldom turbulent. 
Molecular diffusion and dispersion along the flow are the main producers of 
“randomness” in the mass flux of chemical compounds. 

3. Heterogeneities exist on all spatial scales, from the micropores, the larger pores and 
particles to the macrostructure of the aquifer (Fig. 25.1). Therefore, the description of 
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Figure 25.1 Heterogeneity is one 
of the main properties of porous 
media; it not only characterizes the 
scales shown in the figure, but also 
occurs on larger scales up to the size 
of the whole porous system. Three 
important mechanisms of transport 
and mixing in porous media are (a) 
interpore dispersion caused by mix- 
ing of pore channels; (b) intrapore 
dispersion caused by nonuniform 
velocity distribution and mixing in 
individual channels; (c)  dispersion 
and retardation of solute transport 
caused by molecular diffusion be- 
tween open and dead-end pores as 
well as between the water and the 
surface of the solids. 

_---- _--- 

.. .. .. .. \ 
.. \ 

\ 
.. .. 

transport in porous media strongly depends on the scale of interest. For instance, in 
natural aquifers dispersion is much larger than in artificial porous media that are 
frequently used in the laboratory to study the behavior of chemicals. The reason is 
that in natural systems there are large-scale heterogeneities that cannot be included 
in laboratory systems since they are usually too small. Therefore, quantification of 
dispersion as deduced from measurements in laboratory systems cannot be easily 
extrapolated to field situations. 

4. Field information on a specific porous medium remains scarce compared to its com- 
plexity. Obviously, it is much simpler to take water samples in a river or in a lake than 
drilling holes that are spaced closely enough in order to depict the spatial 
variation of the groundwater system. Ironically, in many cases it is easier to invent com- 
plex models than to collect the field data that would be needed to validate the model for 
a given system. Therefore, mathematical models of aquifers are important additional 
tools to explore the potential behavior of aquifers under different conditions. 

Porous media share certain properties with lakes, others with rivers. They are three- 
dimensional like lakes, but nonturbulent. They have much larger solid-to-solution 
phase ratios, rsw, than lakes; typical values lie between 1 and 10 kg L-', compared to 
about 1 x 104 kg L-' for lakes. Porous media usually have a predominant direction 
of flow like rivers, but the flow is slower and often not confined by well-defined 
vertical and lateral boundaries. 

Most of the sections will be restricted to the two major phases of the saturated zone, 
water and solids. The structure of this chapter is similar to that of Chapter 24 on 
rivers. All the equations will be written for one dimension only, that is, for the x-axis, 
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Table 25.1 Definition of Characteristic Parameters for Porous Media 

Typical values in GWS" 

(Effective) porosity (4 < 1) 

Density of solid material 
Tortuosity (x > 1) 

Hydraulic conductivity 
Permeability 
Height of water table (relative to some 
fixed depth, e.g., above sea level) 
Distance along the main flow 
- dhw, / dx , slope of the water table 

Flow of water per unit bulk area (specific 
discharge) 
= q / @ effective mean flow velocity in 
pores along the x-axis 

Kinematic viscosity of water (Appendix B) 
v(5"C) = 1.52 x 104 
~(15°C) =: 1.14 x 10-6 

Mixing parameters 
Edis Coefficient of longitudinal dispersion 

- 0.3 1 

kg m-3 2500 
- 1.5 

m2 1 x 10-10 
m 

m s-l I x 10-3 

m 
- 0.004 

m s-l 

m s-l 

m2s-l 

m2s-l (4 - 40) x 10-5 
aL Dispersivity m 3 

a GWS = Groundwater System S; ' aL depends strongly on the length scale L over which the 
transport of chemicals is analyzed. 

which is chosen in the direction of the mean flow. This explains and (hopefully) 
justifies the choice of a rather special groundwater system, Groundwater System S 
(GWS), as the main playground to exemplify the processes that will be discussed in 
this and the following section: 

(a) Transport by mean flow 
(b) Longitudinal dispersion and diffusion 
(c) Sorptioddesorption between water and solids 
(d) Chemical and biological transformation 
(e) Transport on colloids 

The relevant parameters: are summarized in Table 25.1. 

Groundwater System S 

In this chapter, all phenomena and processes that are introduced step by step will be 
exemplified for a specific aquifer, Groundwater System S (GWS). It is assumed that 
the flow in GWS is one-dimensional, consisting of parallel streamlines crossing 
River R at a right angle (Fig. 25.2~~).  Water infiltrates from River R into the aquifer. 
Groundwater systems that are fed by a river are often used for drinking-water supply 
by wells located in the vicinity of the river. lf  the height of the water table is locally 
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Figure 25.2 (a)  The streamlines in 
Groundwater System S are crossing 
River R at a right angle. The slope 
of the water table in the GWS 
is S, = 0.004. The aquifer is 
assumed to be homogeneous with 
porosity $=0.3 1 and permeability 
R =I x ~ o - ' O  m2. Water is infiltrating 

from the river into the aquifer. (b) 
Pumping of water from a single 
well located at distance xw = 30 m 
from the river causes a local 
distortion of the streamlines in the 
groundwater flow. (c) Pumping 
from a number of wells, located 
along the river at distance x, = 30 
m, each d = 3 m apart from its 
neighbors, keeps the flow field 
quasi-linear. 

well 
I 

=20m 

I 

I 
I 
I 

+ X  

(4 

river single well 

I 

river 
chain of wells 
("line sink) 

reduced by pumping water from a single well, the groundwater flow is distorted. 
Only part of the pumped water originates from the river. Due to the local perturba- 
tion of the hydraulic gradient some water flows from the opposite side into the well 
(see Fig. 25.2b). Finally, the well is also fed by water that crosses the riverbed at 
greater depth and is not directly influenced by the river water. 

An adequate quantitative description of such a situation requires a two- or even three- 
dimensional approach. Today, a great variety of numerical models are available that 
allow us to solve such models almost routinely. However, from a didactic point of 
view numerical models are less suitable as illustrative examples than equations 
that can still be solved analytically. Therefore, an alternative approach is chosen. 
In order to keep the flow field quasi-one-dimensional, the single well is replaced 
by a dense array of wells located along the river at a fixed distance x, (Fig. 25 .2~) .  
Ultimately, the set of wells can be looked at as a line sink. This is certainly not the 
usual method to exploit aquifers! Nonetheless, from a qualitative point of view a 
single well has properties very similar to the line sink. 
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Transport by the Mean Flow and Darcy’s Law 

In order to describe the flow of water through a porous medium, some basic geometric 
characteristics have to be discussed. In the saturated zone a given bulk volume V,,, 
(e.g., 1 m3) consists of thle volume V, filled with water and the volume V, = V,,, - Vw 
occupied by solids. The porosity @is defined by (see Chapter 9) 

(9-13) 

Most of the pore volume is connected so that water can flow through. However, 
there are pores that are completely cut off from the main pore volume or that are 
dead ends that are barely participating in the flow of the water (Fig. 25.1~). In the 
following, the parameter @ always refers to the so-called effectiveporosity, that is, to 
the pore volume that is available for the bulk flow. 

The flow rate of water through the porous medium per unit total (bulk) area perpen- 
dicular to the direction of flow, the so-called speciJic discharge q,  is related to the 
effective mean flow velocity in the pores along the x-axis, U ,  by 

Note that q has the units of a velocity and is always smaller than the effective veloc- 
ity in the pores, U ,  since 4 < 1. It is assumed that the x-axis of the (local) coordinate 
system is always pointing in the direction of the mean flow. Since the mean flow 
usually does not follow a. straight line, the x-axis does not necessarily point in a fixed 
direction either. 

The flux per unit bulk area and time of a chemical compound along the x-axis due to the 
mean flow follows fiom a modified version of Eq. 22-2 (see Table 25.1 for definitions): 

F,,, = @ UC, = qCw (25-2) 

where C, is the dissolved mass of the chemical per unit pore water volume. Here we 
assume that the pore area available for the flow in the x-direction is equal to the 
(effective) porosity @ (isotropic pore structure). It is easy to imagine situations for 
which this is not the case, for instance, a porous medium with pores which are all 
aligned along one direction. Obviously, in spite of a porosity 4 > 0, this medium 
would have zero transport perpendicular to the pores. 

Using Gauss’ theorem (Eq. 18-12) for the concentration per unit bulk volume, @Cw, 
yields: 

provided that @ and U are constant. Thus: 

(%) = - - U -  - ac, 
ax 

flow 

(25-3) 

(25-4) 
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grain radius r 

grain radius 2r 

Figure 25.4 A simplified ground- 
water matrix consisting of spheri- 
cal grains of equal radius r serves 
to demonstrate why the hydraulic 
conductivity (i.e., the flow per unit 
area for constant AhWt/Ax) is pro- 
portional to ?. Note the following 
proportionalities: 
(1) Pore size - ? 
(2) Flow per pore Q(r) - r4 

(Hagen-Poiseuille) 

(3) Number of pores per unit area 

N(r) - r-2 

(4) Total flow per unit area 

4 = ecr> N r )  - r2 

Figure 25.5 Permeability h as a 
function of (mean) particle radius Y 
for different aquifer porosity $, 
which, in turn, depends on the 
sorting coefficient So = (r75/ r25)1'2, 
where r75 and r,, characterize the 
particle radii larger than, res- 
pectively, 75% and 25% of the radii 
of all the aquifer particles. The 
hydraulic conductivity Kq (right 
scale) refers to water at 20°C. 
Redrawn from Lerman (1 979). 

As mentioned above, k depends only on the geometry and structure of the porous 
medium. Several investigations demonstrate that for the case of perfect spheres of 
uniform size, k increases as the square of the particle radius, r: 

k = a r 2  (25-7) 

where a is an empirical constant. Figure 25.4 illustrates how the ? dependence of k 
can be understood based on the law of Hagen-Poiseuille, stating that the (laminar) 
flow through a tube with radius Y is proportional to r4 provided that all other param- 
eters (pressure, viscosity of liquid, length of tube) are kept constant. 

If Y is defined as the mean particle radius, Eq. 25-7 also can be used for aquifers that 
consist of particles of different size. Then the parameter a depends on the particle 
size distribution. It increases with porosity $, which in turn is linked to the so-called 
sorting coefficient, So (see Fig. 25.5). Small So values indicate greater uniformity of 
the particles; large So values indicate a greater variance of the particle size, that is, a 
denser packing (small particles fill the space in between the larger ones). Therefore, 

1 xio-4 5 x 10-4 

1 ~10 .4  5 x104 

particle radius r (m) 
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porosity @ and permeability 6 decrease with increasing sorting coefficient, So. More 
sophisticated theories include additional characteristics of the particle size distribution 
(see Freeze and Cherry, 1979). A first application of Darcy’s Law is given in Illustrative 
Example 25.1. 

Longitudinal Dispersion 

In porous media the flow of water and the transport of solutes is complex and three- 
dimensional on all scales (Fig. 25.1). A one-dimensional description needs an empir- 
ical correction that takes account of the three-dimensional structure of the flow. Due 
to the different length and irregular shape of the individual pore channels, the flow 
time between two (macroscopically separated) locations varies from one channel to 
another. As discussed for rivers (Section 24.2), this causes dispersion, the so-called 
interpore dispersion. In addition, the nonuniform velocity distribution within indi- 
vidual channels is responsible for intrapore dispersion. Finally, molecular diffusion 
along the direction of the main flow also contributes to the longitudinal dispersion/ 
diffusion process. For simplicity, transversal diffusion (as discussed for rivers) is not 
considered here. The discussion is limited to the one-dimensional linear case for which 
simple calculations without sophisticated computer programs are possible. 

By analogy to the description of dispersion in rivers, the dispersive flux relative to 
the mean flow, Fdis, can be described by an equation of the First Fickian Law type 
(see Eq. 24-42): 

(25-8) 

where Edis is the coefficient of longitudinal dispersion and Cw is the (mean) concen- 
tration in the pore water. This flux leads to an additional term in Eq. 25-4: 

which for constant &is becomes 

(25-10) 

Edis combines the effects of the different processes causing dispersion. For the case 
of interhntrapore dispersion it is usually written as (Freeze and Cherry, 1979): 

(25-1 1) 

D, is the molecular diffusion coefficient of the chemical in water, ‘I: is tortuosity, and 
aL is the (longitudinal) dispersivity (dimension: L). The first term describes molecu- 
lar diffusion in a porous medium (Eq. 18-57), the second the effect of dispersion 
(Eq. 22-52). Typical values of the dispersivity aL for field systems with flow distances 
of up to about 100 m lie between 1 and 100 m. Since aL depends strongly on the scale 
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of the aquifer, test columns used in the laboratory have much smaller aL values, 
which are between 0.001 and 0.01 m. Such values should not be extrapolated to the 
field. Brusseau (1 993) summarizes the information regarding the dependence of uL 
on the characteristic structure of the aquifer. 

It appears that in most natural groundwater systems the influence of molecular diffu- 
sivity on dispersion is negligible, unless flow in the aquifer is extremely small or 
even absent. Thus, Eq. 25-1 1 is often used in the simplified form: 

Edis =aL U (25-12) 

An application of Eqs. 25-11 and 25-12 is given in Illustrative Example 25.2. 

Advection versus Dispersion 

The relative importance of advective versus dispersive transport for a given distance 
L can be expressed by the nondimensional Peclet Number (Eq. 22- 1 1 a): 

LU 
Pe=- 

EdiS 

With Eq. 25-12 this reduces to: 

L 
Pe=- 

UL 

(25-13) 

(25-14) 

The ratio between transport distance and dispersivity determines whether transport 
is dominated by dispersion (L << aL, Pe << 1) or by advection (L >> aL, Pe >> 1). 
Since the scale of the heterogeneities grows with the size of the system, aL increases 
with L,  as well. Thus, Pe does not necessarily increase linearly with distance L. In 
Illustrative Example 25.2 we calculate the dispersion coefficient Edis for Groundwater 
System S and compare transport by dispersion and by advection, respectively. As 
indicated by Eq. 25-14, the relative importance of dispersion vs. advection (that is, 
the Peclet Number) is independent of the flow regime, provided that molecular 
diffusion can be neglected in Eq. 25-1 1. In other words: If the flow q is accelerated 
by increasing the pumping rate, then dispersion increases roughly proportionally 
and Pe remains constant. 

(Text continues on page 1.1 60) 

Illustrative Example 25.1 Darcy's Law in Groundwater System S 

(a) Problem 

Consider the River R, from which water (at T = 20°C) is infiltrating through a 
saturated zone into Groundwater System S (GWS) (Fig. 25.2). The flow in the 
GWS crosses the river at a right angle. The slope of the (undisturbed) water table 
is S, = - dh,,/dx = 0.004 (Fig. 25 .2~~) .  The aquifer is assumed to be homogeneous 
with porosity $ = 0.3 1. Its permeability 6 is 1 x 10-l' m2. Calculate the specific 
discharge of the groundwater system. 
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Answer (a) 

Inserting the permeability k = 1 x 10-" m2 and g/v = 107 m - k '  into Eq. 25-6 yields 
the hydraulic conductivity Kq = ( g h )  k = 1 x 10-3 m sd. Thus, the specific discharge 
calculated from Eq. 25-5 is: 

q = 1 x 10-3 m s-' (-0.004) = 4 x 10" m s-' 

According to the orientation of the x-axis (see Fig. 25.2a), the gradient dh,/dx is 
negative; thus, q is positive, indicating a flow along the positive x-axis. In the 
following discussion this situation is called the Natural Flow Regime. 

Note: A real aquifer is usually not homogeneous. Often the permeability at the transi- 
tion from the river into the aquifer is reduced due to a process called colmatation. As a 
result, the slope of the water table is significantly larger at the point of infiltration than 
farther away from the river. For simplification, such effects are disregarded. 

(b) Problem 

At the distance x, = 30 m from the River R, parallel to the riverbank, there is an 
array of wells regularly spaced with distance d = 3 m in between the wells 
(Fig. 25.2~) .  The water level in the wells lies 60 cm below the water surface of the 
river (h, = 0.6 m). The lower end of the wells is located 20 m below the river 
water surface (he = 20 m). Estimate how much water is pumped from each well. 

Hints and Help 

The geometry of the flow modified by the wells is a superposition of linear and radial 
flow and thus not ideal for an analytical discussion. As explained above, a one-dimen- 
sional approximation is justified, nonetheless, provided that the distance in between 
the wells is small compared to x,. As a first approximation it can then be assumed that 
each well captures the water from the groundwater that flows through a section with 
width equal to the spacing of the wells, d. Furthermore, the mean slope of the water 
table that is drawing water into the well can be approximated by h,Jx,. 

Answer (b) 

The area from whch water is captured by each well is a, = (he - h,) d = 19.4 m x 3 m = 

58 m2. According to the approximate one-dimensional model described above, the 
flow per unit area to the wells is (Fig. 25.2b): 

Thus, the pump rate in each well, ewe,', is: 

ewell = qa, = 2 x 10-5ms-i x 58 m2 

= 1 . 1 6 ~ 1 0 - ~  m3s? =1.2L s-' 

In the following discussion this situation is called the Pump Regime I. 
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(c) Problem 

The pump rate of the individual pumps is increased to Qwell = 2.5 L s-’. How big is 
h,, once a new steady-state is reached? 

Answer (c) 

Intuitively, it is clear that the water level in the well drops until the slope of the 
surface of the water table, h,/x,, becomes large enough in order to produce a flow 
into the well that equals Qwell. This flow can be expressed by: 

with y = Kqd/x, = 1 x 1 O4 m s-’. Solving the quadratic equation for h, yields: 

Inserting he = 20 m, Qwell = 0.0025 m’s-l, yields the two solutions h, = 1.3 m and 
h, = 18.7 m. The first value is the one that the system will attain if the pump rate is 
continuously increased to 2.5 L s?. This situation will be called Pump Regime 11. 
The second solution, although formally correct, is physically unrealistic; it yields 
the same Qwell, in spite of the much steeper slope of the water table, since the thick- 
ness of the layer reaching the well is smaller. However, the physical conditions 
underlying the validity of Eq. 25-5 are no longer fulfilled since at such large hydraulic 
gradients the flow breaks off and becomes unsaturated. To summarize, the regimes are 
characterized as follows: 

Pump Regime I 

Pump Regime I1 

Qwell = 1.2 L s-’, 

Qwell = 2.5 L s-’, 

h, = 0.6 m 

h, = 1.3 m 

(d) Problem 

A cloud of a nonreactive (conservative) pollutant is transported along the river. 
How much time does it take for the pollutant to reach the wells? Discuss all three 
regimes (i.e., the Natural Regime as well as the Pump Regimes I and 11). 

Answer (d) 

According to Eq. 25-1, the effective flow velocity along the x-axis is: 

Since the travel time of a pollutant to the wells is t, = x, /iT, the following results are 
obtained: 
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Specific Discharge q, Effective Mean Flow Velocity U ,  and Travel Time t, for 
Different Flow Regimes in Groundwater System S 

Regime q (m s-') a E(m s-') U (m d-') t, (days) 

Natural 4 x 10-6 1.3 x 1 0 5  1.1 27 

I 2 x 10-5 6.5 x 109 5.6 5.4 

I1 4 . 5 ~  10a 14.5 x 10-5 12.5 2.4 
a With Kq = lx 10" rn s-'. With (I = 0.3 1 . 

Note: The travel time calculated by this simple model is not quite correct. More realistic 
results are obtained by including longitudinal dispersion as discussed in the next section. 

Illustrative Example 25.2 Dispersion and Advection in Groundwater System S 

(a) Problem 

Calculate the dispersion coefficient, EdlS, for 2,4-dinitrophenol(2,4-DNP) at 15°C 
in Groundwater System S (GWS, Fig. 25.2) for the three flow regimes given in 
Illustrative Example 25.1. Dispersivity is aL = 3m, tortuosity is T= 1.5. The pH of 
the groundwater is 7.5. 

P O 2  
NO2 

2,4-dinitrophenol 

M, = 184.1 gmol-1 
(2,4-DNP) 

Answer (a) 

The pK, of 2,4-DNP is 3.94 (Schwarzenbach et al., 1988). Thus, at pH = 7.5, more 
than 99.99% of the chemical is present in its anionic form, and sorption can be 
neglected. When further assuming that 2,4-DNP does not undergo any transforma- 
tion, the compound can be assumed to exhibit a conservative behavior in the aquifer. 

The molecular diffusion coefficient in water of 2,4-DNP is estimated from DiW(O2) 
using Eq. 18-55. At 25"C, Di,(O2) = 2.1 x 10-' cm2s-'. At 15"C, Di,(02) is slightly 
smaller: 2.0 x 10" crn2s-'. (Note: Box 18.4 helps in understanding the temperature 
dependence of molecular diffusivity.) Thus, 

Diw(2,4-DNP, 15°C) = [ Mi(02 )'" Di, (0, ,15"C) 
Mi (2,4 - DNP) 

=($)li2 x 2.0 x 10-5cm2s-' = 8.3 x 104cm2s-' = 8.3 x 10-"rn2s-' 

From Eq. 25-1 1 for the Natural Regime ( U = 1.1 m d-' = 1.3 x 10-' m s-') one obtains: 

8.3 x 10-"m s-' 
Edi,(2,4-DNP, 15"C)= + 3  mx1.3x10-'ms-' 

1.5 

= 5.5 x 10- '~m~s- '  + 3.9 x 10-~m~s-l  = 3.9 x 10-'m2s-' 

It appears that molecular diffusivity is negligible. The following table summarizes 
the values for all regimes. 
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Regime ii(m s-') &is (m2S-') 

Natural Regime 

Pump Regime I 

Pump Regime I1 

1.3 x 10-5 

6.5 x 10-' 

14.5 x 10" 

3.9 x 10-5 

2.0 x 104 

4.4 x 104 

(b) Problem 

Assess the relative importance of dispersion versus advection in the GWS for 
2,4-dinitrophenol infiltrating from the river and detected in one of the wells. Dis- 
cuss all three regimes. 

Answer (b) 

Note that if 
depend on the flow regime. From Eq. 25-14 with x, = x, = 30 m: 

is approximated by Eq. 25-12, the Peclet Number, Pe, does not 

30 m 
3 m  

Pe = - = lO>>l 

Thus, for the transport from the river to the well, advection is more important than 
dispersion. 

Time-Dependent Input into an Aquifer 

Aquifers which are closely connected to a river (as for the case of Groundwater 
System S) may be influenced by abrupt input variations that are driven by the 
corresponding concentration changes in the river. In order to analyze the resulting 
concentrations in the aquifer, the solution of the transport equation (Eq. 25-10) will 
be discussed for different time-dependent input concentrations at x = 0, Cin(t). In the 
river typical time scales of change are of the order of minutes (in case of an accidental 
spill) to days, but seasonal variations also exist for some chemicals. In contrast, 
transport within the aquifer is slower than most riverine concentration variations. The 
question arises how the river dynamics are transmitted to the groundwater. Three 
different cases are discussed: 

1. The pulse input 

2. The step input 

3. The fluctuating (sinusoidal) input with period T 

Although the partial diflerential equation Eq. 25-10 is linear and looks rather 
simple, explicit analytical solutions can be derived only for special cases. They are 
characterized by the size of certain nondimensional numbers that completely determine 
the shape of the solutions in space and time. A reference distance x, and a reference 
time to are chosen that are linked by: 

to =- XO (25-15) - 
U 
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to is the time needed for the water in the aquifer to flow with the effective mean 
velocity U from the point of infiltration (x = 0) to x,. The following nondimensional 
coordinates are introduced: 

- 
(25-16) X t u  g = - ,  e = - = - t  

XO to x o  

By using the transformation rules: 

Eq. 25-10 can be transformed into: 

(25-17a) 

(25-17b) 

(25-18) 

where we have replaced L by xo in the definition of the Peclet Number, Pe ( Eq. 25- 13). 
Given the geometry of the system, the solutions of Eq. 25-10, if expressed in terms 
of the relative distance, 5, and the relative time, 8, are thus completely determined 
by the Peclet Number. 

The Pulse Input 

Consider the case of a pollution cloud in the river passing by the infiltration location 
during time At, which shall be very short compared to the time t, needed for the ground- 
water to travel from the river to the wells. During the event, the concentration in the river 
is Gin; before and after the event, the riverine concentration is approximately zero. 

Note: As discussed in Chapter 24, a pollution cloud caused by an accidental spill and 
traveling along a river often has the shape of a normal distribution (see Fig. 24.7b). 
In order to keep the following considerations simple, it is assumed that the variance 
of the cloud in the river is still small at the time when infiltration takes place. Other- 
wise, the following considerations would have to be modified in a similar way as 
explained in Eqs. 24-55 and 24-56. 

The total mass input by infiltration into the aquifer per unit area perpendicular to the 
flow is (see Eq. 25-1): 

2M = At q Ci, = At U @ Ci, (mol m-2) (25-19) 

The fate of the pollutant moving in the aquifer along the streamlines is determined 
by the advection-dispersion equation, Eq. 25-10 or 25-18. For Pe >> 1, that is, for 
locations x >> Edis / U ,  the concentration cloud can be envisioned to originate from 
an infinitely short input at x = 0 of total mass In (a so-called 6 input) that by dispersion 
is turned into a normal distribution function along the x-axis with growing standard 
deviation. Since the arrival of the main pollution cloud at some distance x is determined 
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by the effective flow velocity, U ,  the symmetry point (or maximum value) of the 
normal distribution moves as U t . Thus, the solution is identical to the one derived 
for dispersion in rivers (E,q. 24-5 1 and Fig. 24.6): 

(25-20) 

The integral over x of this expression is constant (mass conservation), and its time- 
dependent standard deviation is (see Eq. 22-49): 

o ( t )  = (2 Edis t)”* (25-21) 

Its maximum moves alon,g x at the effective mean flow velocity, U (Eq. 24-49): 

x ,  = u t  (25-22) - 

Obviously, everything that has been said in Chapter 24 on dispersion in rivers also 
applies to the one-dimensional flow in aquifers. 

Remember that from the nondimensional version of the advection-dispersion equa- 
tion, Eq. 25-18, the Peclet Number Pe was identified as the only parameter that 
determines the shape of the concentration distribution in the aquifer. By introducing 
relative coordinates for space (6) and time (0) as defined in Eq. 25-16, Eq. 25-20 
takes the form: 

s=(E) (nondimensional standard deviation) 

(25-23) 

(2 5 -24) 

(25-25) 

Note that Eq. 25-23 describes a normal distribution with maximum at 5 = 8: 

or: 

(25-26) 

(25-27) 

A first application is discussed in Illustrative Example 25.3 (seepage 2266). 

The Step Input 

Next, we considered the case in which at time t = 0 the concentration of a chemical in 
the infiltrating river water suddenly changes from CO to C, and then remains at C, 
(Fig. 25.6~).  Since in this context only concentration changes are relevant, it can be 
assumed that the initial concentration CO is 0. This situation is called a step input. 
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Figure 25.6 The step input: (a) By 
introducing a normalized concen- 
tration, C - CO, the step input can be 
described as a sudden change in the 
river concentration from 0 for t < 0 to 
C,, for t 2 0. (b) When the step func- 
tion moves along the aquifer, the 
front becomes smoother. €I5 and e,, 
are the nondimensional times when 
C in the aquifer reaches 5% and 95% 
of C,,, respectively. 

1 -0 
I 

I 1 t = O  e5 e = i  e9, 

time 
(4 

time 

As for the pulse input, the evolving concentration, Cw(x,t), can be envisioned as the 
result of two simultaneous processes: (1) advective transport along x at effective 
flow velocity ii and (2) smoothing by dispersion relative to the moving front, 
x = i i t  . The front is a diffusive boundary (Section 19.4). The concentration relative 
to its mean position, x = U t , can be described by Eq. 19-52. Note that in Eq. 19-52 x 
is the distance relative to the moving front whereas in Eq. 25-28 we replace it by 
x = i i t  where now x is a fixed coordinate along the flow: 

C w ( x , t ) =  - erfc 
2 

(25-28) 

where erfc is the complement error hc t ion  (Eq. 18-2 1 and Table A.2 of Appendix A). 

In order to discuss the properties of this solution, again it is helphl to transform Eq. 25-28 
into a nondimensional form by choosing a reference distance x, and applying Eq. 25-16: 

(25-29) 

The temporal change of Cw(x,t) at a fixed location, say at x = x, (i.e., 5 = l), can be 
qualitatively described by distinguishing three phases: 

1. The actual time t is still much smaller than to, the time needed for the front to reach 
x, by traveling at the effective flow velocity U ;  the argument of the error function, 

(25-30) 

is still much larger than 1, i.e., C,(x,t) = 0. 
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2. The central part of the fi-ont passes by x, (i.e., y = 0 and erfcb) = 1, i.e., C,(x,t) =Cin/2). 

3. The actual time t is much larger than to (i.e., the main portion of the front has 
passed x,). Then y + - 00 (i.e., erfcQ = 2 and C, = Gin). 

To quantify the time interval during which the front is moving past x,, we choose the 
two times tl and t2 when C,(x,t) reaches 5% and 95% of C,,, respectively 
(Fig. 25.6a). Thus, we are looking for the critical values y5 and y,, for which: 

erfc(y,) = 0.1, erfc(y,,) = 1.9 (25-3 1) 

Note thatys = -yS5. From Table A.2 of Appendix A we find by interpolation y 5  = 1.16 
and yg5 = - 1.16. Solving Eq. 25-30 for 0 with y = k 1.16 and 5 = 1 yields the 
corresponding (nondimensional) times, 8, and 095, which mark the passing of the 
concentration front. The duration of the front passage, A0 = 095 - e5, decreases with 
the Peclet Number, Pe. Some values are given in Table 25.2. The model is applied in 
Illustrative Example 25.4 (seepage 1168). 

The Sinusoidal Input with Period z 

Often the concentration of a chemical substance in a river shows periodic fluctuations 
with typical periods of a day (diurnal fluctuations), a week, or even a year (annual 
fluctuations). In Chapter 2 1 we have discussed the response of a completely mixed 
box to a periodic input (see Box 21.3). Here the situation is more complex since the 
fluctuations propagate into the aquifer by diffusion as well as by advection. In 
addition to the Peclet Number, the period z determines how far the fluctuations are 
felt within the aquifer and how much the phase shifts relative to the phase of the 
“driving” river concentration. Remember that the angular frequency CO is related to 
the period z by o = 2n/z. If the concentration in the river varies as: 

Ci,(t) = CO + Cl sin(ot)  (2 5-3 2) 

then the solution of Eq. 25-10 can be written in the form: 

C(x, t )  = CO + e-M C, sin(ot - px) (25-33) 

The coefficients a and p, which depend on the size of U, Edis, and o, describe the 
attenuation of the fluctuations in the aquifer and the corresponding phase shift, 
respectively. Note the similarity with Eq. 7 of Box 21.3, which describes the periodic 
disturbance of a box. In Eq. 25-33 the phase shift (px) and the attenuation of the 
concentration amplitude (e-) both depend on the distance from the input, x. The 
nondimensional version of Eq. 25-33 is: 

(25-34) 

n 

with 6 = ax,, B = fix,. The nondimensional space and time coordinates, 5 and 8, 
are defined in Eq. 25-16, and the nondimensional angular frequency is: 

a=- 0x0 - (25-35) 
U 
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Table 25.2 Nondimensional Time Interval of the Passage of a Step Front at 5 = 1 
for Different Peclet Numbers, Pe 

O5 and 095 are the nondimensional times when the concentration reaches 5% and 
95% of Cin, respectively: 

Pe (35 095 A0 = 095 - 95 

l Q  
3 

10 
30 

100 
300 

10’00 
100’00 

0.14 
0.28 
0.49 
0.657 
0.793 
0.874 
0.929 
0.977 

7.2 
3.5 
2.1 
1.522 
1.261 
1.143 
1.076 
1.024 

7 
3.2 
1.6 
0.87 
0.47 
0.269 
0.147 
0.047 

a Note that for the case of fixed boundary conditions at x = 0, Eq. 25-29 is only an approximate 
solution of the differential equation (25-10). The approximation is not appropriate if Pe 5 1. 

* 

The nondimensional attenuation coefficient, 6 ,  and the phase shift coefficient, p, 
are (Roberts and Valocchi, 1981): 

with: 

2 

112 

a = (1 + (Z) ] 

(25-36a) 

(25-36b) 

(25-36~) 

Figure 25.7 shows how & and B vary with Pe and SZ. If Pe and SZ are extremely 
different, then Eq. 25-36 can be approximated by: 

(2 5 -3 7a) SZ2 A 

SZ<<Pe: &=- ,  p=SZ 
Pe 

(25-37b) 

Since the sinus has a period of 27c = 6.28, for a given (nondimensional) distance, E,, 
the time lag of oscillation can be expressed as fraction of the period T, 
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Figure 25.7 Nondimensional 
attenuation coefficient, &d and 
specific phase shift, B ,  for 
sinusoidal input into a saturated 
groundwater system as a function 
of the Peclet Number Pe. The 
numbers attributed to the different 
lines give the nondimensional 
angular frequency 51. See text for 
definitions. 

Peclet Number Pe Peclet Number Pe 

A A =-- ss (25-38a) 
or as absolute time: 2n 

A 

A , = A , T  (25-3 8 b) 

In Illustrative Example 25.5 we continue our discussion on the infiltration of 2,4- 
dinitrophenol into an aquifer. 

(Text continues on page 11 70) 

Illustrative Example 25.3 Infiltration of Polluted River Water into Groundwater System S 

(a) Problem 

In River R a pollution cloud of 2,4-dinitrophenol (see Illustrative Example 25.2) of 
duration At = 1 h and concentration C,, 4 0  ng L-' is passing by Groundwater System S. 
Calculate the maximum concentration reached at the wells for the three regimes. 
Compare these values to the maximum concentrations reached 3 m away iiom the river. 

Answer 

It is convenient to choose x, = x, = 30 m as the point of reference, although the following 
calculation does not depend on this choice. Thus Eq. 25-23 has to be solved for 5 = 1 , 
where x = x,. The maximum concentration is approximately reached when 8 = 5 = 1. 
(Note: It is true that C,(x,t) as a hnction of x for afixed time t has its maximum at 
x, = ii t . In contrast, the maximum of C,(x,t) as a function oft  for afixed location x is 
only approximately reached at time t, = x / U ,but for Pe 1 3 the error involved is small 
and will be disregarded.) Since the Peclet Number Pe = 10 is independent of the pump 
regime, C,,, depends on the pump regime only via the dependence of k on U 
(Eq.25-25). For instance, for the Natural Regime with U = 1.3 x 10-' m s-I: 
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A 3600 s x 1 . 3 ~ 1 0 - ~  ms-' x50ngL-l =7.8x10-2ngL-l 
C =  

30 m 

The nondimensional standard deviation s follows from Eq. 25-24: 

112 

'30 = ($) = 0.45 (at x, = 30 m) 

At x = 3 m, which is 10% along the stretch from the river to the wells, the nondimen- 
sional coordinates which characterize the transition of the maximum concentration 
are 5 = 0= 0.1. Thus: 

sj = - =0.14 (atx = 3m)  ( 7:. Y2 
The maximum concentrations are calculated from Eq. 25-26: 

Natural 

I 

I1 

0.078 0.069 0.22 

0.39 0.35 1.10 

0.90 0.80 2.5 
a With Ci, = 50 ng d' 

Cm, increases with increasing pumping intensity. At x = 3 m, C,,, reaches 2.5 ng L-' 
(Regime 11), but this is still only 5% of the concentration in the river (Ci, = 50 ng L-I). 
Since dilution of the infiltrating river water with uncontaminated groundwater is 
disregarded, the real concentrations are even smaller. 

Remember that according to the approximation made for the dispersion coefficient, Edis 
(Eq. 25-12), the Peclet Number does not depend on U .  Therefore, the influence of the 
pump regime on the concentration at the well is not caused by a change of the transport 
conditions in the aquifer (e.g., flow time t,), but simply by the fact that more dinitrophenol 
enters the groundwater during the passage of the pollution cloud if U is large. 

Note: The fact that x, = 30 m was chosen as the reference scale to transform Eq. 25-20 
into a nondimensional form (Eq. 25-23) may cause some conhsion. The reader may 
have been tempted to change the reference point in order to calculate the concentration 
at x = 3 m. Yet, once x, is chosen, the concentration can be calculated for any distance 
by using the relative scales, 5 and 0. In fact, any other choice would have been 
appropriate. Particularly, one could also use x, = 3 m. Then, the Peclet Number would 
decrease by a factor of 10 (Pe = 1 , see Eq. 25-14). Also, the relative time for the passing 
of the concentration maximum at x = 3 m would now be 0 = 1. Combining these 
changes into Eq. 25-24 increases s by a factor of 10 (0 increases by 10, Pe decreases by 
10, and the square root leaves a factor of 10 in the nominator). This change is compen- 
sated for by a corresponding tenfold increase of k (Eq. 25-25) caused by the change of 
x, from 30 m to 3 m. Thus, C(x,t) of Eq. 25-23 and C,, (Eq. 25-26) remain 
unchanged, as should be the case. 
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Illustrative Example 25.4 A Sudden Rise of the 2,CDinitrophenol Concentration in River R 

Problem 

On April 5, at noon, the 2,4-dinitrophenol concentration in River R at Groundwater 
System S (GWS, see Illustrative Example 25.1 and 25.2) suddenly increases from 
0 to 50 ng L-' and then remains constant. At what time does the concentration in the 
wells of the GWS reach 25 ng L-' and 47.5 ng L-', respectively? Calculate the time 
for all three flow regimes. When are these concentrations reached 3 m from the river 
if no water is pumped fiom the wells (Natural Regime)? 

Answer 

Again, x, = 30 m is chosen as the point of reference, x,. The concentration 25 ng L-' 
(this is half of Gin) is reached at 8 = 1 (i.e., at time t50 = t, = x, / U).  The corresponding 
times for all regimes are summarized in the table at the end of Illustrative Example 25.1. 

Since Pe = 10 is constant for all flow regimes, 8,, can be directly taken from Table 
25.2: €4, = 2.1; thus z9, = 2.1 t, = 2.1 x, / U .  The results are summarized below. 

Regime Time Since April 5 Absolute Time 

t50 (days) t95 (days) t50 t95 

Natural 27 57 May 2 June 1 

I 5.4 11.3 April 10, at night April 16 

I1 2.4 5 .O April 7,  at night April 10 

There are two ways to calculate and Og5 for the location x = 3 m. One way is to 
solve Eq. 25-30 for 5 = 3 m / 30 m = 0.1 andy = k 1.16. An alternative possibility is 
to choosex, = 3 m as the new reference point. Then Eq. 25-14 yields Pe = 3m / 3m = 1 
and Table 25.2 yields Og5 .= 7.2. Since the mean flow time t, = 3mA. 1 m d-' = 2.7 d, 
it follows: 

t,, == 7.2 x 2.7 d = 20 d (April 25) 

Illustrative Example 25.5 Continuing the Case of 2P-Dinitrophenol in River R 

Problem 

Continuous measurements of 2,4-dinitrophenol in River R (see Illustrative Exam- 
ples 25.1 to 25.4) passing by the GWS show a superposition of sinusoidal diurnal 
and annual concentration variations (Eq. 25-33). Calculate how much of this varia- 
tion is observed at one of the wells and determine the phase shift (in days) between 
the oscillations in the river and in the well. Include into the analysis also a monthly 
oscillation (z = 30 days). Make all calculations for the three flow regimes. 

Answer 

Remember that the Peclet Number does not depend on the flow regime (Pe = 10). In 
contrast, the nondimensional angular frequency, 52, is proportional to (U)-' (Eq. 25-35). 
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The point of reference is chosen as x, = 30 m. The angular frequencies for the diur- 
nal, monthly, and annual variations are, respectively: 

23T 
Id 

w 1 = - = 6.28 d-', CO 3o = 0.209 d-' , CO 365 = 0.0 172 d-' . 

As an example, SZ is calculated from Eq. 25-35 for the Natural Regime and the diur- 

The following table summarizes the characteristic numbers for all cases. The mean 
flow velocities, Z, are taken from Illustrative Example 25.1. 

Regime Pe Nondimensional Angular Frequency, s1 
Annual Diurnal Monthly 

Natural 
~ _ _  

10 171 5.7 0.47 

Pump Regime I 10 34 1.1 0.092 

Pump Regime I1 10 15 0.50 0.04 1 

Next, & and 6 are calculated from Eq. 25-36. For instance, the daily variation in the 
Pump Regime I1 yields the followin coefficients (use the table above: Pe = 10, 
S2 = 15, i.e., (452/Pe)2 = 36, thus a = 3- 37 = 6.1): 

cx =-( 10 [1]112 6.1+1 -1) = 4.4 
2 

6 =-( 10 [4, 6.1+1 = 8.0 
2 

Since x, = x, = 30 m was chosen as the reference point, Eq. 25-34 has to be evaluated 
at 5 = 1. Thus, the sinusoidal variation at the well is attenuated by the factor: 

e x p ( 4 5 )  =exp(-4.4xl)=0.012, T =  1 day, Regime11 

that is, to 1.2% of the full amplitude C, of Eq. 25-32. The phase shift is (Eq. 25-38): 

* 8 . 0 x l  
A =--=--=-1.27, A , =  -1.27 d for z = 1  day, Regime11 

2n 6.28 

Note that AT is less than the mean advective traveling time from the river to the well, 
t, = 2.4 d (for Pump Regime 11). The table below summarizes the relevant parame- 
ters for all periods and pump regimes. 
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Natural Pump 
Regime Regime I Regime I1 

e-&S; 
Attenuation, (at 6 = 1) 

Period" day 2.4 x lo-" 2.0 x 10-4 1.2 x 10-2 
month 0.20 0.89 0.98 
year 0.98 1 .oo 1 .oo 

~~ ~~~ 

Time lag of oscillation, AT (days), Eq. 25-38b 
Period a day -4.6 -2 .o -1.27 

month -2 1 -5.1 -2.4 
Yea -27 -5.3 -2.4 

For comparison 

advective flow time, t, (days) 27 5.4 2.4 

" Corresponds to 01 = 6.28 d-1, 0 3 0  = 0.209 d-1, 0365  = 0.0172 d-1. 

The following features can be extracted from these results: 

1. The attenuation strongly decreases with increasing length of the characteristic 
period z. Particularly, for periods z that are smaller than the mean advective flow 
time t,, the signal of the concentration variation is practically absent at x,. 

2. The attenuation decreases from the Natural Regime to Pump Regime 11. This is 
consistent with (l), since the mean advective flow time t, is smallest for Pump 
Regime 11. A short advective flow time increases the change of the oscillations to 
reach the well. 

3. The time lag of the oscillation increases with increasing period z and approaches 
(but does not surpass) the advective flow time, t,. 

25.3 Sorption and Transformations 

Effect of Sorption (Advanced Topic) 

Porous media have much larger solid-to-solution phase ratios (ySw) than surface waters 
(lakes and rivers). Therefore, even the transport of a chemical with moderate to 
small solid-water distribution ratios (Kd)  may be influenced by sorption processes. 
The basic mathematical tools which are needed to quantify the effect of sorption on 
transport are described in Section 18.4 and summarized in Box 18.5. 

Although the case of finite sorptioddesorption dynamics has earned much research 
interest (see, e.g., Brusseau, 1992), the following discussion will be restricted to the 
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case of a linear and instantaneous local equilibrium between the compound sorbed 
on solids, Cs (mol kg-'), and the dissolved compound concentration, C, (mol m-3): 

Kd =- " (m3kg-') 
C W  

(9-7) 

For porous media it is convenient to choose C, as the key variable since it is this 
concentration that is determined in filtered water samples taken at a well. The 
dynamic equation for C, is derived from Eq. 25-10 according to the same procedure 
as in Box 18.5. Note that now both transport by advection and by diffusion are 
reduced by the relative fraction in dissolved form,f,: 

acW a'c, 
2 ac = - fwU + f,EdiS 2 

at ax 
where from Eqs. 9-12 and 9-15 we have: 

(2 5 -3 9) 

(25-40) 

For a very weakly sorbing chemical,& is equal to 1 (Kd = 0) and smaller than I otherwise. 

Iff, does not change along x ,  that is, if the aquifer matrix is homogeneous, then the 
transformation 

E* = fwEdis, U* = fwU (25-41) 
diS 

brings Eq. 25-39 back into the familiar form of the advection-diffusion equation of a 
nonsorbing compound (Eq. 25-10). Note that the Peclet Number Pe (Eq. 25-13) is 
not altered by Eq. 25-41; a sorbing species has the same Pe value as water. Thus, the 
solutions of Eq. 25-10 derived in Section 25.2 for the three different input scenarios 
(peak, step, sinusoidal) are also valid for sorbing chemicals, provided that Ed,, and U 
are replaced by E:,' and U*, respectively. The consequences of this substitution for the 
behavior of a chemical in groundwater are discussed separately for the three cases. 

1. Pulse input: The nondimensional solution, Eq. 25-23, remains valid if the follow- 
ing modified definition is used: 

to+ t o = - -  * X 0 - L  

U f w  f w  
(25-42) 

Note that the relative time, 9 = t/to, for the peak concentration to reach a given loca- 
tion, is the same for all chemicals, although t and to depend onf,. Thus the growth of 
the nondimensional standard deviations with the nondimensional time 9 (Eq. 25-24) 
is independent of sorption. All the compounds have the same nondimensional stan- 
dard deviation, s, when they pass by some fixed location x. Of course, the less sorb- 
ing substances arrive sooner at x than the more sorbing ones. In contrast, an observer 
measuring C, as a function of time at aJixed location x, for instance, at the well, has 
a different view: since the concentration clouds are passing by the point of observa- 
tion with their individual velocity, f,ii , the C,(t) curve appears as a broader signal 
for the slow (sorbing) compound than for the fast (nonsorbing) one. 



1172 Groundwater 

Liquid chromatography can be used to picture the transport of sorbing chemicals in 
an aquifer. If at a given time the concentration distributions of various compounds 
along the column of an ideal system could instantaneously be measured, then their 
variance, 02, would be linearly related to the distance that they have traveled. When 
the concentration cloud reaches the detector at the end of the column, the concentra- 
tion is determined as a function of time. Thus, the early peaks are narrower than the 
later ones. 

Sorption also affects the absolute value of C,, particularly C,,,. Given the total mass 
input, 'M (Eq. 25-25), only the fractionf,M is dissolved; thus, all concentrations in 
the dissolved phase are reduced by the factor f,. 

2. Step input: All the (conclusions drawn for the pulse input can directly be 
transferred to the step input. The concentrations, if expressed for the nondimensional 
coordinates 6 and 8, are not affected by sorption; the shape of the concentration 
curve along x for a fixed time is independent of sorption. Yet, when the front passes 
by a fixed location x, the time needed for the concentration to increase from, say, 5% 
to 95% of the maximum concentration, grows as (f,)-'. This can be directly 
deduced from Table 25.2, where the duration of the passage of the front is quantified 
by the nondimensional time interval A0 = 695  -€I5. This value does not depend on 
sorption, but after transformation back into real time it does (see Eq. 25-42): 

A t * = t , * A 8 = t , A 6 / f w = A t /  fw (25-43) 

Of course the absolute time for the front to reach a given location increases as 
<fw I-'. 

(3) Sinusoidal input: All properties of the sinusoidal input scenario can be expressed 
by the two nondimensional numbers, Pe and Q. Whereas Pe is not affected by 
sorption, Q is modified (,Eq. 25-35): 

(25-44) 

Thus, sorption affects C(E,,6) in the same way as if the angular frequency o were 
increased by the factor (f,)-' or the period z were reduced by fw. As shown in Fig. 
25.7, such a change causes both the attenuation & and the specific phase shift p to 
grow. In Illustrative Example 25.6 we look at the influence of sorption on the trans- 
port of tetrachloroethene (PCE) in an aquifer. 

Effect of Transformation Processes 

As a last step, a first-order (linear) reaction is added to the advective-diffusive equa- 
tion of a sorbing substance, Eq. 25-39: 

where k,, and k , ,  are the first-order reaction rates for the dissolved and sorbed 
phase, respectively. This equation can also be written as: 



Sorption and Transformations 1173 

ac, --*acw * a2cw 
at ax ax --U - + E d i s T - k r C w  (25-46) 

where U*,  E& were defined in Eq. 25-4 1, and with the apparent first-order rate con- 
stant: 

1-fw 
f w  

k ,  s k: = kr,w + - 
(25-47) 

Steady-state solutions of Eq. 25-46 are discussed in Box 22.1. The solution depends 
on two nondimensional numbers, on the Peclet Number Pe (Eq. 22-1 la) and on the 
Damkohler Number (Eq. 22-1 lb): 

E& kf 
Da=- 

In nondimensional form, the steady-state version of Eq. 25-46 is: 

-- d2Cw Pe- dCW -PeDa2Cw = O  
dE2 dE 

(25-48) 

(25-49) 

It has the solution (see Eq. 22-10 and Box 22.1 with J =  0): 

(25-5 0) X 
Cw ( E )  = AI eh;! + AI ; 4 = - 

xo 

The coefficients A ,  and A,  are fixed by two boundary conditions. The nondimension- 
a1 eigenvalues, h", are (Box 22.1, Eq. 10): 

sgn(U*) k (1 + 4Da}1'2] , a = 1,2 ha=-[ Pe 
2 

(25-5 1) 

Figure 22.3 shows schematically the shape of the solution Cw(E) for different values 
of Pe and Da. In Illustrative Example 25.7 we discuss the infiltration of benzylchloride 
(BC) into an aquifer; BC is hydrolyzed in the aqueous phase. 

Solutions of Eq. 25-46 for nonsteady-state conditions are difficult to obtain analyti- 
cally, yet numerical procedures are straightforward. For the case of slow reactions, 
more precisely for Da << 1, the solution can be approximated by multiplying the 
time-dependent solution for a conservative substance with the exponential factor 
exp (-k,* t ) .  For instance, for the pulse input Eq. 25-20 is modified into: 

C(x,t) = (M I $>e-k:f exp[- (x - ii*t)2 ), Da<c1 (2 5 - 5 2) 
2 (n E:, t)"' 4 E,& t 

and correspondingly for Eq. 25-28 (step input) and Eq. 25-33 (sinusoidal input). 

(see Illustrative Example 25.7page I1 77) 
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Figure 25.8 Conceptual view of a 
saturated porous medium with 
colloids. The black dots represent 
the contaminant that is dissolved, 
sorbed on soil matrix particles, or 
sorbed on colloids. The colloids 
themselves can sorb on the soil 
matrix. Adapted from Corapcioglu 
and Jiang (1 993). 

The Role of Colloids in Pollutant Transport 

The influence of colloids on the transport of chemicals in groundwater has recently 
become an important issue in groundwater research. Colloids can be important for the 
transport of contaminants; they may also influence remediation efforts of 
contaminated aquifers, Areview of the topic is given by Corapcioglu and Jiang (1993). 

It would lie far beyond the aim of this chapter to introduce the state-of-the art 
concepts that have been developed to quantify the influence of colloids on transport 
and reaction of chemicals in an aquifer. Instead, a few effects will be discussed on a 
purely qualitative level. In general, the presence of colloidal particles, like dissolved 
organic matter (DOM), enhances the transport of chemicals in groundwater. Figure 
25.8 gives a conceptual view of the relevant interaction mechanisms of colloids in 
saturated porous media. A simple model consists of just three phases, the dissolved 
(aqueous) phase, the colloid (carrier) phase, and the solid matrix (stationary) phase. 
The distribution of a chemical between the phases can be, as first step, described by 
an equilibrium relation as introduced in Section 23.2 to discuss the effect of colloids 
on the fate of polychlorixlated biphenyls (PCBs) in Lake Superior (see Table 23.5). 

For the case of the PCBs it has been shown that sorption on colloids enhances the 
"dissolved" concentration which is usually determined on filtered samples in which 
most colloids are still present. Since the colloidal fraction contributes neither to air/ 
water exchange nor to sedimentation (only the large particles, not the colloids, sink 
to the bottom), the effect of the colloids can result in an increase of the residence 
time of the chemical in the lake. 

In contrast, transport of chemicals through groundwater systems is generally 
enhanced by colloids. Though colloids may become immobile due to attachment to 
the solid matrix, part of them are moving with the water. Thus, chemicals that are 
sorbed on colloids and not on the solid matrix are not (or not as strongly) retarded as 
one would calculate by using the relative dissolved fraction, fw. 

An additional process that enhances transport is due to the typical velocity distribution 
within the pores of the aquifer. Since colloids mainly move in the central parts of the 
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larger pores, their effective flow velocity may be larger than E. Remember that ii 
represents an average of all the velocities in the aquifer. Colloids have the tendency 
to select the faster streamlines. This phenomenon is called hydrodynamic chroma- 
tography (Small, 1974; Stoistis et al. 1976). 

Even a simple mathematical model for transport on colloids in an aquifer must 
include dynamic equations for the dissolved phase and for the colloids. The latter 
equation describes the migration, immobilization, and detachment of the colloids. 
More sophisticated models include dynamic equations for sorption and desorption 
of the chemical onto colloids and the stationary solid phase. 

Models and Reality 

The aim of this chapter was to present some of the basic mechanisms that determine 
the fate of organic pollutants in porous media. In order to achieve a general under- 
standing, simple models were presented that have explicit mathematical solutions. 

The price that is paid for this kind of simplicity is obvious to the specialist. There are 
numerous reasons why real systems do not behave as described above. However, 
one can understand the complex case only once the simple one has been analyzed. 

Brusseau (1 994) gives an overview on the real behavior of reactive contaminants in 
heterogeneous porous media. The reader can also find a large updated list of references 
on transport in porous media. Just a few phenomena are shortly mentioned here: 

1. The presence of macropores as well as of dead end zones causes a real breakthrough 
curve to look quite differently fiom that given by Eq. 25-28. Real breakthrough curves 
may rise earlier (early breakthrough) and smear out later. It may take longer to reach 
the full concentration since the exchange of water and chemicals is slow between the 
macropores and the pores which are less well connected to the main flow. 

2. Sorption kinetics: Sorption and desorption may not always be fast compared to 
other processes, such as advection and dispersion. In addition, the sorption equilibrium 
does not necessarily follow a linear relationship. 

3. Transport in unsaturated aquifers, especially in their gaseous phase, may lead to 
rather complicated situations. 

4. Kinetics of microbial growth: In the case of a sudden contamination of an aquifer 
by a chemical compound, the buildup of the appropriate population of microorganisms 
able to decompose the compound may be a slow and complicated process. Such 
situations have to be simultaneously analyzed by field observations and models, but 
the latter may become rather complicated. 

5. The heterogeneity of porous media with respect to their hydraulic permeability 
poses one of the most difficult problems. This is especially true for aquifers formed 
by glacial and fluvial deposits. Prediction of breakthrough curves may become im- 
possible if a few long macropores or highly conducting layers are present in which 
water moves at a speed 10 or 100 times faster than the effective mean velocity. Such 
situations are still full of surprises, even to the specialist. 
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Illustrative Example 25.6 Transport of Tetrachloroethene in Groundwater System S 

“‘XC’ CI CI 

tetrachloroethene 
PCE 

Mj = 165.8 gmol-l 

(a) Problem 

Calculate the retardation factor, fw, for tetrachloroethene (PCE, see Box 21.2 and 
Illustrative Example :!I .5) in Groundwater System S. The fraction of organic car- 
bon in the solid aquifer material is 0.8%0; the density of the solids is ps = 2.5 g ~ m - ~ .  

Answer 

The Kd value of PCE is determined by the &action of organic carbon in the solid aquifer 
material&, = 0.0008, and the corresponding distribution coefficient, K, (Eq. 9-22): 

Kd = f, KO, 

Estimate KO, from the octanol-water partition constant, KO,, using the linear free 
energy relationship (Eq. 9-26f), with log KO, = 2.88 (Appendix C): 

log K ,  = 0.96 log KO, - 0.23 = 2.53 

thus, KO, = 340 L kgii and Kd = 0.27 L kg-’. Since the empirical relations given for Kd 
and KO, in Chapter 9 refer to values expressed in units of L kg-’, the solid density ps has 
to be expressed in units of kg L-‘ = g ~ m - ~ .  From Eq. 25-40, the dissolved fraction of 
PCE is (I$ = 0.3 1): 

f, =(1+0.27Lkg-lx2.5 0.31 

(b) Problem 

Calculate the annual sinusoidal variation of the PCE concentration in the wells of 
Groundwater System S relative to the variation in River R. Compare this number 
with the relative variation of a nonsorbing chemical such as 2,4-dinitrophenol (see 
Illustrative Example 25.5). Determine the time lag of oscillation in the well relative 
to the variation in the river. Use all three flow regimes of Illustrative Example 25.1. 

Answer 

With the dissolved fraction of PCE, fw = 0.40, the Attenuation Number Q’ for the 
annual variations becomes (see Eq. 25-44 and table in Illustrative Example 25.5): 

Q;zF[JR = 1.2, SZT = 0.23, = 0.10, respectively. Attenuation and retardation are 
calculated from Eq. 25-36 as explained for the case of the nonsorbing solute. The 
result is summarized in the table below. It demonstrates that the attenuation of PCE 
is not affected by the rather weak sorption of PCE. In contrast, the time lag strongly 
increases and in all cases reaches nearly the advective flow time. 

Measurements in an aquifer at the River Aare in Switzerland by Schwarzenbach et 
al. (1 983) show a time lag of about 4 months between the concentration in the river 
and in a well situated about 13 m from the river. The corresponding amplitude ratio 
is about 0.8. In the same aquifer, the annual temperature variation shows a shift of 
1 month from the river to the observation well. This demonstrates the more conser- 
vative (or less “sorbing”) nature of water temperature versus PCE. 
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Attenuation and Retardation of an Annual Input Signal of PCE withf, = 0.40 at the 
Wells of the Groundwater System 

Natural Pump 
Regime Regime I Regime I1 

Attenuation, e-'' (at 6 = 1) 

nonsorbing" 0.98 1 .oo 1 .oo 
PCE 0.87 0.99 1 .oo 

Time lag of oscillation, AT (days), Eq. 25-38b 
nonsorbing" -27 -5.4 -2.4 

PCE -68 -1 3 -5.8 

Advective flow time (days) 

nonsorbingb 27 5.4 2.4 

sorbing 68 14 6 .O 

" From Illustrative Example 25.5. From Illustrative Example 25.1. 

Illustrative Example 25.7 Infiltration of Benzylchloride into Groundwater System S 

Problem 

The concentration of benzylchloride in River R has a constant value of 3 pg L-l. 
When the infiltrating river water is flowing through the GWS, benzyl chloride is 
hydrolyzed and also sorbs to the particles of the aquifer. The rate of hydrolysis is 
assumed to be the same for the dissolved and the sorbed phase. Possible biodegra- 
dation of benzylchloride is disregarded. Calculate for the Natural Regime the 
concentration of benzylchloride at x = 3 m and at the wells (x = 30 m, see 
Fig. 25.2). The water temperature is 10°C. Assume that the rate of hydrolysis 
at 10°C is four times smaller than at 25°C. The octanol-water partition coefficient 
of benzylchloride is log KO, = 2.30 (Hansch and Leo, 1979). Use @=0.31, 
ps = 2.5 g ~ m - ~ ,  and f, = 0.0008 kg,kg;' to characterize the solid phase of the 
aquifer (Table 25.1). 

benzylchloride 

Mi = 126.6 gmol-1 
(BC) 

Hints and Help: One of the boundary conditions can be chosen at x = 0: C, = CRiver. 
Due to hydrolysis and biodegradation, benzylchloride eventually disappears com- 
pletely from the groundwater. Therefore, it can be assumed that C, = 0 for x + oq 
This serves to formulate the second boundary condition. 

Answer 

The half-life of benzylchloride with respect to hydrolysis at 25°C is 15 hours (see 
Table 13.6). Thus, at 10°C the first-order rate constant is: 
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Use Eq. 9-26a to calculate Koc: 

logK, =0.74~2.30+0.15=1.85 (Lkg-') 

thus K,  = 70 L kg-' and Kd = 0.0008 x 70 L kg-' = 0.056 L kg-'. The dissolved 
fraction of benzylchloride is calculated from Eq. 25-40: 

1 + 0.056 L kg-' x 2.5 kg L-' x 
0.3 1 

The relevant coefficients of Eq. 25-46 for the Natural Regime are (see Illustrative 
Example 25.2): 

U* = 0.'76 x 1.3 x 10-5 ms-' = 0.99 x 10-5ms-' 

E;, = 0.76 x 3.9 x 10-~m~s- '  = 3.0 x 10-5m2s-i 

kr* = 4.2 x 10-6s-' . 

Note that for the special case k,w= k,,,  kr* is k,wlfw. The extra factor cfw)-' compensates 
for the fact that in Eq. 25-46 kr* is multiplied only with the dissolved BC concentration, 
whereas here we assume that the hydrolysis affects the total (dissolved and sorbed) BC 
concentration. The Peclet Number (Eq. 25-13, with x, = 30 m) is affected neither by 
sorption nor by reaction: Pe = 10. The Damkohler Number is (Eq. 25-48): 

= 1.3 
3.0 x 10-5 x 4.2 x 106 

Da = 
(0.99 x 10-~), 

The eigenvalues, A*,, are (Eq. 25-51): 

A*, =-[lf{1+4x1.3}''*] 10 , 
2 

A*, 4 7 . 5  ; A*, =-7.4 

Since C,(x + m) = 0, the coefficient A ,  of Eq. 25-50 that belongs to the positive 
eigenvalue must be zero. Then, A ,  is just equal to the concentration in the infiltrating 
water: A ,  = 3 pg L-'. Thus: 

C, (5) = 3 pg L-' exp (-7.4 5) 

Evaluated at 5 = 1 (x, = 30 m) and 5 = 0.1 (x = 3 m): 

C,(X = 30 m) = 3 pg L-' x exp(-7.4) = 0.002 pg C' 

Cw(x = 3 m) = 3 pg L-' x exp(-0.74) = 1.4 pg L-' 

This result demonstrates that it may be worthwhile to drill wells not too close to the 
river even at the expense of a reduced yield of water. 
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Questions and Problems 

Questions 

Q 25.1 

Which characteristic properties make porous media different compared to other 
aqueous systems? 

Q 25.2 

Compare the typical transport processes in porous media with transport processes in 
lakes and in rivers. 

Q 25.3 

Explain the difference between specific discharge and effective mean flow velocity. 
What is effective porosity? 

Q 25.4 

What is the physical reason behind Darcy’s Law? Why can the specific discharge be 
related to the slope of the groundwater table? 

Q 25.5 

Explain the relation between hydraulic conductivity and permeability. Why can the 
latter be related to the square of the mean particle radius of the aquifer? 

Q 25.6 

Which mechanisms contribute to longitudinal dispersion in an aquifer? Why does 
the dispersivity depend on the scale over which transport in the aquifer is analyzed? 

Q 25.7 

The transport of a conservative tracer in an aquifer can be characterized by just one 
nondimensional number. By which one? If the chemical is consumed by a first-order 
reaction, a second nondimensional number becomes relevant as well. Which one? 

Q 25.8 

If a periodic concentration variation (e.g., in a river) penetrates into an aquifer, the 
amplitude is reducd and the signal retarded. Explain qualitatively which factors 
favor the amplitude reduction and which ones the retardation. 

Q 25.9 

The time of retardation of a periodic concentration variation at a fixed distance from 
the boundary (e.g., from the site of infiltration) has an upper limit. Which one? 

Q 25.10 

Explain the effect of sorption on the transport of a chemical in an aquifer. 
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Q 25.11 

How can colloids affect the transport of a chemical in an aquifer? 

OH 

NO2 

2,4-dinitrophenol 
M, = 184.1 gmol-I 

Q 25.12 

Which properties of the aquifer or of the chemicals may limit the validity of the 
linear transport equation (e.g., Eq. 25-45)? 

Q 25.13 

What can we learn from a breakthrough curve of a chemical in an aquifer? 

Problems 

P 25.1 Assessing the Effect of River Water Pollution on the Quality of the Bank 

You are responsible for the safe operation of a drinking-water supply system that 
gets its raw water from a well located close to a river. From tracer experiments you 
know that the effective mean flow velocity is U = 3  m d-' and that the distance along 
the streamline from the point of infiltration to the well is x, = 18 m. The dispersivity 
of the aquifer for this distance of flow is aL = 5 m. In order to be prepared for a 
possible pollution event in the river you are interested in the following questions: 

Filtrate Used for Drinking- Water Supply 

Problem (a) 

In order to prevent polluted river water from reaching your drinking-water system, 
you want to know how much time you have to turn off the pumps once a pollution 
cloud in the river has reached the location adjacent to the well. In your consider- 
ations you assume that the concentration of the pollutant suddenly increases from 0 
to a value 10 times above the maximum tolerable drinking-water concentration and 
then remains at this level. (1) Take the worst-case scenario and calculate how much 
time you have to turn off the pumps. (2) How much does this time change if you 
assume that the concentration in the river reaches 1000 times the maximum tolerable 
drinking-water concentration? 

Hints and Help: Use the equations derived for the step input to model the pollution 
scenario. Think about the appropriate choice offw in order to cover the worst case. 

Problem (b) 

One day, measurements in the river suddenly show rather high concentrations of 
2,4-dinitrophenol. Further observations show that the values vary on a weekly basis 
and reach maximum concentrations C,, = 3.5 pg L-' during the week and minimum 
concentrations Cmin = 1.3 pg L-' over the weekend. Calculate the maximum concen- 
tration of 2,4-dinitrophenol to be expected at the drinking-water well. The pH in the 
infiltrating water is 7.8. 

Hints and Help: Assume first that the concentration in the river can be described by 
a sinusoidal function with a period of one week. Then remember that any deviation 
from the sinus mode can be accounted for by superposition of harmonic oscillations 
of higher frequencies (Fourier series). Use Fig. 25.7 to prove that the attenuation of 
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c'x: CI 

trichloroethene 
W E )  

M, = 131.4 gmol-' 

CI CI 

( PCE) 
tetrachloroethene 

Mi = 165.8 gmol-' 

these faster modes is larger than the attenuation of the weekly mode and that there- 
fore they do not affect the result calculated for the weekly sinusoidal input variation. 

Problem (c) 

You wonder how much the weekly variation of trichloroethene, another pollutant, 
would be reduced from the river to the well. Use the following information on the 
aquifer: porosity $ = 0.37, solid phase density ps = 2.5 g ~ m - ~ ,  organic matter content of 
solid phasef,, = 0.01 kg,, kgi' . Compare this attenuation with the case of a concentration 
variation at the well that is caused by a short pollution pulse of trichloroethene in the 
river. To what &action is the maximum concentration reduced from the river to the 
pumping well? Assume At = 1 hour for pulse duration. 

P 25.2 Determining the Hydraulic Properties of an Aquifer from Observed 

You are interested in the hydraulic and geochemical properties of an aquifer, partic- 
ularly in its dispersivity and average organic matter content. Fortunately, at your 
disposition you have long-term time series of water temperature and tetrachloro- 
ethene (PCE) measured in two adjacent wells, 15 m apart from each other along the 
main flow direction in the aquifer. From earlier tracer experiments you are pretty 
sure that the two wells are located on the same streamline, that is, they "see" the 
same water passing by, although not at the same time. 

Concentration Time Series in Two Adjacent Wells 

Both water temperature and PCE concentration show a clear annual variation. The 
maximum (minimum) water temperature is registered in the first well about 18 days 
earlier than in the second one, and the temperature amplitudes are approximately 
equal in both wells. In contrast, the time lag observed for the concentration variation 
of PCE between the two wells is 6 months. The concentration amplitude of PCE in 
the downstream well, that is, the difference between maximum and mean concentration, 
is only about 65% of the amplitude in the upstream well, but the annual mean con- 
centrations are equal in both wells. 

Estimate the dispersivity of the aquifer, aL, and the relative dissolved fraction of 
PCE,fw. Calculate the organic carbon content,&,, of the aquifer material by using a 
rough estimate for the solid phase density, ps = 2.5 g cm-', and for the effective poros- 
ity @ = 0.35. 

Hints and Help: Assume, as a first approximation, that water temperature is a con- 
servative, nonretarded parameter. You can then interpret theyw value calculated for 
PCE as a retardation factor relative to water temperature. Then you may try to 
estimate the retardation of water temperature. To do so it may be helpful to assume, 
as a rough estimate, an average value for the specific heat of the solids in the aquifer, 
cp, of 1 J g-'K-'. 

P 25.3 Determining the Characteristic Transport Properties from Measurements 

You work in a research laboratory, and part of your duty is to determine the sorption 
behavior of a series of polycyclic aromatic hydrocarbons in laboratory columns. In 
one series of experiments you use a column that is 1 m long and has a diameter of 

of Breakthrough Curves in Laboratory Columns 
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Table 253 Breakthrough Experiment in the Laboratory 

Data from Chloride Experiment 

Time Since Chloride 
Beginning Concentration 

(hours) (mg L-l) 
~ 

12 
16 
20 
24 
28 
32 
36 
40 
44 
48 
52 
56 
64 
80 
90 

0 
1 
4 
10 
18 
28 
39 
51 
60 
67 
75 
80 

89 
96 
100 

Data from Naphthalene Experiment 

Time Since Naphthalene 
Beginning Concentration 

(hours) (nmol L-l) 

100 
200 
250 
300 
350 
400 
425 
450 
475 
500 
550 
600 

0 
30 
100 
200 
380 
490 
560 
620 
660 
710 
790 
850 

5 cm. The flow of water through the column is regulated by a pump at a constant 
discharge rate of 20 mL per hour. The column material is sterile to avoid biological 
transformation processes. Prior to every experiment the column is carehlly flushed 
and then kept saturated with pure water. 

Problem (a) 

With the first experiment, conducted with chloride, you want to determine the hydrau- 
lic parameters of the column. At time t = 0, the chloride concentration at the input is set 
to Cin = 100 mg L-' and then kept constant. Time series of chloride concentrations are 
measured at the outlet of the column. The results are given in Table 25.3. Determine 
the porosity @ and the dispersion coefficient Edis of the column. 

Problem (b) 

The second experiment is conducted with naphthalene. At t = 0, the concentration of 
naphthalene is set to a constant value of Cin = 1 pmol L-' and the naphthalene con- 
centration measured in the outlet as a fimction of time (Table 25.3). Calculate the 
relative dissolved fractionf, and the relative organic contentf,, of the column mate- 
rial. Use p, = 2.5 g 

naphthalene 
M, = 128.2 gmol-1 and the parameters determined for chloride. 
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Figure 25.9 Measured breakthrough 
curves from the Borden field 
experiment for tetrachloroethene 
(PCE) and chloride (Cl-). From 
Bmsseau (1994). 

P 23.4 Interpreting Real Breakthrough Curves 

A field experiment was conducted at the Canadian Air Forces Base Borden, Ontario, 
to study the behavior of organic pollutants in a sand aquifer under natural conditions 
(Mackay et al., 1986). Figure 25.9 shows the results oftwo experiments, the first one 
for tetrachloroethene, the second one for chloride. Both substances were added as 
short pulses to the aquifer. The curves marked as “ideal” were computed according 
to Eqs. 25-20 or 25-23. The measured data clearly deviate from the ideal curve. The 
“nonideal” curves were constructed by Brusseau (1994) with a mathematical model 
that includes various factors causing nonideal behavior. 

Give qualitative reasons to explain the experimental data. 

Hints and Help: The concentration curves in Fig. 25.9 are plotted versus pore vol- 
umes, V,, instead of time. Vp sums up the amount of water (per unit area) flowing 
through the aquifer expressed in units of pore space (per unit area) contained in the 
aquifer between input and output (location of measurement). Convince yourself that 
this variable is equivalent to time and that for ideal flow of a nonsorbing substance 
the maxima of the input and output curves, respectively, should be shifted by AVp = 1. 

0.3 

S 
0 .- 
c 

0.2 
.c c 
a, 
0 
S 
0 
0 
a, 

(d 
Q, 

.L 0.1 c - 
L 

ideal 

nonideal 

\ 
\ 
\ 
\ 
\ 
\ 

0 2 4 6 8 10 

pore volumes Vp 

1.0 1 I 

> 
(d 

.- 
c 

0.2 

0 
0 1 2 3 

pore volumes Vp 
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Clay liner 
Mainly kaolinite; assume that 1% 
is present as K+-kaolinite, the rest 
is mainly Na+- and Ca2+-kaolinite 
(see Ilustrative Example 11.4 and 
Table 11.2). 
p, = 2.65 g ~ r n - ~  
tortuosity T = 1.5 
f, = 0.0005 kg,kg;' 

@ = 0.4 
pH = 1.2 

T =  10°C 

P 25.5 Migration of Chemical Pollutants from Dump Site Through Clay Liner 

A clay liner of 1 m thickness protects the underlying groundwater from chemically 
polluted soil. The characteristics of the clay liner are given in the margin. The hydro- 
geologists assure you that no water can flow from the polluted area into the ground- 
water. However, you are also concerned with transport by diffusion and decide to 
estimate the minimum time needed for the four compounds listed below to reach the 
groundwater. Assume that negatively charged species do not sorb significantly to the 
clay. 

into the Groundwater 

Hints and Help: Estimate the transport time by assuming that the chemicals diffuse 
from a reservoir of constant concentration into the liner that at time t = 0 is assumed 
to be uncontaminated. Equation 25-41 may give you an idea how to calculate the 
effective diffusion coefficient through the liner. Select the most critical compound 
among the four. What is the criterion? 

NO2 CI NO2 
1,3-dichlorobenzene 4-nitrotoluene 2,4,6-trichlorophenoI 2,4-dinitro-6-methylphenol 

log Kow = 3.47 log KO, = 2.38 log KO, = 3.72 (DNOC) 
(Appendix C) (Appendix C) pK, = 6.13 log KO, = 2 12 

(Appendix C) PK, = 4.31 
(Appendix C) 
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The Normal Distribution 

One-dimensional Normal (or Gaussian) Distribution: 

Probability to find a point inside the interval {-x, +x } : 

The error function erf(x) is defined in Section A.2. Table A. 1 gives specific numerical 
values of the normal distribution and its integral l , ( x ) .  

Two-dimensional Isotropic Normal Distribution: 

Use 12 = 2 + y2 
Isotropy means (T, = (T, (T 

Probability to find a point inside circle with radius r: 

r 

0 

= 1 - exp( --$I 
Integrals are listed in Table A. 1. 

Three-dimensional Isotropic Normal Distribution: 

?=x2+y2+22, (T,=(T =(T =cr 
Y Z  

p f ' ( r )  = e x p i , ' )  202 
(27C)K G3 

(A-3) 

(A-4) 

(-4-5) 

Probability to find a point inside a sphere with radius r: 

Z3(r) = pr'(r' ) 4nr' dr' = (i)' -$-[ex( -']rT2 dr' 
(A-6) i 0 202 

Integrals are listed in Table A. I 
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The Error Function and its Complement 

Error Function erf(x): 

Complement of the Error Function erfc(x) 
ca 

erfc (x) = 1 - erf (x) = 

Special values: erf (0) = erfc (-) = 0 

erf (-) = erfc (0) = 1 

erf (-x) = - erf (x) 

erfc (-x) = 2 - erfc (x) 

Numerical values of erf(x) and erfc(x) are given in Table A.2. 

For x = E << 1, the error h c t i o n  can be approximated by: 
3 

(A-7) 

(A-9) 
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Table A.l  The Normal Distribution p,(k) and its Integral. 5 = x/o is a Normalized 
Coordinate. For o = 1, x = 5 

0 .oo 
0.05 
0.10 
0.15 
0.20 
0.25 
0.30 
0.35 
0.40 
0.45 
0 S O  
0.55 
0.60 
0.65 
0.70 
0.75 
0.80 
0.85 
0.90 
0.95 
1 .oo 
1.10 
1.20 
1.30 
1.40 
1 SO 
1.60 
1.70 
1.80 
1.90 
2 .oo 
2.10 
2.20 
2.30 
2.40 
2 S O  
2.60 
2.70 
2.80 
2.90 
3 .OO 
4 .OO 

0.3989 
0.3984 
0.3970 
0.3945 
0.3910 
0.3867 
0.3814 
0.3752 
0.3683 
0.3605 
0.3503 
0.3429 
0.3332 
0.3230 
0.3123 
0.301 1 
0.2897 
0.2780 
0.266 1 
0.2541 
0.2420 
0.2179 
0.1942 
0.1714 
0.1497 
0.1295 
0.1 109 
0.094 1 
0.0790 
0.0656 
0.0540 
0.0440 
0.0355 
0.0283 
0.0224 
0.0175 
0.0136 
0.0104 
0.0079 
0.0060 
0.0044 
0 .ooo 1 

0 .oooo 
0.0398 
0.0796 
0.1 192 
0.1586 
0.1974 
0.2358 
0.2736 
0.3108 
0.3472 
0.3830 
0.4176 
0.4514 
0.4844 
0.5160 
0 S468 
0.5762 
0.6046 
0.6318 
0.6578 
0.6826 
0.7286 
0.7698 
0.8064 
0.8384 
0.8664 
0.8904 
0.9108 
0.9282 
0.9426 
0.9544 
0.9642 
0.9739 
0.9784 
0.9836 
0.9874 
0.9906 
0.993 1 
0.9948 
0.9962 
0.9972 
0.9998 

0 .oooo 
0.0012 
0.0050 
0.01 12 
0.0198 
0.0308 
0.0440 
0.0594 
0.0769 
0.0963 
0.1 175 
0.1404 
0.1647 
0.1904 
0.2173 
0.2452 
0.2739 
0.3032 
0.3330 
0.3632 
0.3935 
0.4539 
0.5133 
0.5704 
0.6247 
0.6754 
0.7220 
0.7643 
0.8021 
0.8355 
0.8647 
0.8898 
0.91 11 
0.9290 
0.9439 
0.9561 
0.9660 
0.9739 
0.9802 
0.985 1 
0.9889 
0.9997 

0 .ooooo 
0.00003 
0.00027 
0.00089 
0.00210 
0.00408 
0.00699 
0.01099 
0.0 1623 
0.02282 
0.03086 
0.04044 
0.05162 
0.06444 
0.07892 
0.09504 
0.1 1278 
0.13210 
0.15293 
0.17518 
0.19875 
0.24939 
0.30381 
0.36084 
0.4 1925 
0.47783 
0.53545 
0.591 10 
0.64392 
0.69323 
0.73854 
0.77954 
0.81610 
0.84825 
0.8761 1 
0.89994 
0.92005 
0.93679 
0.95056 
0.96174 
0.9707 1 
0.99887 
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Table A.2 The Error Function and its Complement 

0 
0.05 
0.1 
0.15 
0.2 
0.25 
0.3 
0.35 
0.4 
0.45 
0.5 
0.55 
0.6 
0.65 
0.7 
0.75 
0.8 
0.85 
0.9 
0.95 
1 .o 
1.1 
1.2 
1.3 
1.4 
1.5 
1.6 
1.7 
1.8 
1.9 
2 .o 
2.1 
2.2 
2.3 
2.4 
2.5 
2.6 
2.7 
2.8 
2.9 
3 .O 

0 
0.056372 
0.1 12463 
0.1 67996 
0.222703 
0.276326 
0.328627 
0.379382 
0.428392 
0.475482 
0 S20500 
0.563323 
0.603856 
0.642029 
0.677801 
0.711156 
0.742101 
0.770668 
0.796908 
0.820891 
0.84270 1 
0.880205 
0.910314 
0.934008 
0.952285 
0.966 105 
0.976348 
0.983790 
0.989091 
0.992790 
0.995322 
0.997021 
0.998 137 
0.998857 
0.9993 1 1 
0.999593 
0.999764 
0.999866 
0.999925 
0.999959 
0.999978 

1 .o 
0.943628 
0.887537 
0.832004 
0.777297 
0.723674 
0.67 1373 
0.6206 18 
0.571608 
0.524518 
0.479500 
0.436677 
0.396 144 
0.357971 
0.3221 99 
0.288844 
0.257899 
0.229332 
0.203092 
0.179 109 
0.157299 
0.119795 
0.089686 
0.065992 
0.0477 15 
0.033895 
0.023652 
0 .O 16210 
0 .O 10909 
0.0072 10 
0.004678 
0.002979 
0 .OO 1 863 
0.001 143 
0.000689 
0.000407 
0.000236 
0 .ooo 134 
0.000075 
0.00004 1 
0.000022 
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PHYSICAL CONSTANTS AND UNITS 

B.1 

B.2 

B.3 

B.4 

B.5 

Some Useful Constants (IUPAC, 1988) 
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Water Phase Schmidt Numbers of Solutes 

Specific Properties of Dry Air 

Environmental Organic Chemistry, 2nd Edition. 
Rene P. Schwarzenbach, Philip M. Gschwend and Dieter M. Imboden 

Copyright 0 2003 John Wiley &L Sons, Inc. 



1192 Appendix 

Some Useful Constants (IUPAC, 1988) 
Atomic mass 
Avogadro’s number 
Boltzmann’s constant 
Elementary charge 
Faraday’s constant 
Gas (molar) constant 

Gravitational acceleration 

Molar volume of an ideal gas 
at 1 bar and 25°C 

Permittivity of vacuum 
Planck’s constant 
Zero of Celsius scale 

mu G 1.6605402 x kg 

NA 
k z 1.380658 x J K-I 
e z 1.60217733 x 10-19C 
F 
R 

z 6.0221367 x loz3 mol-1 

G 9.6485309 x lo4 C mol-* 
= k x N =  8.314510 J mol-’K-l 
= 0.083145 L bar mol-’K-l 

g = 9.80665 m s-* 

Kdealgas =24.465 L mol-l 
- 

E O  

h G 6.6260755 x J s 
0°C =273.15K 

z 8.854187 x 10-l2C V-’m-1 

Dimensions and Units of Physical Quantities 

Dimensions are: M = mass; L = length; T = time; I = current. 

Physical Quantity Name of Unit Symbol Dimensions SI Units 

Amount of photons einstein 
Concentration molar 
Dipole moment debye 
Electric charge coulomb 
Electrical potential volt 
Energy 

Force 

Frequency 
Length 

joule 
volt-coulomb 
watt-second 
erg 
liter-atmosphere 
calorie 
electron-volt 
newton 
dyne 
hertz 
Angstrom 
nanometer 
micrometer 
millimeter 
centimeter 
kilometer 

einstein 
M 
D 
C 
V 
J 
vc 
W S  

erg 
L-atm 
cal 
eV 
N 
dyn 
Hz 
A 
nm 
pula 
mm 
cm 
km 

M L-3 
I T L  
I T  
M L~T-31-1 

M L2T-2 

M L T-* 

T-’ 
L 

mol photons 
lo3 mol m-3 
- 3.34 x 1030 C m 
A s  
J C-l= kg m2s-3A-l 

N m = kg m2s-2 
J 
J 

101.325 J 
4.184 J 

kg m ss2 

s-1 

1 0-lo m 

m 
m 
m 

lo3 m 

10-7 J 

- 1.60 10-19 J 

10-5 N 

10-9m 
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Physical Quantity Name of Unit Symbol Dimensions SI Units 

Mass ton (metric) 
Pressure 

Time 

pascal 
bar 
atmosphere 
torr 
millimeter mercury 
pounds per square inch 
minute 
hour 

year (365.25 d) 
day 

Dynamic viscosity centipoise 
Volume liter 

milliliter 
microliter 

t 

Pa 
bar 
atm 

mm Hg 
psi 
min 
h 
d 
Yr 
CP 
L 
mL 

torr 

PL 

M lo3 kg 

M L-1T-2 N m-2 = kg m-1s-2 
105 pa 
10 1,325 Pa 
133.32 Pa - 133.32 Pa - 6.89 x lo3 Pa 

3 600 s 
86 400 s 
31 557 600 s 

M L-lT-' kg m-W 
L3 1 0-3 m3 

T 60s 

104 m3 
10-9 m3 

Specific Properties of Water Depending on Temperature 

P w  (kg m-3> density 

thermal expansivity 

r l W  (kg m%') dynamic viscosity 

v w = h w / r w  (m2s-') kinematic viscosity 

CP w (J kg-'K-') specific heat (at constant pressure) 

cp = 4.18 x lo3 J kg-'K-' for T = 20°C (Variation less than 1% from 0 to 30°C) 

hW (W m-'K-') specific conductivity of heat 

- h w  (m2s-') thermal difisivity 
% w - -  

cp W P W  

C%er a (g m-3) equilibrium concentration of water vapor in air 
in contact with liquid water 

Some of these properties are listed in Table B.3 for temperatures between 0 and 
30°C. 
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Table B.3 Specific properties of water as a function of temperature 
Tforp = 1.013 bar 

eq T a rl V Dth Cwater a 

(“C) ( 10-6 K-l) (10-3 kg m-W) ( 104 m2s-’) ( 104 m2s-l) (g m-3) 

0 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 

-68.05 
-50.09 
-32.74 
-15.97 

0.27 
16 .OO 
31.24 
46.04 
60.4 1 
74.38 
87.97 

101.20 
114.09 
1 26.65 
138.90 
1 50.87 
162.56 
173.98 
185.15 
196.08 
206.78 
217.27 
227.54 
237.62 
247.50 
257.21 
266.73 
276.10 
285.30 
294.35 
303.25 

1.787 
1.728 
1.67 1 
1.618 
1.567 
1.518 
1.472 
1.428 
1.386 
1.346 
1.307 
1.270 
1.235 
1.202 
1.169 
1.139 
1.109 
1.081 
1.053 
1.027 
1.002 
0.978 
0.955 
0.932 
0.91 1 
0.890 
0.870 
0.85 1 
0.832 
0.814 
0.797 

1.787 
1.728 
1.672 
1.618 
1.567 
1.519 
1.472 
1.428 
1.386 
1.346 
1.308 
1.271 
1.236 
1.202 
1.170 
1.140 
1.1 10 
1.082 
1.055 
1.029 
1.004 
0.980 
0.957 
0.934 
0.913 
0.893 
0.873 
0.854 
0.835 
0.818 
o .a00 

0.134 4.84 
5.2 
5.6 
6 .O 
6.4 
6.8 
7.3 
7.8 
8.3 
8.8 

0.138 9.4 
10.0 
10.7 
1 1.4 
12.1 
12.8 
13.6 
14.5 
15.4 
16.3 

0.142 17.3 
18.3 
19.4 
20.6 
21.8 
23 .O 
24.4 
25.8 
27.2 
28.7 

0.146 30.3 
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Water Phase Schmidt Numbers of Solutes 

Water phase Schmidt number of solute i: 
SC, =s 

D i w  

Table BA Schmidt Numbers Sc,, = vw / Djw of Gases Dissolved in Water 

0 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 

~ 

1915 
1795 
1683 
1580 
1484 
1395 
1312 
1235 
1163 
1097 
1035 
977 
923 
872 
825 
78 1 
740 
70 1 
665 
63 1 
599 
569 
540 
514 
489 
466 
443 
422 
403 
384 
367 

1902 
1785 
1677 
1577 
1484 
1397 
1317 
1242 
1172 
1107 
1046 
989 
936 
886 
840 
796 
755 
717 
68 1 
647 
615 
585 
557 
53 1 
506 
482 
460 
439 
419 
400 
383 

161 1 
1507 
1412 
1323 
1241 
1165 
1094 
1028 
968 
91 1 
858 
809 
763 
72 1 
68 1 
643 
609 
576 
546 
517 
490 
465 
44 1 
419 
398 
379 
360 
343 
327 
31 1 
297 
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Specific Properties of Dry Air 

po  = 1.0133 x 105 Pa (mean pressure at sea level). See Section B.3 for 
definitions. 

pa = 1.293 kgm-3 T = 0°C 
1.270 T =  5°C 
1.247 T =  10°C 
1.226 T =  15°C 
1.205 T = 20°C 
1.184 T = 25°C 

V, = 0.13 cm2s-' T = 0°C 
0.15 T = 20°C 

cpa = 1.005 x 103 J kg-'K-' T =  20°C 

ha = 2.56 x 102 W m-'K-' T =  20°C 

Dtha = 2.11 x 10-5 rn2& T =  20°C 
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Appendix C 

PHYSICOCHEMICAL PROPERTIES OF ORGANIC COMPOUNDS 

Appendix C contains the names, molecular formula, molar mass (MJ,  density (pi), 
melting point (Tm), boiling point (Tb), vapor pressure ( P:),  aqueous solubility 
( Czt ), air-water partition constant (Kjaw), octanol-water partition constant (Kio,,,), 
and acidity constant (Kia, where appropriate) of some environmentally relevant 
organic chemicals. Except for density (20°C), all data are given for 25°C. The data 
have been collected from various data compilations (and references cited therin) 
including Abraham et al. (1 994a and b), Hansch et al. (1 995), Lide (1 998), Mackay 
et al. (1992-97), Mitchell and Jurs (1998), Montgomery (1997), and Ruelle and 
Kesselring (1 997a and b). 

Environmental Organic Chemistry, 2nd Edition. 
Rene P. Schwarzenbach, Philip M. Gschwend and Dieter M. Imboden 

Copyright 0 2003 John Wiley &L Sons, Inc. 
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Appendix D 

TEMPERATURE DEPENDENCE OF EQUILIBRIUM CONSTANTS 
AND RATE CONSTANTS 

D.l Temperature Dependence of Equilibrium Constants and Rate 
Constants as a Function of the Corresponding Enthalpy Changes 
and Activation Energies, Respectively 

D.2 Temperature Dependence of the Ion Product of Water 

Environmental Organic Chemistry, 2nd Edition. 
Rene P. Schwarzenbach, Philip M. Gschwend and Dieter M. Imboden 

Copyright 0 2003 John Wiley &L Sons, Inc. 



1210 Appendix 

Table D.1 Temperature Dependence of Equilibrium Coristants (Kilz, K,) or Rate Constants ( k )  as a Function of 
the Corresponding Enthalpy Changes [A12Hi (Eq. 3-51), &@ (Eq. 8-20)] or Activation Energies [E, (Eq. 12-30)], 
Respectively. Values Given as Percent of the Value at 25°C (T = 298 K) 

A12Hi 9 A@ * Average factor for 
or E, a change in tem- 

(kJ-mol-') 0°C 5°C 10°C 15°C 20°C 25°C 30°C 35°C 40°C peratureof 10°C 

10 
15 
20 
25 
30 
35 
40 
45 
50 
55 
60 
65 
70 
75 
80 
85 
90 
95 
100 
105 
110 
115 
120 
125 
130 
135 
140 
145 
150 

69.1 
57.4 
47.7 
39.7 
33 .O 
27.4 
22.8 
19.0 
15.8 
13.1 
10.9 
9.1 
7.5 
6.3 
5.2 
4.3 
3.6 
3 .O 
2.5 
2.1 
1.7 
1.4 
1.2 
1 .o 
0.8 
0.7 
0.6 
0.5 
0.4 

74.8 
64.7 
55.9 
48.4 
41.8 
36.2 
31.3 
27.1 
23.4 
20.3 
17.5 
15.1 
13.1 
11.3 
9.8 
8.5 
7.3 
6.3 
5.5 
4.7 
4.1 
3.5 
3.1 
2.7 
2.3 
2 .o 
1.7 
1.5 
1.3 

80.7 86.9 
72.6 81.0 
65.2 75.6 
58.6 70.4 
52.6 65.7 
47.3 61.2 
42.5 57.1 
38.2 53.2 
34.3 49.6 
30.8 46.3 
27.7 43.1 
24.9 40.2 
22.4 37.5 
20.1 35.0 
18.1 32.6 
16.2 30.4 
14.6 28.3 
13.1 26.4 
11.8 24.6 
10.6 23.0 
9.5 21.4 
8.5 20.0 
7.7 18.6 
6.9 17.3 
6.2 16.2 
5.6 15.1 
5.0 14.1 
4.5 13.1 
4.0 12.2 

93.3 
90.2 
87.1 
84.2 
81.3 
78.6 
75.9 
73.3 
70.9 
68.5 
66.2 
63.9 
61.7 
59.7 
57.6 
55.7 
53.8 
52.0 
50.2 
48.5 
46.4 
45 .3 
43.8 
42.3 
40.8 
39.5 
38.1 
36.8 
35.6 

100.0 
100 .o 
100 .o 
100 .o 
100 .o 
100 .o 
100 .o 
100 .o 
100.0 
100 .o 
100 .o 
100 .o 
100 .o 
100 .o 
100.0 
100 .o 
100.0 
100 .o 
100.0 
100.0 
100.0 
100 .o 
100 .o 
100.0 
100.0 
100 .o 
100 .o 
100 .o 
100 .o 

106.9 
110.5 
114.2 
118.1 
122.1 
126.3 
130.5 
134.9 
139.5 
144.2 
149.1 
154.2 
159.4 
164.8 
170.4 
176.1 
182.1 
188.3 
194.6 
201.2 
208.1 
215.1 
222.4 
229.9 
237.7 
245.7 
254.1 
262.7 
271.6 

114.0 
121.7 
130.0 
138.8 
148.2 
158.2 
168.9 
180.3 
192.6 
205.6 
219.5 
234.4 
250.2 
267.2 
285.3 
304.6 
325.2 
347.2 
370.8 
395.9 
422.7 
45 1.3 
48 1.9 
514.5 
549.3 
586.5 
626.2 
668.6 
713.9 

121.3 
133.7 
147.2 
162.2 
178.6 
196.8 
216.8 
238.8 
263 .O 
289.7 
319.2 
351.6 
387.3 
426.6 
469.9 
517.6 
570.2 
628.1 
691.8 
762.1 
839.5 
924.7 
1018.6 
1122.0 
1236 .O 
1361.5 
1499.7 
1652.0 
1819.8 

I .2 
I .2 
1.3 
1.4 
1.5 
1.6 
1.8 
1.9 
2 .o 
2.2 
2.3 
2.5 
2.7 
2.9 
3.1 
3-3 
3.6 
3.8 
4.1 
4.4 
4.7 
5.1 
5.4 
5.8 
6.3 
6.7 
7.2 
7.8 
8.3 

Table D.2 Temperature Dependence of the Ion Product of Water 
(from Stumm and Morgan, 1996) 

T/"C Kw PKW T/"C KW PKW 

0 0.12 x lO-I4 14.93 20 0.68 x 10-14 14.17 
5 0.18 x 10-14 14.73 25 1.01 x 10-14 14.00 
10 0.29 x 10-14 14.53 30 1.47 x 10-14 13.83 
15 0.45 x 10-14 14.35 35 5.48 x lO-I4 13.26 

~~ ~~ ~~ 

log K,,, = 4 4 7 1  / T +  6.0875 -- 0.01706 T (T in K). 
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Table E.l Masses, Volumes, and Areas of the Earth 

Mass of Earth 
Atmosphere 
Stratosphere 
Oceans 
Water in atmosphere 
Surface fresh water 

Area total 
Total land 

Eurasia 
Africa 
America 
Antarctica 
Oceania 

5.98 x 1024 kg 
5.14 x 101* kg 
0.5 x 101* kg 
1.4 x 1021 kg 
1.3 x 10l6 kg 

1.26 x 1017 kg 

5.10 x 1014 mz 
1.48 x 1014 m2 

0.536 x l O I 4  m2 
0.298 x l O I 4  m2 
0.417 x 1014 m2 
0.149 x 1014 m2 
0.089 x 1014 m2 

Ice-free land 
Total ocean 

1.33 x 1014 m2 

1.66 x 1014 m2 
0.83 x 1014 m2 
0.65 x 1014 m2 
0.14 x 1014 m2 
0.33 x 1014 m2 

Volume of oceans 
Volume of mixed ocean layer 2.7 x 1OI6 m3 
Mean ocean depth 3740 m 
Mean depth of oceanic mixed surface layer 75 m 

3.61 x 1014 m2 
Ice-free Pacific Ocean 
Ice-free Atlantic Ocean 
Indian Ocean 
Ice-free Arctic ocean 

Sea ice (average) 
137 x 101* m3 

Table E.2 Stocks and Flows of Water on Earth 

Volume of oceans 
Ice 
GroundwateP 
Freshwater lakes 
Saline lakes and inland seas 
Soil water 
Atmosphere 
Water in living biomass 
Average amount in stream channels 

Global flow rates of water 

1370 x l O I 5  m3 
29 x 1015 m3 

8.3 x 1015 m3 
0.125 x 10l5 m3 
0.104 x 1015 m3 
0.067 x 10l5 m3 
0.013 x l O I 5  m3 
0.003 x 10l5 m3 
0.001 x l O I 5  m3 

total flux flux per areab 
(10'2 m3yr1) tm Yr-9 

Precipitation on the sea 40 1 1.11 
Evaporation from the sea 456 1.26 
Precipitation on land 108 0.73 
Evapotranspiration from the land 62 0.42 
Runoff 46 0.31 

a About one half of the stock lies within a depth of 1 km. per land or ocean area, respectively 
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Abiotic transformation of compound 

Absorbance 

definition; 459, 556 

definition; 61 5 
determination of; 616 

definition; 277 

definition; 59 
into liquid phase; 67 

Absorption 

Absorption of compound from gas phase 

Absorption of radiation; See Light absorption 

Absorption spectrum of compound; See 

Acid 

Electronic absorption spectrum 
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Fig.; 933 
calculation of air-water distribution, Ill. 

Ex.,; 269 
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Acid catalyzed hydrolysis reaction 
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mechanism and scheme of carboxylic acid 
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Acid catalyzed hydrolysis reaction rate 
function of pH, for carboxylic acid esters, 

esters; 521 

Fig.; 514 

Acid derivative 
hydrolysis reaction, general mechanism; 5 13 
hydrolysis reaction products; 5 13 
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acid-to-base concentration ratio and pH; 249 
as criterion for ease of base as leaving 

calculation from Hammett correlations, Ill. 
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determination of; 248 
determination of and literature to data; 261 
cffcct of substituent; 261 
effect of substituent and effect of type of 

cffect of substituent at aromatic acids, Fig.; 262 
estimation of value; See Hammett correlation 

interpretation of; 249 
microscopic and macroscopic in 

zwittcrions; 255 
temperature dependence; 252 
thermodynamic and operational; 248 
values at various temperatures, Tab.; 252 
values of selectcd organic acids, Tab.; 250 
values of selected organic bases, Tab.; 251 
values of water at various temperatures, 

group; 491 

Ex.; 266 

acid; 263 

method 

Tab.; 252 

Acidity constant of oxide surface; 420 
as function of pH; 420 
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bimolecular elimination reaction, Fig.; 510 
first-order nucleophil substitution, Fig.; 496 
second-order nucleophil substitution, Fig.; 495 
and universal reaction rate constant; 479 

definition in Arrhenius equation; 478 
calculation from laboratory data, Ill. Ex.; 515 
change of by enzyme catalysis; 696 
nonenzymatic and enzymatically catalyzed, 

in one-electron reduction reaction, Fig.; 584 
valuc range of hydrolysis of carbamates; 53 1 
value range of hydrolysis of carboxylic acid 

value range of hydrolysis of carboxylic acid 

values, substitution and elimination reaction, 

Activation energy of reaction 

Fig.; 696 

amide; 527 

cster; 520 

Tab; 508 

Active uptake by microorganism 
by system of exterior membrane; 69 1 
examples and energetic mechanism; 738 

Activity coefficient of compound 
and cosolvent type, Fig.; 166, 167 
calculation for binary mixture, Ill. Ex.; 170 
and cavity formation in solvent; 81 
in different solvents, values, Tab. 3.2; 82 
and excess free energy; 82 
as function of cosolvent fraction, Fig.; 169, 167 
as function of solutcs molar volume, Fig.; 167 
in ideal solution or ideal mixture; 183 
in ideally diluted solution; 183 
influence of phase mixing; 186 
in liquid solution, as function of cosolvent; 3 11 
as pure liquid and as solute; 80 
value and reference state; 80 
values for ideal solution in various solvents, 

values for selected cosolvents, Tab.; 168 

definition; 80 
calculation for water, sediment, organism, Ill. 

Ex; 359 
calculation from actual and saturation 

concentr.; 357 
change in biomagnification along food 

chain; 368 
and concentration in equilibrium constant; 66 
and concentration in Freundlich constant; 28 1 
as a measure of disequilibrium; 356 
and reference state; 80 
at saturation pressure of pure liquid; 356 
at solubility concentration in liquid solu- 

temperature dependence; 357 

Acute toxicity of compound 
and baseline toxicity; 377 
relation to baseline toxicity, Fig.; 379 
toxic ratio, definition; 378 

definition; 30 

carbon dioxide addition (carboxylation); 73 1 
fumarate addition; 730 
hydration with water of substrate double 

initial step in degradation reactions; 702 
reaction sequence of benzylsuccinate synthase 

reaction sequence of carboxylation; 733 

definition; 59, 277 

from air on surface; See Air-surface adsorption 

Tab; 188 

Activity of compound 

tion; 356 

Acyclic 

Addition reaction, microbial 

bond; 734 

Fig; 732 

Adsorption 

Adsorption of compound 
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Advection; 779 
Advection/diffusion equation; See Diffusion/ 

Advection/reaction equation in river 

Advective transport of compound 

advertion equation 

stationary solution of; 11 10 

concentration profile and flux, Fig.; 1007 
distance of; 1013 
timeof; 1012 
time, relative to diffusion time: 1012 
and turbulent difision, patch development, 

Fig.; 1031 

Aerobic respiration 
definition; 57 1 
role of oxygen in biologically catalyzed 

step in organic compound oxidation, Fig.; 570 

salt surface as sorbent in marine environ- 

as sorption surface; See Air-surface adsorption 

as sorption surface; See Air-surface adsorption 

contaminating laboratory samples, Ill.  Ex.; 197 
contaminating olive oil, Ill. Ex.; 196 

reactions; 57 1 

Aerosol 

ment; 400 

Air filter 

Air pollution 

Air-apolar surface partition constant of 

as function of London dispersive energy, 
compound 

Fig.; 72 

Air-aqueous phase; See Air--water 

Air-hexadecane partition constant of com- 

as function of London dispersive encrgy, 

LFER parameters for saturation pressure, 

pound 

Fig.; 71 

Fig.; 117 

definition; 185 
calculated vcrsus experimental values, Fig.; 193 
comparison of different solvents; 186 
derived from two connccted partition con- 

dinlension of; 184 
estimation from molecular data, LFER; 192 
in dry versus in wet octanol, Fig.; 187 
LFER for two apolar solvents, Fig.; 190, 191 
LFER for two polar solvents, Fig.; 191 
LFER for two solvents; I89 
multiparameter LFER, values for solvents, 

for organic solvent/watcr mixture; 201 
and saturation pressure; 189 
schematic picture of relations, Fig.; 186 
temperature dependence; 185, 195 
values for various compounds and solvents, 

Air-organic solvent partition constant 

stants; 215 

Tab.; 194 

Tab.; 188 

pound; 185 
Air-organic solvent partitioning of com- 

applications in naturc and in laboratory; 195 
olive oil contamination by air pollution, Ill. 

Ex.; 196 

sample contamination in the laboratory, Ill. 

schematic illustration of processes, Fig.; I86 
solvent effect; 185 
temperature effect; 185 

examples of; 182 
standard enthalpy change; 185 

impact of wind speed on water vapor, Fig.; 897 
of water vapor and wind speed, relationships, 

pure liquid, estimation of evaporation, I l l .  

summary for refcrencc and optional compound, 

valucs for two wind spccds, various compounds, 

of water vapor; 896 

definition; 362 
for calculating activity of compound in 

plant; 363 
deviation from cquilibrium; 371 
effect of seasonal temperature; 363 
prediction from air-octanol partitioning, 

Air-polar surface partition constant of 

Ex.; 197 

Air-organic solvent transfer of compound 

Air-phase transfer velocity of compound 

Tab.; 898 

Ex.; 898 

Tab.; 915 

Tab; 917 

Air-plant partition coefficient of compound 

Tab.; 362 

compound 

Fig.; 72 

pound 

as function of London dispersive energy, 

Air-pure liquid partition constant of com- 

definition; 68 
as function of London dispersive cnergy, 

Fig.; 69 
and saturation prcssurc; 68 

ab- or adsorption to smoke particlcs? Ill.  
Air-solid partitioning of compound 

Ex.; 406 

pound; 71 
Air-solid surface partitioning of com- 

Air-surface adsorption of compound 
compctition of water and organic sorbate; 392 
notation of process; 394 
schcniatic illustration, Fig.; 390 
on soil at various relative humiditics, Fig.; 395 
survey of important sorption phenomena; 391 

Air-surface partition coefficient of compound 
definition; 394 
calculation from molecular and surfacc 

data; 397 
calculation of sorption on vessel walls, Ill.  

Ex.; 402 
LFER for any surfacc and monopolar 

sorbates; 401 
LFER for apolar surfaces or for apolar 

sorbates; 401 
LFER using saturation pressure of pure 

liquid; 396, 400 
multiparameter LFER from sorbate and surface 

data: 396 

from sum of individual sorption interac- 

temperature dependence; 397 

definition; 269 
and air-water partition constant of com- 

pound; 269 

tions; 395 

Air-water distribution ratio of acid or base 

Air-water exchange of compound 
air-phase controlled; 893, 894 
and motion of molecules; 892 
boundary layer model; 906, 909, 91 2 
boundary layer model, typical transport time, 

direction of flux evaluation, Ill. Ex.; 890 
cffcct of chemical reaction, Ill. Ex.; 938 
effect of chcmical reaction, scheme of, 

cffcct of oil film thickness, Fig.; 930 
filmmodcl; 906, 908, 912 
film model, typical transport tinic, Tab.; 932 
flux enhanccment by rcactivc species; 936 
flux equations; 889 
impact of wind spced 901 
influence of chcrnical reactions; 93 1 
influence ofsurface film; 929 
influence of waves; 90 1 
low wind specd, Fig.; 905 
in one-box modelling of a pond, Ill.  Ex.: 1056 
physical processes at intcrface; 907 
surface rcnewal modcl; 869, 906. 908, 9 12 
surface renewal modcl, typical transport tirnc, 

tcmpcrature dependence; 91 3 
water-phasc controlled; 893, 894, 900 
wavc regimes and wind speed; 903 
wind pumping; 902 
wind speed probability distribution; 903 

bubble enhancement; 926 
calculation for two flow regimes, Ill. Ex.; I 1  13 
calculation for various roughnesses, Ill.  

eddy models; 922, 923 
flux of compound; I 1  11 
large eddy model, definition; 924 
of pesticide in the river Rhine, casc study; 1137 
small eddy model, definition; 923 

Air-water exchange velocity of compound; 892 
as function of Henry’s constant, Fig.; 895 
in air, reference compound and wind speed, 

in water, refercncc compound and wind speed, 

and shear vclocity in rivers; 922 
total; 915 
total, for two wind speeds, various compounds, 

total, function of the Henry’s law constant, 

total, given wind speed and temperature, Ill. 

total, influence of surfactant film; 929 
total, properties of various compounds, 

total, water as reference phase: 893 

Tab.; 932 

Fig.: 936 

Tab; 932 

Air--water exchange of compound in river; 921 

Ex.; 927 

Tab.; 914 

Tab.; 914 

Tab; 917 

Fig.; 918 

Ex.; 918 

Tab.; 916 
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Air-water interface 
characterized by the Henry’s law equilib- 

clouds in atmosphcre; 889 

Heniy’s Law constant 

stants; 215 

rium; 837 

Air-water partition constant; See also The 

derived from two connected partition con- 

Air-water partition constant of compound 
of acid or base; See Air-water distribution ratio 

bond contribution data for estimation, Tab.; 206 
critical evaluation of data; 203 
data compilations, references to; 203 
definition with Henry’s Law constant; 197 
determination by purge-and-trap method; 204 
cstimation from bond contributions, Ill. 

estimation from bond contributions LFER; 205 
estimation from molecular data by LFER; 205 
estimation from solubility and vapor pres- 

experimental determination methods; 203 
as function of London dispersive energy, 

for saltwater; 199 
schematic illustration of’partitioning, Fig.; 186 

aqueous concentration as function of time; 204 
effect of methanol concentration, Ill. Ex.; 202 
effect of solution composition; 199 
effect of solution composition, Ill. Ex.; 202 
of organic acids and bases; 269 
salt concentration effect, Ill. Ex.; 202 
schematic picture of processes, Fig.; 186 
temperature effect; 199 
and the Henry’s Law constant; 197 

Air-water transfer of compound 
in aqueous activity coefficient formulation; 148 
examples of; 182 
standard enthalpy change; 199 

definition; 32 

definition; 32 

definition; 32 

definition; 32 

definition; 32 

of acid or base 

Ex.; 207 

sure; 198 

Fig.; 71 

Air-water partitioning of compound; 197 

Alicyclic 

Aliphatic 

Alkane 

Alkene 

Alkyl group 

Amagat’s Law; 85 
Amount concentration of compound 

Amphipbilic compound 

definition; 85 

definition; 417 
micelle and hemimicelle formation at surface, 

Fig.; 440 

definition; 697 

definition; 423 

Anabolism 

Anion exchange capacity (AEC) 

Anoxic condition 
definition; 571, 694 
functional groups favoring biodegradation; 706 
microbial DDT degradation products, Ill. 

selcction criterion in biodegradation path- 
Ex.; 729 

way; 694, 703 
Antbropogenic chemical 

Antibonding electron orbital 

definition; 4 

definition and symbolism in drawing struc- 
ture; 613 

Antoine equation; 105 
Apolar compound 

definition; 62 
adsorbed on mincral surface, illustration, 

Fig.; 393 
adsorption on water surfacc of gasoline: 72 
lipid-water vs. octanol-water partitioning, 

partition constant as funct. of vdW parameter, 

partitioning in organic solvent-watcr sys- 

protein-water vs. octanol-water 

as surrogatc for apolar living medium; 339 
in water, reordering of water molecules; 144 

intermolecular forces with sorbent; 72 

computer program for lake modeling, referencc 

Fig.; 342 

Fig; 69, 71, 72 

tems; 216 

partitioning,Fig; 341 

Apolar surface 

AQUASIM 

to; 1089 

Aqueous activity coefficient at saturation 
calculation from solubility; 137, Ill. 

Ex.; 140, 156 

Aqueous activity coefficient of compound 
and Setschenow constant; 160 
calculated versus experimental data, Fig.; 15 1 
calculation for seawater, Ill. Ex.; 164 
calculation from molecular data; 149, 150, Ill. 

concentration dependence; 141 
concentration dependence, determination 

concentration independency; 142 
in dilute salt solution, determination of; 160 
estimation from chemical structure data; 174 
expcrimental determination methods; 173 
LFER from molecular size; 146 
optimizing of calculation; 151 
in organic mixturewater partitioning; 236 
problems when calculation from simple 

of pure gas at saturation; 139 
of pure liquid at saturation; 137 
of pure liquid in own phase saturated with 

of pure solid at saturation; 138 
from saturation pressure and the Henry 

values at infinite dilution and saturation, 

Ex; 153 

of; 139 

LFER, 152 

water; 136 

constant; 148 

Tab.; 141 

Aqueous activity coefficient of solute 
in acid-base reaction; 248 
approximate value; 247 
in saline water and in seawater; 248 
in transformation reaction; 463 

Aqueous solubility of compound 
definition; 135 
dcfinition for acids and bases; 268 
definition of total acid and total base; 268 
calculation for seawater, Ill. Ex.; 164 
calculation from molecular parameters; 150 
data compilations, reference to; 173 
experimental determination methods; 172 
LFER from molecular size; 146 
mole fraction expression; 136 
and Setschenow constant; 160 

Aqueous solubility of pure gaseous compound 
and activity coefficient in water; 139 
calculation from excess enthalpy, Ill. Ex.; 156 
temperature depcndcnce; 156 

and activity coeficient in water; 137 
calculation from excess enthalpy, Ill. Ex.; 156 
calculation of, Ill. Ex.; 140 
as function of molar volume, Fig.; 147 
and molar volume, parameters of correlation, 

schematic picture of rclations, Fig.; 186 
temperature dependence; 155 

Aqueous solubility of pure solid compound 
and activity coefficient in water; 138 
calculation from exccss enthalpy, Ill. Ex; 156 
temperature dependence; 156 

Aqueous solubility of subcooled liquid 
temperature dependence; 155 

Aqueous solubility of superheated liquid 
and saturation pressure; 139 
tcmperature dependence, solubility mini- 

Aqueous solubility of pure liquid compound 

Tab.; 148 

mum; 155 

Aqueous solution of compound 
refcrence state and standard state, defini- 

tion; 247 

Aquifer; See Groundwater 

Aromatic compound 
definition; 32 
examples, Fig.; 30 

Aromatic system 
definition; 29 
delocalization of electrons; 29 
effect of size on light absorption spectrum; 62 I 

definition; 30 
characterizing quality of dissolved organic 

matter; 316 

Aromaticity 

Arrhenius equation; 478 
and transition state theory of elementary 

reaction; 480 

Atmosphere 
compartments of, illustration, Fig.; 835 
water content; 889 

Atmospheric lifetime 
parameters affecting it; 672 
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Atomlfragment contribution method 
calculation for new compound, Ill. Ex.; 232 
calculation for related compound, Ill. Ex.; 233 
calculation of octanol-water partition con- 

stant; 229, 231 
description of; 228 
values of atodfragmcnt coefficients, Tab.; 230 
values of atodfragment correction factors, 

Tab.; 231 

Atomic mass 
and isotope; 15 
unit, definition and value; 15 

values of characteristic volumcs of cle- 
Atomic volume 

ments; 149 

Attenuation coefficient 
nondimensional, as function of Peclet number, 

nondimensional in groundwater; 1165 
of light; See Beam attenuation coefficient 

Avogadro’s number 
value; App. B; 15 

Axial suhstituent in ring 
definition; 28 

Fig.; 1166 

Bacteria 
average mass and carbon contcnt of a cell; 745 
building up a chemoclinc in lake; 837 
phototrophic sulfide oxidizing; 836 

definition; 246 
calculation of air-water distribution, Ill. 

Ex.; 269 
effect of protonation on light absorption; 622 
as leaving group in nucleophilic reaction; 491 
Lewis; See Lewis acid and buse 
reaction with water; 249 
sorption to humic acid as function of pH, 

sorption to natural organic matter; 323 

Base catalyzed hydrolysis rate constant 
derivation from experimental data, Ill. Ex.; 5 15 
effect of solution composition, Tab.; 482 

of acid derivative, general reaction mecha- 

of carbamates; 528 
mechanism and scheme of carboxylic acid 

of (thio-)phosphoric acid esters; 538 
reaction scheme of carbamates, elimination, 

reaction scheme of carbamates, Fig.; 53 1 

calculation from Hammctt correlation, Ill. 

function of acidity constant, Brnnsted plot, 

pH dependence of carboxylic acid cstcrs, 

Base 

Fig.; 324, 325 

Base catalyzed hydrolysis reaction 

nism; 513 

esters; 523 

Fig.; 530 

Base catalyzed hydrolysis reaction rate 

Ex.; 534 

Fig.; 536 

Fig; 514 

Baseline toxicity of conipound 
correlation with accumulation in cell mem- 

from octanol-water partition constant 
brane; 375 

LFER; 375 

Acidity constant of compound 
Basicity constant of compound; See also 

definition; 249 

Bathochromic shift 
definition; 620 

Beam attenuation coefficient 
definition; 616 
as function of wavelength in natural waters, 

Fig.; 637 
in seawater, Tab.; 1052 
at various wavelengths in Greifensee, Tab.; 638 

Beer-Lambert law; 615 

Bernoulli coefficients 

Beta-elimination; See Elimination reaction 

Bimolecular elimination reaction; See 
Elimination reaction, second-order 

Bimolecular nucleophilic substitution; See 
Nucleophilic substitution, second-order 

Bioaccumulation factor of compound 
definition and illustration, Fig.; 345 
calculated and measured values, Tab.; 355 
calculation from concentration in water; 354 
disequilibrium quantity in dynamic proc- 

from uptake and depuration mechanisms; 35 I 

and normal distribution, Fig.; 783 

css; 349 

Bioaccumulation of compound in aquatic 
system 

description by onc-box. modcl; 350 
observed versus cquilibrium partitioning; 349 
parameters used for description; 345 
a dynamic process, illustration, Fig.; 350 

Bioaccumulation of compound in terrestrial 
system 

and air-plant partitioning; 361 
in atmospheric pollution monitoring; 36 1 
temperature effect versus scasons; 361 

definition; 735 
effect of dissolved organic matter on; 3 14 
fraction of in biotransfonnation rate law; 739 
fractions of compound bioavailablc and 

Bioavailability of compound 

dissolved; 735 

Bioaccumulation fcrctor 

Ex; 320 

Bioconcentration factor of compound; See also 

calculation for various biological matter, Ill. 

Biodegradability of compound 
fragment coefficients for estimation, Tab.; 705 
prediction from simple rules; 706 
prediction from structural groups; 702 
probability of ease of biodegradation func- 

readily degradablc compound, definition; 702 
structure-condition-me:chanism, overview, 

tion; 704 

Tab.; 703 

Biofilm 
definition; 736 
diffusive transport of compound limited; 690 
kinetics of compound uptake, literature to; 736 

components and their elemental composition, 
Biological material 

Tab.; 296 

definition; 366 
factor of, definition and illustration, Fig.; 345 
in aquatic food chain and human fish consump- 

in aquatic food chain, values and scheme, 

change of activity and fugacity in food 

conccntrations along terrestrial food chain. 

and hydrophobicity of compound; 370 
temperature effect in terrestrial food 

in tcrrcstrial food chain; 370 
values for various aquatic food chains, Fig.; 369 

Biomagnification of compound 

tion; 370 

Fig.; 367 

chain; 368 

Tab.; 371 

chain; 371, 373 

Biota-sediment bioaccumulation factor of 
compound 

definition and illustration, Fig.; 345 
for bcnthic organism, illustration, Fig.; 352 
calculated and measured values, Tab.; 355 
calculation from sediment organic carbon 

disequilibrium for organisms at intcrfaces; 35 1 

Biota-soil bioaccumulation of compound; 365 

Biotransformation processes 

concentr.; 353 

sequence of events, schematic illustration, 

thermodynamics vs. kinetics of reactions; 689 

bioavailability as limiting process; 735 
degradation in co-metabolism of methane, ill. 

degradation time for substrate in pond, Ill. 

dcsorption of compound as ratc-limiting 

estimation for compound in groundwater, Ill. 

cstimation of for Michaclis-Menten kinet- 

Monod kinetics and steady statc in CSTR, Ill. 

possible rate limiting proccsscs; 734 
rate coefficient, definition; 739 
rate law for fully available substrate; 738 
uptakc as rate-limiting process; 735 

definition; 689 
additions; 703, 730 
carboxylation; 703, 73 1 
hydration; 703, 734 
hydrogen abstraction; 703 
hydrolysis; 703, 706 
by isolated cells; 690 
limiting processes; 69 1 

Fig.; 690 

Biotransformation rate of compound 

Ex.; 762 

Ex.; 749 

process; 735 

Ex.; 765 

ics; 761 

Ex.; 747 

Biotransformation reaction 



Subject Index 1259 

oxidation; 703, 715 
reduction; 703, 721 
structure-condition-mechanism, overview, 

thermodynamics of, calculation, Ill. Ex.; 692 

of pesticide in the river Rhine, case study; I 137 

definition; 62 
adsorbed on mineral surface, illustration, 

Fig.; 393 
lipid-water vs. octanol-water partitioning, 

Fig.; 342 
partition constant as funct. of vdW parameter, 

Fig; 69, 71 
partitioning in organic solvent-water sys- 

tems; 218 
protein-water vs. octanol-water 

partitioning,Fig; 341 
quantification with H-bond descriptors; 115 
as surrogate for bipolar living medium; 339 

effect on vapor pressure and boiling point; 114 

fraction of in sediment; 304 
schematic structurc, Fig.; 297 
as solid phase organic matter; 298 

in dual-mode model of sorption; 304 
estimation from LFER; 305 

Boat conformation 
picture, Fig.; 28 

Boiling point of compound 
definition of normal and standard; 102 

Boiling point temperature of compound 
enthalpy and entropy changes; 104, 120 
estimation of, literature to; 120 
illustration in phase diagram, Fig.; 101 
and total external pressure; 102 

covalent; See Covalent bond 
double; See Double bond 
polar; See Polar bond 
single; See Single bond 
triple; See Triple bond 

examples of in molecules, Fig.; 25 
rules for determination; 25 

Bond contribution method 
for estimation of air-water partition con- 

values for air-water partition constant, 

Tab.; 703 

Biotransformation reaction of compound 

Bipolar compound 

Bipolar group of compound 

Black carbon 

Black carbon-water partition coefficient 

Bond 

Bond angle 

stant; 205 

Tab.; 206 

Bond enthalpy 
definition; 19 
effect on reaction rates of substitution; 504 
cnergy of molecular motion; 22 
for estimation of reaction enthalpies; 22 
values and wavelength of corresponding light, 

values of single and multiple bonds, Tab.; 20 
Tab.; 615 

Bond length 
definition; 19 
values of single and multiple bonds, Tab.; 20 

electronic ground state and excited state; 613 
symbolism in drawing structure, Fig.; 18 

aqueous boundary thickness of SMSL, 

sediments, polluted, Ill. Ex.; 859 

definition; 837 
around a spherical structure; 872 
bctween different phases; 844 
diffusivity profile across boundary, Fig.; 837 
multilayer; 842 
permeability of cell membrane; 691 
simple; 839 
simple noninterface; 84 1 
simple, scheme of concentration profile, 

Fig.; 840 
thickness; 840 
two-layer; 842 
two-layer, concentration profile, Fig.; 845 
two-layer, scheme of concentration profile, 

Bonding electron pair 

Boston Harbor 

Tab.; 1074 

Bottleneck boundary 

Fig.; 843 

Boundary; 835 
definition; 837 
bottleneck; 837 
diffusive; 837 
wall; 837 

Bovine serum albumin-water partitioning; See 

Box model 
Protein-water partitioning 

one-box; See One-box model 
two-box; See Two-box model 

Breakthrough time 
definition; 819 
calculation for aquifer pollution case, Ill. 

Ex.; 847 

Brensted relationship; 535 
Brunt-Vaisala frequency; See Stabilify 

Bulk density 
frequency 

of a solid-water system, definition; 287 

C 

Capacity factor of solid; See Freundlich 

Carbohydrate 

Carboxylation reaction, microbial 

constant 

mass fraction in living organisms, Tab.; 337 

of aromatic alcohols; 732 
at anoxic conditions, with bicarbonate; 73 1 
reaction sequence, Fig.; 733 

accidental input of compound in Mississipi 

chemical pollution of the river Rhine; 1135 

definition; 697 

Case study 

river; 1132 

Catabolism 

Catalyst 

Catalyzed reaction; See also Michaelis-Menten 

definition; 475 

enzyme kinetics 
general mathematical formulation; 475 
reaction rates depending on model, Fig.; 476 

definition; 423 
of aluminosilicates’ edges and faces; 425 

Cavity formation 
in absorption from gas phase; 67 
and activity coefficient of solute; 81 
in air-solid surface partitioning; 71 
in apolar and bipolar solvents; 70 

for apolar solute; 144 
for polar solute; 145 

Cell envelope of bacteria 
active transport of substrate; 738 
boundary of transport of compound to cnzyme 

efflux pump for active transport out of cell; 738 
gram-negative, schematic illustration, Fig.; 737 
gram-positive, schematic illustration, Fig.; 737 
porins for passive entrance of hydrophilic 

Cation exchange capacity (CEC) 

Cavity formation in water 

system; 736 

species; 738 

Chair conformation 
picture of, Fig.; 28 

Chapman-Enskog theory 
of molecular diffusivity; 801 

Charged mineral surface 
acid-base behavior of oxides; 41 9 
adsorption of organic ion, equations; 428 
anion and cation exchange capacities of 

calculation of charge Concentration of ox- 

charge density; 419 
schematic picture of water-side solution, 

clays; 423 

ides; 422 

Fig.; 419 

ion; 417 
Charged mineral-water partitoning of organic 

reaction formulation; 426 
schematic illustration, Fig.; 390 

binary, for light intensity determination; 647 
effect of vessel geometry; 648 
light intensity measurements; 646 

Chemical potential of aqueous solute 
at infinite dilution reference state; 246, 463 
species of acid-base reaction; 247 

Chemical potential of compound 
definition; 73 
absolute value and change of; 77 
entropy and excess free energy terms; 82 
illustration of, Fig.; 74 
and partial molar enthalpy and entropy; 74 
relative and fugacity of compound; 75 
at standard conditions; See Standard chemical 

in two phases, at equilibrium; 85 

Chemical actinometer 

potential 
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Chemical potential of gaseous compound 
and fugacity; 76 
over pure liquid; 104 
and partial pressure; 75 

Chemical potential of pure liquid com- 
pound; 104 

in organic phase, saturated with water; 136 
and standard chemical potential of liquid; 80 
in water phase, saturated with organic liq- 

uid; 136 

Chemical reaction 
definition; 459 
effect on air-water exchange rate of com- 

pound; 931 
from excited state of molecule, Fig.; 624 
of nucleophilc at polar bond; 491 
with nucleophilic species; See Nucleophilic 

Chemical structure properties for LFER of 
acidity constant; See Hammett correlation 

air-water partition constant; See Bond 

biodegradability of compound; See Biodegrud- 

calculation of entropy of vaporization; 113 
calculation of free energy change of transfer; 92 
estimation of equilibrium partition constant; 91 
hydroxyl radical reaction rate in 

substitution reaction 

method 

contribution method 

ability of compound 

atmosphere; See Group rate constant; Group 
substituent factor 

fragment contribution method 
octanol-water partition constant; See Atom/ 

Chemisorption 
definition; 389, 441 
on charged mineral surface; 425 

noninterface boundary, graph, Fig.; 836 
Chemocline 

Chemostat; 748 

Chirality 
definition; 26 

Chromatography 
for determination of partition constants; 226 

Chromophore; See also Unknown 
chromophore 

Cis-/tram- isomerism 
effect of double bonds on light absorption; 620 

definition; 27 
at double bond, examples, Fig.; 27 
in rings, examples, Fig.; 28 

pure solid-vapor equilibrium; 123 

air-to-water volume ratio; 209 
in atmosphere, air-water interface; 889 
calculation of acid and base distribution, Ill. 

Clausius-Clapeyron equation; 105, 120 

Cloud 

Ex; 269 
CO-ion of ionic organic sorbate 

in near surface watcr of charged mincral: 
Fig.; 419 

CO-metabolism 
definition; 697 
of benzo[fJquinolinc/quinoline; 752 
biodegradation of TCE by methanotrophes, Ill. 

example, reaction pathway, Fig.; 698 
limiting the overall substrate removal rate; 750 
second-order rate law of removal of co- 

Ex.; 762 

substrate; 753 
CO-substrate 

influence on overall growth rate; 743 
specific growth rate; 742 

and particlc settling velocity; 1064 

in microbially mediated oxidation reaction; 71 5 
rcagent with enzyme; 702 

of elementary bimolecular reaction; 478 

in porous mcdia, illustration, Fig.; 1174 
role in compound transport in porous me- 

sorption on; 1068 
transport in groundwater; I 1  50 

Coagulation of particles 

Coenzyme 

Collision rate model 

Colloid; 1064 

dia; 1174 

Colloid, organic; See Dissolved organic matter 
Combustion-derived material 

main components and clemental composition, 
Tab; 296 

Competing ion of ionic organic sorbate 
in near surface water of charged mineral, 

Fig.; 419 

definition; 589 
function of one-electron reduction potential, 

Fig.; 587 

Competition quotient 

Competitive inhibitor 
definition and example; 697 
in compound mixtures as oil spills; 698 

Completely mixed reactor; 953 
Completely water-miscible organic 

solvent; See Cosolvent 
Compound; See Organic compound 
Concentration change, spatial 

along axis, diffusivc flux dircction Fig.; 787 
diffusion at flat boundary, Fig.; 792 

and activity, in equilibrium constant; 66 
and activity, in sorption equilibrium; 281 
effective; See Effective concentration of 

estimation time course from field data, Ill. 

as function of time in first order reaction; 470 
lethal; See Lethal concentration 
at steady state in one-box model, constant 

tcmporal change of; See Temporal change of 

Concentration of compound 

compound 

Ex.; 484 

input; 484 

concentrution of c8mpound 

Concentration of compound in living organism 
definition; 344 
lipid normalized, definition; 345 
lipid normalized, calculation, Ill. Ex.; 380 

definition; 344 

definition; 344 

calculation from mixing ratio of volume; 673 
calculation from partial prcssure, Ill. Ex.; 109 

Concentration of compound in medium 

Concentration of compound in organic phase 

Concentration of gaseous compound 

Concentration of solute in aqueous solu- 

Concentration of surface charge of oxide 

tion; 247 

definition; 42 1 
calculation; 422 
calculation example for environmental 

typical values for environmental condi- 

Concentration of surface reactive sites of 

conditions; 42 1 

tions; 423 

mineral 
definition; 443 

dilution by dispersion in rivcr; 1125 
horizontal advection and diffusive growth. 

horizontal mixing in a lakc, Ill. Ex.; 1036 
temporal evolution of concentration in rivcr, 

Concentration patch of compound 

Fig.; 1031 

Fig.; 1127 

Concurrent flow technique 
air-water partitioning; 204 

Condensation; See Evaporation 
Configuration of compound 

definition; 28 
of six-membered rings; 28 

Conformation of compound 
definition; 28 
boat, chair, twist, pictures, Fig.; 28 
standard entropy change of; 125 

definitions; 246 
base as lcaving group and dissociation of 

acid; 491 

electrons 

definition; 28 
and delocalization; See Delocalization of 

electrons 
effect on light absorption of compound; 620 

Connectivity 
of atoms in a structure, definition; 15 

Consortium of microorganisms 
definition and example in biodegradation; 695 

Constitution of compound 
definition; 15 

Constitutive enzyme system 
definition; 691 

Contact area of sorbate with surface 
definition: 395 

Conjugate acidbase pair 

Conjugated electrons; See Delocalization of 

Conjugated pi-bond 
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Contamination 
of olive oil by air pollution, Ill. Ex.; 196 
of samples in the refrigerator, Ill. Ex.; 197 

application for compound in Greifensee; 1091 
one-dimensional of lake; See One-dimensional 

Continuous model; 999 

contiuous lake model 
Continuously stirred tank reactor(CSTR) 

purifying waste water by co-metabolism, Ill. 

substrate concentration at steady state, Ill. 
Ex.; 762 

Ex.; 747 

Cosolvency power 
definition; 170 
effect on sorption partition coefficient; 31 1 

Cosolvent in aqueous solution 
in analytical chemistry; 165 
calculation of mole fraction from volume 

completely watcr-miscible, examples of; 166 
data compilations, references to; 166 
effect of molar volume of compound, Fig.; 167 
effectof type of cosolvent, Fig.; 167 
cffect of volume fraction of cocolvent, Fig.; 167 
effect on activity coefficient of compound; 166 
effect on solubility of organic compound; 165 
effect on sorption; 3 11 
effect on water from molecular properties; 169 
effects of, compared to dissolved organic 

and excess free energy of compound; 169 
in organic mixture-water partitioning; 236 
partially miscible organic solvent (PMOS); 170 
quantitative models; 169 
typical occurrence of; 165 
values of solubility for selected cosolvents, 

in remediation techniques; 165 

definition; 41 9 
of charged mineral in double layer, Fig.; 419 

fraction; 170 

matter; 314 

Tab.; 168 

Counterion 

Coupled FOLIDE; See First-order linear 

Covalent bond 
definition; 17 
polarity and reactivity; 20 
symbolism in drawing structure, Fig.; 18 

definition; 378 

definition; 439 

definition; 103 

inhomogeneous differential eq. 

Critical body burden of compound 

Critical micelle concentration 

Critical point of compound 

D 

Damkohler number 
definition; 1011 
alternative definitions; 1014 
and vertical mixing in lake; 1082 
interpretation of; 10 13 

uniform flow; 1106 
Darcy-Weisbach equation of stationary 

Darcy’s law; 1153 

Dead-end metabolite 

Debye energy; See Dipo1e:induced dipole force 

Decadic absorption coefficient of medium 

Decadic molar absorption coefficient of 

in groundwater system, Ill. Ex.; 1156 

definition and example; 700 

definition; 615 

compound 
definition; 615 
calculation from absorbance measurement, I11 

Ex.; 616 

Dehydrohalogenation reaction; 556 

Delocalization of electrons 
aromatic systems; 29 
effects of substituent on acidity constant; 258 
effect on absorption spectrum of com- 

cffect on bathochromic shift; 620 
symbolism in drawing structure; 29 

definition; 28 
relative energy of; 28 

Denitrification 
calculation of standard potential, Ill. Ex.; 565 
reduction reaction equation, Ill. Ex.; 565 
step in organic compound oxidation, Fig.; 570 
at suboxic conditions; 571 

Dense non aqueous phase liquid (DNAPL); See 

pound; 620 

Delocalized chemical bond 

Organic mixture-water partitioning of 
Component 

definition; 691 

and lag period of compound degradation; 701 

from contaminated sediment, Ill. Ex.; 881 

rate law of transfer into a bioavailable spe- 

Derepression of enzymatic activity 

Derepression of enzyme activity 

Desorption kinetics 

Desorption of compound 

cies; 735 

Diagenesis 

Diastereoisomerism 
of natural organic matter; 294 

definition; 26 
cis- and trans- isomers; 27 
of double bonds and rings; 27 
multiple chirality centers; 26 

components and their elemental composition, 
Diagenic material 

Tab.; 296 

Diffuse attenuation coefficient of medium 
definition; 628 
calculation from beam attenuation coeffi- 

cient; 629 

Diffuse double layer; See Near surface water 
layer 

Diffusion; 779 
Diffusion volume, molar of compound 

values of elemental volume contributions, 
Tab.; 804 

Diffusive boundary; 866 
definition; 837 
between different phases; 869 
diffusivity profile across boundary, Fig.; 837 
exchange velocity; 87 1 
exposure time; 87 1 
massflux; 870 

concentration profile and flux, Fig.; 1007 
diffusion distance, Einstein-Smoluchowsky 

distance and time, Einstein-Smoluchowsky law, 

distance of; 1013 
at flat boundaries; 79 1 
in gas-filled porous media; 8 17 
horizontal; See Horizontal diffusion 
in biofilms and flocs; 690 
into and from a spherical particle; 795 
into sphere, concentration progress, Fig.; 795 
Knudsen effect; 8 I7 
length scales; 827 
in liquid-filled porous media; 8 17 
mass exchange and nondimensional time, 

penetration distance; 793, 795 
in porous media; 8 15, 8 1 8 
radial model; 877 
random walk model, first Fick’s law; 787 
reference system; 798 
Renkin cffect; 8 I7 
of sorbing compound; 8 18 
timeof; 1012 
time, rclative to advcction time; 10 12 
turbulent; See Turbulent diffusion 
in unsaturated zone; 8 18 
unsaturated zone, estimation of flux, Ill. 

Diffusive transport of compound 

law; 788 

Tab.; 826 

Fig.; 797 

Ex.; 847 

Diffusive transport regime 
evaluation and flow chart, Fig.; 10 15 

Diffusive transport/reaction regime 
evaluation and flow chart, Fig.; 10 15 

Diffusive/advective transport /reaction 
equation; 1007 

critical distance, definition; 1012 
critical distance, values, Tab.; 101 3 
solution for steady state concentra- 

tion; 1009, 1010 

Diffusive/advective transport equation 
in porous media; 1 17 1 

Diffusive/advective transport regime 
evaluation and flow chart, Fig.; 1015 

Diffusivity; See Molecular digusivity 
effective; See Effective diffusivity 

Dihalo-elimination reaction; 557 

Dimensionless Henry constant; See Air-water 

Dipolarity; See Polarizability of compound 

Dipole 
definition; 2 1 

Dipole moment 
of a molecule, definition; 21 

partition constant 
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Dipo1e:dipole force 
definition; 6 1 
effect of solvent on air-solvent partition 

const.; 187 

definition; 60 
effect of solvent on air-solvent partition 

const.; 187 

Direct photolysis 
definition; 613 
effect of particles and surfaces; 649 
reaction pathways of selectcd compounds; 625 
solute and solution composition effects; 624 
temperature effect; 626 

definition; 641 
calculation, near-surface and bulk water, Ill. 

Ex.; 643 
determination of; 646 

Dispersion; 827 

Dispersion coefficient 

Dipo1e:induced dipole force 

Direct photolysis first-order rate constant 

calculation for acid in GWS, Ill.; 1159 
in layer of groundwater system, Tab.; 1150 
limited flow conditions; 1040 
longitudinal in groundwater; 11 55 
unlimited flow conditions; 1041 

effect of solvent on air-solvent partition 
Dispersive interactions 

const.; 187 

dispersive force 
Dispersive intermolecular force; See London 

Dispersive transport; 1038 
at edge of pollutant front; 867 
and the Fickian laws; 1039 
in aquifer; 1149 
in porous media, schematic illustration, 

Fig.; 1149 
longitudinal in groundwater; 11 55 
longitudinal, in layer of groundwater system, 

Tab.; 1150 
origin of; 1033 
in rivers; 867 
schematic illustration to simple model, 

Fig.; 1039 

Dispersive transport in river; 1122 
calculation of coefficient in river G, Ill. 

Ex.; 1124 
dilution of concentration of compound 

patch; 1125 
flow velocities, lateral and vcrtical, Fig.; 1122 
initial state; 1126 
of pesticide in the river Rhine, case study; 1139 

definition; 252 
values at various temperatures, Tab.; App. 

D2; 252 

Dissociation constant of water 

Dissociation enthalpy 

Dissociative electron transfer reaction 

of a bond, definition; 19 

definition; 58 I 

Dissolved organic carbon-water distribution 
coeff 

definition; 3 15 
calculated versus measured values, Fig.; 3 17 
determination methods; 3 15 
effect of inorganic salts; 3 17 
cffect of pH; 3 18 
influence of DOM structure properties; 3 16 
LFER for compound set and various humic 

LFER for various compounds and onc humic 

LFER using octanol-watcr partition con- 

and solid-water distribution coefficient; 300 
temperature dependcncc; 3 18 

Dissolved organic carhon-water distribution 

estimation in bioaccumulation problcm, Ill. 

Dissolved organic matter (DOM); See also 

acids, Fig; 3 19 

acid, Fig; 3 19 

stant; 318 

coeff. 

Ex.; 346 

Natural organic matter (NOM) 
definition; 3 14 
characterization; 3 14 
characterization by sorption affinity of 

characterization criteria; 3 16 
effect of, on dissolved compound; 3 14 
effect on beam attenuation coefficient, Fig.; 637 
cffect on bioavailability of compound; 314 
effect on reduction rate of compound; 586 
effect on reduction rate of compound, 

effect on singlet oxygen concentration, 

cffect on solid-water distribution coeffi- 

excited triplet DOM (3DOM*); See Photosensi- 

quencher in indirect photolysis; 660 
role in indirect photolysis; See Unknown 

chromophore 
size range of; 3 14 

definition; 629 
ncar-surface conditions; See Near-surface 

distribution function of light paths 
value, average for nonhirbid water; 639 
values for various media and wavelengths; 629 

Distribution ratio 
definition of thc tcrm; '90 

Double bond; See also Pi-bond 
definition; 18 
and dia-stereoisomerism; 27 
lengths and enthalpies, Tab.; 20 
picture of atomic orbital, Fig.; 27 
symbolism in formula; 19 
type of the bond; 27 
value of bathochromic shift; 620 

pyrene; 316 

Fig; 581, 583 

Fig.; 667 

cient; 299 

tized reaction 

Distribution function of light paths 

Dual-mode model of sorption isotherm; 304 

light absorption wavelength and color; 621 
Dye 

Dynamic method 

Dynamic variable in FOLIDE 

for mcasuring partition constants; 204 

definition; 47 1 
as function of time, graph; 472 

tcrnperature dependence; App. B; 913 
Dynamic viscosity of water 

E 

Eddy diffusion; See Turbulent diffusion 

Effective concentration of compound 
in baseline toxicity, definition; 375 

Effective diffusivity; 818 
estimation in gas phase, unsaturated zone, Ill. 

Ex; 847 

Effective mean flow 
in groundwater; 11 52 
in layer of groundwater system, Tab.; 1 150 

in groundwater; 11 52 

definition; 738 

Effective porosity 

Efflux pump 

Eigenfunctions; 992 

Eigenvalue; 992 
in advection/diffusion/reaction equation; 1010 
approximation of; 10 I 1  
lincar n-dimensional systems; 991 
nondimensional, Dahmkohler and Pcclet 

size and shape of conccntration profile; 1012 

Einstein 
amount of photons, definition of unit; 614 

Einstein-Smoluchowsky law 
diffusion distance of molecules; 788 
transport time by diffusion; 10 12 

definition; 561 
for reduction half reaction against SHE; See 

sign convention; 561 

numbers; 10 13 

Electrochemical potential difference of reaction 

Reduction potential of half-reaction 

Electromagnetic radiation; See Light 

Electron acceptor/Electron donor; See also H- 
acceptorm-donor 

dcfinition; 62 

Electron donor-acceptor (EDA) force; See also 
H-donor-acceptor (HDA) force 

Electron donor-acceptor (EDA) force 

definition; 62 

enthalpy of adsorption on mineral surface; 412 
specific adsorption on mineral surface; 412 

standard chemical potential of, definition; 562 

and covalent bond; 17 
sharcd; See Bonding electron pair 
unsharcd; See Nonbonding electron pair 

in covalent bond; 17 

Electron in aqueous solution 

Electron pair 

Electron sharing 
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Electron transfer mediator 
as catalyst in environmental redox proc- 

DOM in electron transfer of reduction; 586 
schematic illustration, Fig; 557 

Electron transfer reaction; See Dissociative 
electron transfer; One-electron transfer 
reaction; Redox reaction 

esses; 559 

Electronegativity 
definition; 19 
Pauling’s, definition; 20 
of atoms in a bond and bond polarity; 491 
and bond polarity; 19 
and oxidation state; 23 
values for elements, Tab.; 21 

Electronic absorption spectrum of compound 
from absorbance mesasurcment, Fig.; 616 
effects of aqueous or organic solvents; 61 7 
examples for aromatic compounds, Fig.; 622 
examples of aromatic compounds, 

Fig.; 618, 619, 620 
Electrophilic species 

definition; 49 1 
concentration relative to nucleophilic spc- 

cies; 491 
hard and soft Lewis acids; 500 
photooxidant reactions with compound; 668 
reaction at polar bond; 491 

Electrostatic attraction 
in covalent bond; 17 

Element 
as thermodynamic reference state; 78 
characteristic natural isotope mixture; 15 
rules of binding; 15 

Elemental composition 
of a compound, definition; 14 

Elimination reaction of compound 
of acid ester to acid and olefin; 526 
of acid ester to alcohol and ketenc intermedi- 

catalyzed by metal species in aqueous solu- 

in hydrolysis of carbamates, reaction scheme, 

in hydrolysis of (thio-)phosphoric acid 

kinetic data to nonreductive climination, 

role of leaving group of compound; 5 10 

definition; 51 1 
competing reactions; 5 11 
effect of compound structurc on reaction 

Elimination reaction, second-order (E2) 
competing reactions; 5 11 
effect of compound structure on reaction 

kinetic data for selected compounds, Tab.; 508 
standard free energy pathway, Fig.; 5 10 

in microbially mediated reactions; 697 

ate; 526 

tion; 543 

Fig.; 531 

ester; 540 

Tab.; 508 

Elimination reaction, first-order (El) 

rate; 51 1 

rate; 510 

Enantiomorphism; 26 

Endothermic reaction 

Energy 
definition; 23 

of a bond; See Bond enthalpy 
of light, single photon and per mole of 

photons; 614 

Energy state of molecule 
electronic ground state and electron orbit- 

electronically excited; See Excited energy state 
temperature effect on different states; 613 

Enoyketo-forms of functional group: 715 
in microbial carboxylation reactions; 732 

Enthalpy 
of a bond; See Bond enthaky 
contribution to excess free energy; 82 
and intermolecular energies; 56 

Enthalpy change; See Standard enthalpy 

Entropy 

als; 613 

change 

contribution to excess free energy; 82 
and freedom of molecular motion; 56 

scheme of, Fig.; 8 

definition; 696 
effectiveness in lowering reaction rate; 696 
nonspecific in biodegradation reactions; 698 
specific; 697 

Enzyme-catalyzed reaction; See Michaelis- 

Epilimnion 
definition; 836 

Equatorial substituent 
in ring, definition; 28 

Equilibrium concentration of compound 
from kinetic reaction formulation; 473 

Equilibrium constant of reaction 
definition from a kinetic approach; 473 
definition from thermodynamics; 465 
of acid-base reaction in aqueous solution; See 

calculation for a given reaction system, Ill. 

and standard frce energy change of reac- 

temperature dependence; App. D1; 252, 465 

Equilibrium partition constant of compound 
definition of the term; 90 
definition, thermodynamic; 66 
on amount concentration basis; 86 
concentration and activity; 66 
estimation from LFER; 89 
estimation from structural group contribu- 

LFER for compound in different two-phase 

LFER for different two-phase systems, Tab.; 91 
and molar volumes of phases; 86 
on mole fraction basis; 85 
sediment-water; 853 
and standard free energy change; 66 

Environmental behavior of organic compound 

Enzyme 

Menten enzyme kinetics 

Acidity constant 

Ex.; 467 

tion; 248, 465 

tions; 91 

systems; 90 

temperature dependence; 87 
temperature dependencc; App. DI,  Tab.; 88 
values from excess free energy, Tab.; 87 

at phase boundary, selection of reference 

at phase boundary; 844 
pressure effect; 86 
temperature effect; 86 

Equilibrium partitioning of compound 

phase; 844 

Equivalent sand-grain diameter: 926 

Eulerian reference system of water flow 

Evaporation of compound 
definition; 1105 

and condensation at equilibrium; 99 
value of entropy change of position; 125 

pure liquid, calculation for quiet air, Ill. 

water as test compound of transfer velocity in 

Evaporation rate of compound 

Ex.; 898 

air; 896 

Excess enthalpy of compound 
and intermolecular forces; 83 
as gas and in solvents, values, Tab.; 83 

Excess enthalpy of compound in organic 
solvent 

and compound properties; 21 6 
organic solvent to air transfer of compound; 185 
water to organic solvent transfer of com- 

pound; 216 

Excess enthalpy of compound in water 
for apolar and polar solute; 144 
calculation from solubility data, Ill. Ex.; 156 
determination for diluted and saturated 

magnitude and compound properties; 2 16 
and intermolecular forces; 142 
in water to air transfer of compound; 199 
and sorption to dissolved organic matter; 3 18 
and sorption to solid phase organic matter; 3 10 
values for diluted and saturated solution, 

solution; 142 

Tab.; 143 

Excess enthalpy of compound sorbed 
to dissolved organic matter; 31 8 
to solid phase organic matter; 3 10 

and intermolecular forces; 83 
as gas and in solvents, values, Tab.; 83 

Excess entropy of compound in water 
for apolar and polar solute; 145 
determination for diluted and saturated 

values for diluted and saturated solution, 

Excess entropy of compound 

solution; 142 

Tab.; 143 

definition; 82 
and activity coefficient; 82 
and chemical potential in solution; 82 
excess enthalpy and excess entropy; 82 
as gas, and pure liquid state as reference; 104 
as gas, and standard free energy of vaporiza- 

as solid and free cnergy of fusion; 107 
values as gas and in solvents, Tab.; 83 

Excess free energy of compound 

tion; 104 
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Excess free energy of compound in water; See 
also Aqueous activity coefficient 

calculation at saturation, 111. Ex.; 140 
calculation from molecular data, Ill. Ex.; 153 
in cosolvent mixture; 169 
dilute and saturated condition, difference; 142 
enthalpic and entropic parts; 84, 142 
function of compound characteristics; 146 
and mole fraction at saturation; 137 
values at infinite dilution and saturation, 

Tab.; 141, 143 

Exchange; See Transfer 

Excited energy state of molecule 
bonding, (non-) and antibonding electron 

chemical reactions to product, Fig.; 624 
physical processcs to ground state, Fig.; 624 

Exothermic reaction 
definition; 23 

Exponential growth of cell population 
as function of time, graph, Fig.; 740 
degradation time for substrate in pond, Ill. 

rate law in growth limited case; 740 
time of population doubling; 740 

External force 
definition; 950 

External variable 
definition; 483 

Extrathermodynamic functions; See Linear 

orbitals; 6 13 

Ex.; 749 

free energy relationship (LFER) 

F 

Faraday constant 

Fecal pellet; 1064 

Fick’s law 
first law; 787 
second law; 788 
second law in three dimensions; 791 

definition and solution; 47 1 

definition and value; 56 1 

First-order linear homogeneous differential eq. 

First-order linear inhomogeneous differential 
eq. 

arbitrary input variation; 964 
coupled (coupled FOLIDE); 976 
coupled, solution of, in sediment-water 

coupled, solution of two coupled 

definition; 471 
exponential perturbation; 963 
general form; 956 
periodic perturbation; 964 
periodic perturbations, response to, Fig.; 966 
temporal change of conccntration in one-box 

time-variable coefficients; 961 

definition; 470 
dircct photolysis reaction; 641 
indirect photolysis of phenyl ureas, Tab.; 670 

system; 1078 

FOLIDEs; 977 

model; 483 

First-order rate constant of reaction 

First-order rate law 
ofparticle removal, model of; 1063, 1064 
removal of compound by particle settling; 1063 

First-order rate law of reaction 
definition; 469 
bioaccumulation of compound; 350 
of biodegradation of fully available 

desorption of bio-unavailabe species; 735 
including back reaction; 473 
in Michaelis-Menten kinetics case; 75 1 
in microbial population growth limited 

unimolecular nucleophilic substitution 

in uptakc of bioavailablc species; 735 

concentration of reactant vs. time, plot, 

elimination of substituent; See Elimination 

Michaclis-Menten enzyme kinetics; 476 
nuclcophilic substitution; See Nucleophilic 

substrate; 738 

case; 740 

reaction; 497 

First-order reaction 

Fig.; 470 

reaction, first order 

substitution reaction, first-order 

Fishtine equation and factor; 113 

Floc 
definition; 736 
diffusivc transport of compound limited; 690 

Flushing rate 
in one-box modeling of a pond, Ill. Ex.; 1056 

Flushing rate of box 
definition; 483 

Flux of compound 
by advective transport, one-dimensional; 1007 
by advective transpofi., three-dimensional; 1020 
by air-water exchange; 889, 893 
by diffusive transport. one-dimensional; 1007 
by dispersive transpoIt in porous media; 1155 
relative enhancement due to advection, Ill. 

by sediment-water exchangc in rivcr; 11 16 
by sediment-water exchangc, models; 1071 
total transport, one-dimcnsional; 1007 
vertical mixing, continuous model; 1083 

definition; 1062 

air-to-water volume ratio; 274 
water droplets as sorption surface; See Air- 

surface adsorption of compound 

FOLIDE; See First-order linear inhomogene- 
ous diflerential eq. 

Fraction in acid form 

Ex.; 1041 

Flux of particle mass 

Fog 

definition; 253 
calculation for cloud water, Ill. Ex.; 269 
calculation for different pHs, Ill. Ex.; 254 
as function of pH, Fig.; 253 
of multiprotic acid, function ofpH; 256 
and total aqueous concentration of com- 

values at pH 7, Tab.; 250 
pound; 268 

Fraction in base form 
calculation for cloud water, 111. Ex.; 269 
calculation for different pHs, Ill. Ex.; 254 
of multiprotic base, function of pH; 256 
in neutral base form, values at pH 7, Tab.; 25 1 

definition; 304 
in sediment; 304 

calculation for two- and multi-phase sys- 

Fraction of black carbon 

Fraction of compound 

tems; 93 

Fraction of compound in air 

Fraction of compound in water 

calculation of exchange from soil, 111. Ex.; 404 

calculation for various organic matter, 111. 
Ex.; 320 

in groundwatcr; 288 
in lakes; 287 
from solid-water distribution and phase 

ratio; 287 
in two phase solid-water system; 286 

Fraction of compound on solid 
in two phase solid-water systcm; 287 

Fraction of light absorbed by compound 
definition; 630 

Fraction of organic carbon on solid 
definition; 292 
relation to fraction of organic matter; 292 

relation to fraction of organic carbon; 292 

definition; 343 

in Lambert’s law; 6 15 

Fraction of organic matter on solid 

Fraction of organic phase 

Fraction of radiation absorbed 

Free energy change; See Standard free energy 

Free energy change of reaction 

change 

definition; 464 
calculation for redox reaction, Ill. Ex.; 577 
calculation from reactant activitics, Ill.  Ex.; 465 
and elcctrochemical potential difference; 561 
at cquilibrinm; 248, 465 
and Nemst equation; 562 
proton transfer in aqueous solution; 248 
rcdox reaction in aqueous solution, pH 7; 561 

definition; 73 
Free energy of a system 

Freezing; See Fusion 

Frequency factor; See Preexponential factor of 

Frequency of electromagnetic radiation 

Freundlich constant of compound 

Arrhenius equation 

definition; 6 14 

definition; 281 
deduction from experimental data; 281 
dimension of; 28 1 
and solid-water distribution coefficient; 283 

Freundlich exponent 
definition; 281 
deduction from experimental data; 28 1 
thermodynamic interpretation; 28 1 
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Freundlich isotherm of compound 
definition; 28 I 
in dual-mode modcl of sorption; 304 
and Freundlich exponent, schematic plot, 

Fig.; 281 
Friction factor in river 

Friction velocity 

in Darcy-Weisbach equation; 1106 

in rivers, definition; 92 1 
in rivers, estimation of; 924 

Fricton factor in river 
typical value range; 1106 

Froude number 
definition; 926 

Fugacity of compound 
dcfinition; 75 
in air, calculation of, Ill. Ex; 363 
calculation for plant, Ill. Ex; 363 
calculation for water, sediment, organism, Ill. 

calculation from actual and saturation fugaci- 

calculation of air-plant disequilibrium, Ill. 

change in biomagnification along food 

cocfficient, definition; 76 
coefficient at atmospheric pressure; 76 
in ideal and nonidcal phases, illustration, 

in ideal and rcal solution, definitions; 183 
insidcioutsidc a cell and compound uptakc 

in liquid mixture; 78 
as measurc of disequilibrium; 356 
tempcraturc change effect; 358 
values for air, plant, cow and human milk, 

values for arctic plant, caribou and wolf, 

values for water, sediment, organism, Fig.; 358 

and chemical potential; 76 
and partial pressure; 77 
and pressure; 76 

and saturation pressure; 78 

definition; 295 
components of and their elemental composition, 

Tab; 296 
effect ofpH on distribution coefficient; 318 
effect on aqueous fraction of compound, Ill .  

light absorption and color of natural waters; 621 
sorption of compounds, from LFER, Fig.; 3 19 

definition; 31 

Ex; 359 

ties; 357 

Ex.; 363 

chain; 368 

Fig.; 79 

rate; 735 

Fig.; 372 

Fig.; 373 

Fugacity of gaseous compound 

Fugacity of pure condensed compound 

Fulvic acid 

Ex.; 320 

Functional group of compound 

Gas; See also Air 
as a phase; See Air 
ideal; See Ideal gas 
nonideal; See Realgas 

Gas chromatography 
determination of vapor pressure of pure 

compound; 1 18 

Gas stripping technique 

Gaseous compound; See Pure gaseous 

Gasoline 

Gauss' theorem 

air-water partitioning; 204 

compound 

composition and other data; 243 

in groundwater system; 1152 
mathematical relation of space and time; 789 
relation of flux and temporal concentration 

change; 1007 
Generator column method 

in determination of octanol-water partition- 
ing; 226 

isomerism 

change 

Geometrical isomerism; See Cis-/trans- 

Gibbs energy change; See Standard free energy 

Gibbs-Helmholtz equation; 88 
Gradient flux law 

definition; 785 
physical processes, cquations and units, 

Tab.; 786 

definition; 737 
cell envelope, schematic illustration, Fig.; 737 

definition; 737 
cell envelope, schematic illustration, Fig.; 737 

application of continuous modcl MASAS; 1091 
characteristic physical data; 957 
estimation of degradation of NTA, Ill. Ex.; 960 
one-box model, analysis of dynamics of 

second-order degradation of NTA, Ill. Ex.; 973 
spectral light data of epilimnion; 638 
stratified, two-box model, steady state of PCE, 

stratifieamixed cycling response times, Ill. 

time-dependent input of PCE and response; 965 
verification of dcgradation of NTA, Ill. Ex.; 966 

effect of transformation processes; 1172 
hydraulics; 1148 
nondimensional coordinates; 1161 
pulse input of compound; 1 16 1, I 17 1 
reference distance; 1160 
reference time; 1 160 
saturated zone; 1149 
sinusoidal input of compound; 1 164, 1172 
step input of compound; 11 62, 1 172 

Gram-negative bacteria 

Gram-positive bacteria 

Greifensee 

PCE; 959 

11; 981 

Ex.; 996 

Groundwater 

step input of compound, illustration, Fig.; 1163 
time dependent input; 1160 
transport by mean flow; 1152 
transport characteristics; 1 148 
values of nondimensional time, step input, 

Tab.; 1165 

Groundwater system S (GWS); 1150 
Darcy's law, Ill. Ex.; 1156 
hydraulics, schematic illustration, Fig.; 11 5 1 
infiltration from river, Ill. Ex.; 1166, 1168 
infiltration of benzylchloride from river, Ill. 

Peclet number, Ill. Ex.; 1159 
pump regimes, Ill. Ex.; 1156, 11 68 
sinusoidal input, Ill. Ex.; 1 I68 
transport of tctrachlorocthene, Ill. Ex.; 1176 

H abstraction, differently bondcd H, Tab.; 676 
HO" addition, different structural units, 

HO" interaction, heteroatom containing groups, 

Ex; 1177 

Group rate constant 

Tab.; 678 

Tab; 679 

Group substituent factor 
clectrophilic aromatic substituents, Tab.; 679 
H abstraction, various substitucnt groups, 

HO" addition, various substituent groups, 
Tab.; 676 

Tab.; 678 

H-acceptor/H-donor; See also Electron 
acceptor/Electron donor 

definition; 62 

H-acceptor/H-donor descriptor of compound 
definition; 1 15 
in air-surface partition coefficient LFER; 396 
values for selected compounds, Tab.; 116 

H-acceptor/H-donor descriptor of surface 
in air-surface partition coefficient LFER; 396 
as function of relative humidity of air, Fig.; 399 
values for selected liquids and solids, Tab; 398 

in air-surface partition coefficient; 395 
in aqueous activity coefficient description; 149 
effect of solvent on air-solvent partition 

of mineral surfacc; 392 
of mineral surface, Fig.; 393 
in organic solvcnt-water partition constant; 2 18 

H-acceptor/H-donor interaction 

const.; 187 

H-donor-acceptor (HDA) force; See also 
Electron donor-acceptor (EDA) force 

definition; 62 

Hagen-Poiseuille law; 1154 
Half-life of compound 

definition; 18 
in atmosphere, indirect photolysis; 674 
estimation of in atmosphere, Ill. Ex.; 680 
first-order reaction; 470 
hydrolysis rcaction; See Hydrolysis half'lije 
indirect photolysis with hydroxyl radical, Ill. 

indirect photolysis with singlet oxygen; 669 
Ex; 665 
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Half-reaction of redox process 
definition of notation; 560 

Hammett constants; See Sigma constant of 
substituent; Susceptibility factor of acid 

Hammett correlation method 
and acidity constant of a substituted acid; 263 
direct resonance of para substituents; 264 
direct resonance of para substituents, Fig.; 259 
hydrolysis constant of benzoic acid ethyl 

photosensitizcd rate constants of phenyl 

sigma constant of substituent, dcfinition; 261 
for substituted aromatic acids, plot, Fig.; 264 
susceptibility factor of acid, dcfinition; 263 
thermodynamic functions of; 261 
values of sigma constants of substitucnts, 

values of susceptibility factors of aromatic 

ester; 532 

ureas; 671 

Tab.; 263, 266, 670 

acids; 266 

Hammett equation 
acidity constant; 263 
reaction rate constant; 532 

Hayduk and Laudie relation 
of molecular diffusivity in water; 812 

Hemimicelle formation 
at mineral surface, mechanism, Fig.; 440 

Henry’s law; 183 
original and derivcd formulations; 184 

Henry’s law constant 
betwecn air and seawatcr, Ill.  Ex.; 890 
critical value of singlc phase control; 893 
temperature dependence, Ill. Ex.; 890 

estimation from partition constants; 357 
and fugacity of compound in phase; 357 
temperature effect; 357 
water as solvent; See The Henry’s Law constant 

Heteroaromatic ring 
examples, Fig.; 30 
rcsonance with nonbonding clcctrons; 30 

definition; 14, 31 

from LFER of octanc-water partition con- 

Horizontal diffusive transport of compound 

Henry’s law constant of compound in a phase 

Heteroatom 

Hexadecane-water partition constant 

stant; 219 

and horizontal advcction, patch developemcnt, 

and shear diffusion model; 1033 
turbulence theory; 1030 

scale dcpcndcncc; 103 1 

definition; 295 
components of and thcir elemental composition, 

Tab; 296 
effect on aqueous fraction of compound, Ill. 

Ex.; 320 
light absorption and color of natural waters; 621 
schematic structure, Fig.; 297 

Fig.; 1031 

Horizontal diffusivity 

Humic acid 

sorption of compounds on, from LFER, 
Fig.; 319 

Humic substance 
definition; 294 

Humin 
definition; 295 
elemental composition, Tab.; 296 

properties of its surface, Tab.; 424 

addition of water at doublc bond; 734 

of groundwater systcm; 11 53 
of groundwater system, Tab.; 1 150 
solid matrix dcpendencc, illustration, Fig.; 1154 

Hydraulic gradient 
definition; 11 53 

Hydraulic radius 
definition; 925, 1106 

Hydrogen bond 
definition; 21 
intramolecular; 22 
intramolecular, effect on acidity constant; 260 
intramolecular, illustration, Fig.; 260 
symbolism in drawing structure formula; 22 

dcfinilion; 513 
calculation for given pH and tcmperature, I l l .  

Ex.; 518 
data for (thio-)phosphoric acid cstcrs, Tab.; 537 
data for carbamatcs, Tab.; 529 
data for carboxylic acid amidcs, Tab.; 527 
data for carboxylic acid estcrs, Tab.: 520 
as function of pH, carboxylic acid estcrs, 

as function of pH, thiophosporic acid cstcrs, 

Hydrolysis rate constant, pseudo-first-order 
calculation from laboratory data, I l l .  Ex.; 51 5 
dependence of pH, schcmatic diagram, 

sum of neutral, acid- and base catalyzed 

Humus 

Hydration reaction, microbial 

Hydraulic conductivity 

Hydrolysis half-life of compound 

Fig.; 514 

Fig.; 540 

Fig.; 515 

rates; 514 

Hydrolysis reaction 
definition; 49 1 
acid catalyzcd; See Acid ctrtulyzecl hydrolysis 
base catalyzed; See Base catnlyzed hydrolysis 
calculation of thermodynamics, Ill Ex.; 493 
of carbamates; 528 
of carbamatcs, Tab.; 529 
of carboxylic acid amidcs; 527 
of carboxylic acid amidcs, Tab.; 527 
of carboxylic acid cstcrs, Tab.; 520 
competing reactions; 5 1 1 
effect of aqueous metal spccies; 540 
of halogenated compounds, Tab; 505 
of (thio-)phosphoric acid dcnvatives; 539 
of (thio-)phosphoric acid cster, Tab; 537 
reaction product Characteristics; 493 
thermodynamics at environmental condi- 

water as a nucleophilic rcactant; 491 
tions; 493 

Hydrolysis reaction, microbial 
alkyl halide hydrolysis with glutathione; 708 
and abiotic hydrolysis reaction of com- 

degradation of alkyl halides in cell free 

enzyme characteristics; 706 
cster hydrolysis and analogy to fatty acid 

ester hydrolysis, effect of pH; 71 1 
cster hydrolysis, schematic reaction sequcnce, 

initial step in degradation of compound; 706 
initial step in degradation reactions; 702 
mechanism of nucleophilic attack by water; 708 
nucleophilic attack by glutathione, mecha- 

products from an alkyl halidc, 111. Ex.; 710 
rates of hydrolysis of families of csters, 

sclected substrates and hydrolysis products, 

typical nuclcophilic species in initial attack; 708 

Hydrolysis reaction of cornpound 
in onc-box modeling of a pond, Ill. Ex.; 1056 

Hydrophobic compound 
definition; 33 
corrcct use of tcrm; 72 

pound; 708 

extract; 759 

esters; 710 

Fig; 712, 713 

nism; 709 

Fig.; 760 

Tab.; 707 

Hydrosphere; 889 
Hydroxyl radical 

characteristics as rcactant; 665 
in atmosphcrc, peak concentration and 

in atmosphere, tropospheric source; 673 
in watcr, calculation of production rate, I11 

in watcr, reaction mechanisms with com- 

in watcr, steady statc conccntration Ill. 

variations; 673 

Ex.; 665 

pound; 664 

Ex.; 662, 665 

Hydroxyl radical rate constant of reaction 
correlation of aqueous and atmosphcric; 675 
cstimation for various compounds in air, Ill. 

cstimation from structurc-reactivity rela- 

temperature dcpendcncc in atmosphcre; 675 
values for compounds in atmosphere, Tab.; 674 
values for compounds in water, Tab.; 664 

definition; 836 

definition; 623 

Ex.; 680 

tions; 675 

Hypolimnion 

Hypsochromic shift 

I 

Ice surface; See Air-surface adsorption of 

Ideal gas; See also Air 

compound 

fugacity of, illustration, Fig.; 79 
molecular theory and difisivity; 798 
molecular thcory and mean velocity of 

moleculcs; 895 
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and pressurc of; 75 
and saturation pressurc of compound; 99 

definition; 183 
and Raoult’s Law; 183 

definition; 183 
fugacity of compound, illustration, Fig.; 79 
and Henry’s Law; 183 

Indirect photolysis 
definition; 656 
in atmosphere, with hydroxyl radical; 672 
kinetics in water; 660 
reaction schemes, illustration, Fig.; 659 
wavelength dependence in watcr; 658 

Ideal mixture 

Ideal solution 

Inducible enzyme; 701 

Induction of enzymatic system 

Inductive effect of substituent on acidity const. 

definition; 69 1 

description; 257 
substituents with positivc or negative cf- 

fect; 257 

Inductive effect of substituent on reaction rate 

Inertial subrange of turbulence; 1031 

Infinite dilution activity coefficient; See 

Infinite dilution state of compound 

stabilizing/destabilizing activated complex; 532 

Activity coeflcient 

as reference state; 78, 246 
as reference state in transformation rcac- 

tions; 463 

term in FOLIDE 
Inhomogeneous term in FOLIDE; See Input 

Inner-sphere complex 

Inner-sphere mechanism 

Inorganic salts in aqueous solution 

definition; 389 

of transition state in one-electron transfer; 581 

effect on solubility of compound; See 
Setschenow constant of compound 

Inorganic surface; See Mineral surface 

Input term in FOLIDE 
definition; 471 
zero, constant or time dependcnt; 471 

definition; 950 

definition; 11 11 
as a rivers’ longitudinal coordinatc, Fig.; 11 12 
change of compound concentration along 

Input variable 

Integrated surface area of river 

river; 1112 

Interface 
definition and examples; 835 
air-water interface and the Henry’s law; 837 

and activity coefficicnt of solute; 8 I 
aqueous activity cocfficicnt from LFER; 149 
and classification of compounds; 62 
Debye energy; 60 
determining free cnergy of vaporization; 120 
dipo1e:dipole force, definition; 61 

Intermolecular force; 60 

dipo1e:induced dipole force, definition; 60 
and enthalpy of vaporization; I 10 
enthalpy and entropy; 56 
cxcess enthalpy and excess entropy; 83 
and excess enthalpy in water; 142 
illustrations of; 61 
London dispersive force, definition; 60 
polar force, definition; 62 
in pure liquid; 68 
and standard free energy change of phase 

transfer; 67 
van der Waals (vdW) force, definition; 60 
and vapor pressure of pure liquid; 110 
and vapor pressure of pure compound; 1 14 

Internal conversion of compound 
definition; 623 

Internal energy 
definition; 73 

Internal process 
definition; 950 

Interpore dispersion 
in porous media; 11 55 

Intrapore dispersion 
in porous media; 1155 

Intrinsic acidity constant of oxide surface 
definition; 420 

Ionic character 
of a bond and polarity; 20 

Ionic organic species 
adsorption to charged mineral, equations; 428 
behavior at wet mineral surface; 426 
chemically bound to mineral surfacc, Fig.; 419 
clcctrostatically fixed to charged surface, 

Fig.; 419 

definition; 252 
values at various tcmpcratures; App. D2, 

Tab.; 252 

definition; 473 
hydrolysis reactions at environmental condi- 

tions; 493 

definition; 32 

definition; 256 

definition; 15 
cis-/trans-; See Enantiomorphism 
effect on properties and reactivity of com- 

optical; See Enantiomorphism 
stcrcoisomerism; See Stereoisomerism 

definition; 15 
mixture in natural elements; 15 

Ionization constant of water 

Irreversible reaction 

Iso-compound (iso-) 

lsoelectric pH 

Isomerism 

pound; 18 

Isotope 

K 

Keesom energy; See Dipo1e:dipole force 

Kernel 
definition; 17 

Kerogen 
definition; 295 
elcmental composition, Tab.; 296 

temperature dependencc, graph, Fig.; 912 
temperature dependcncc; App. B; 9 13 
values at various temperatures, Tab.; 91 I 

and thermodynamically controlled reaction; 494 
definition; 494 

Kinematic viscosity of water 

Kinetically controlled reaction 

Kistiakowsky equation; 113 

Knudsen effect 

Knudsen number; 817 
diffusion in gas filled porous media; 817 

L 

Labile substrate; 739 

Lag period of compound degradation 
cnzyme induction; 701 
possible reasons for; 701 
time-scale of; 701 

flow; 1105 
Lagrangian reference system of water 

Lake 
chemoclinc, Fig.; 836 
compartments in onc-dimcnsional vertical 

modcl; 1085 
epilimnion; 836 
Greifensee; See Greifensee 
hypolimnion; 836 
number, surface arca and volume of total; 1052 
numcrical models, computer programs 

one-box models; 1054 
orographic characteristics, Tab.; 1053 
thermoclinc; 836 
two-box models; 1075 
vertical distribution of compound, Ill. Ex.; 1016 

charactcristic data, Tab.; 1065 
one-box model for fate of PCBs; 1065 
parameter and concentration of modeling PCBs, 

sediment-water cxchangc model of PCBs; 1073 
summary of applied models for PCBs in 

summary of models and measurements of PCBs, 

three-phasc model for PCB congeners, 

two-box sediment-water model for fate of 

for; 1089 

Lake Superior 

Tab.; 1079 

system; 1080 

Tab.; 1080 

Tab.; 1069 

PCBs; 1079 

definition; 282 
derivation from experimental data; 282 

definition; 281 

calculation of time and length scale, Ill. 

cocfficient, definition; 1121 
schematic illustration, Fig.; 1121 

Langmuir constant of compound 

Langmuir isotherm of compound 

Lateral mixing by turbulence in river; 1121 

Ex.; 1124 
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Lateral mixing of compound 

Layer resistance ratio of compound 

in river; 11 12 

definition; 916 
values for two wind speeds, various compounds, 

Tab; 917 

definition; 491 
of acid derivative hydrolysis reaction; 5 13 
characteristics of; 49 1 
effect on acid catalyzed hydrolysis rate; 520 
effect on hydrolysis of acid ester, Tab.; 525 
effect on rate constants of substitutions, 

effect on sensitivity for nuclcophilic rcac- 

examples from reaction with nucleophiles, 

in hydrolysis of acid amides; 527 
from hydrolysis of carbamates; 528 
mechanism of hydrolysis of phosphoric acid 

role in elimination reactions; 5 10 
strength of bond and reaction rate; 504 

Lethal body burden of compound 
definition; 378 
values for fish, Ill. Ex.; 380 

Lethal concentration of compound 
in baseline toxicity, definition; 375 
LFER for apolar and polar narcotics, Fig.; 376 

definition of hard and soft, examplcs; 500 
rules of hard and soft acid, basc; 500 

LFER; See Linear free energy relationship 

Light 

Leaving group 

Fig.; 498 

tions; 499 

Tab.; 492 

esters; 538 

Lewis acid and Lewis base 

behavior as wave and as particle; 614 
speed of in vacuum, approximate value; 614 
wavelength and frequency of, dcfinitions; 614 

as function ofwavelength, Fig.; 616 

absorbed wavelength and color; 62 1 
delocalized system of pi-electrons; 620 
transition to excited state; 617 

and wavelength of corresponding bond cnthalpy, 

and wavelength of photons; 6 14 

Light intensity at given wavelength 
incident, at water surface; See Spectralphoton 

Light intensity at given wavelength and depth 

Light absorbtion of a solution 

Light absorption of compound 

Light energy 

Tab; 61.5 

Juence rate 

definition; 628 
detcrmination method; 646 

definition in Beer-Lambcrt law; 615 
Light intensity at wavelength in solution 

Light non aqueous phase liquid (LNAPL); See 
Organic mixture-water partitioning of 
Component 

definition; 639 
calculation for a water body, Ill. Ex.; 640 

Light-screening factor 

Limiting substrate; 739, 741, 742 
Linear free energy relationship (LFER) 

definition; 89 
acidity constant estimation; See Hammett 

correlation 
air-organic solvent partition constant; 189, 192 
air-surface partitioning from saturation 

air-water partition constant, bond contribu- 

air-water partition constant, from molecular 

of aqueous activity coefficient; 149 
aqueous solubility from molecular size; 146 
atrnosphcric photolysis rate with hydroxyl 

for baseline toxicity of compound; 375 
calculation of octanol--water partition, Ill. 

calculation of solvent--water partition, 111. 

as check for data consistcncy; 91 
criteria for good and bad correlations; 90 
determination of slope and constant term; 91 
DOC- and octanol-water partition con- 

enthalpy of vaporization and vapor pres- 

for estimation of reaction rates, principlcs; 48 1 
free energy of transfer in two-phase systcm; 89 
half-wavc potential and rcaction rate; 601 
hexadecane- and octanol-water partitioning, 

humic acid- and octanol-water partition 

hydrolysis rate constants of benzoic acid 

information about badly characterized phase; 9 1 
limitations of prediction from one-parameter 

lipid-water partition, one-parameter; 342 
multiparamcter, air-surface partition coeffi- 

octanol-water partitioning and aqueous 

one-electron reduction potential and reaction 

one-clcctron transfer rcaction; 568 
onc-parameter of twophase systems, Tab.; 91 
org carbon- and octanol-water partition 

organic solvent-water partitioning, 

partition constant of compound in two-phase 

photosensitized ratc constant and sigma valuc, 

prediction of partition constant; 89 
protein-water partition, one-parameter; 34 1 
various solvent-water coefficients, one 

Swain-Scott relation of relativc 

values of air-organic solvent partitioning, 

pressure; 396 

tions; 205 

data; 205 

radical; 676 

Ex.; 232, 233 

Ex.; 222 

stants; 318 

sure; 119 

Fig; 219 

constant; 319 

esters; 531 

LFER 219 

cient; 397 

solubility; 224 

ratc; 585, 587 

constant; 301 

multiparam.; 220 

system; 90 

Fig; 671 

compound; 2 18 

nucleophilities; 497 

Tab.; 194 

valucs of aqueous solubility and molar volumc, 

valucs of octanol-water partition parameters, 

values of solvent parameters for partitioning, 

Tab; 148 

Tab; 225 

Tab; 221 

Linear reaction; See First-order reaction 

Linear sorption isotherm 
description; 280 

Lipid 
mass fraction in living organisms, Tab.; 337 

Lipid-water partition coefficient of compound 
calculation from octanol-water partition, Ill. 

calculation from one-parameter LFER; 342 
values for selected compounds, Tab.; 339 
versus octanol-water partition coefficient, 

Ex; 346 

Fig.; 342 

Liposomes 
reference phase for acutc toxicity of acids, 

as surrogate for membranes in baseline 

as surrogate for polar lipids and mem- 

uptake of neutral and charged forms of acid/ 

Liquid compound; See Pure liquid compound 

Liquid solution of compound 

Liquid surface 

Fig.; 377 

toxicity; 376 

branes; 342 

base; 377 

dcfinition; 166 

valucs of H-acceptoridonor, vdW paramcters, 
Tab.; 398 

pressure ofpure liquid 
Liquid-vapor equilibrium; See Saturation 

Living organic media 
composition; 335 
macromolecules in living struchms; 335 
polymers in living structures; 335 

chemical composition of dry weight, Tab.; 337 

definition; 60 
and air-apolar surface partition constant, 

Fig.; 72 
and air-hexadecane partition constant, Fig.; 71 
and air-polar surface partition constant, Fig.; 72 
and air-pure liquid partition constant, Fig.; 69 
and air-water partition constant, Fig.; 71 
dcscription on a molecular lcvcl; 63 
standard frce energy change of; 64 

Longitudinal mixing by dispersion in 
river; See Dispersion 

Lorentz-Lorenz equation; 64 

Luminescent processes 

Living organism 

London dispersive force 

fluorescence and phosphorcscence; 623 
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M 

Macropore 
effect of compound transport in porous 

media; 1175 
MASAS 

application for compound in Greifensee; 109 1 
computer program for lake modeling, reference 

to; 1089 
Mass flux 

Mass transfer across boundary 
mass balance over volume, schematic, Fig.; 789 

diffusion model; 837 
transfer model; 785 

definition; 751 
first step is rate limiting; 757 
second step is rate limiting; 757 
values for degradation of various substrates, 

Maximal velocity of reaction of substrate 

Tab.; 758 

definition; 741 
values for various growth limiting 

Maximum growth rate of cell population 

substrates; 746 
Maximum surface concentration of compound 

calculation From experimental data, Ill. Ex.; 283 
derivation from experimental data; 282 
and total number of surface sites of sorbent; 28 1 

Mean flow time of river water 
over distance, definition; 1109 

Mean flow velocity in river 
definition; 1105 
calculation for two flow regimes, Ill. Ex.; 1107 
in Darcy-Weisbach equation; 1106 
for wide river; I 106 

of molecules, schematic illustration, Fig.; 800 

enthalpy and entropy changes of fusion; 107 
estimation of, literature to; 120 
illustration in phase diagram, Fig.; 101 
normal and standard, definition; 100 

and walls of gram positive, gram negative 

boundary of cell for compound uptake; 691 
building up and function in bacteria; 737 

position of substituents, definition; 32 

by nonspecific enzyme; 699 
detailed, web adress to; 692 
of dead-end metabolite; 700 
of substituted benzene by nonspecific en- 

secondary, definition; 705 
of suicide metabolite formation; 700 

catalysis of hydrolysis; 544 
effect of surface types on hydrolysis rate, 

Mean free path 

Melting point of compound 

Membrane 

bacteria; 737 

Meta- (m-) 

Metabolic pathway 

zyme; 699 

Metal oxide surface 

Fig.; 545 

effect on reduction rate, ferrogenic condit., 

effect on transformation mechanism and 

illustation of compound coordination, Fig.; 544 
reaction scheme of bound iron as reduetant, 

survey of mechanisms affecting transfoma- 

Fig.; 589 

rate; 544 

Fig.; 590 

tions; 545 

Metal species in aqueous solution 
effect on hydrolysis reactions; 540, 542 
leading to elimination reaction mechanism; 543 
light absorption of organic complexes; 623 
metal ligand complex, acting as a 

nucleophile; 541 
Methanogenesis 

Methanotroph cell population 
in organic compound oxidation, Fig.; 570 

degradation of TCE in co-mctabolism, Ill. 
Ex.; 762 

Micelle formation 

Michaelis-Menten enzyme kinetics; 476 
in surface vicinal water, mechanism, Fig.; 440 

definition; 739 
co-substrate removal rate; 753 
concept of reaction steps; 75 1 
estimation of biotransformation rate, Ill. 

cstimation of biotransformation rates; 76 1 
example for hydrolases; 754 
first step is rate limiting; 754 
hydrolysis of alkyl halides in cell free ex- 

parameters for degradation of substrates, 

second step is rate limiting; 755 
simplifying assumptions, summary of expres- 

Ex.; 765 

tract; 759 

Tab.; 758 

sions; 756 

definition; 75 1 
first step is rate limiting; 756 
second step is rate limiting; 756 
values for degradation of various substrates, 

Michaelis-Menten half-saturation constant 

Tab.; 758 
Microbial activity 

affecting redox conditions; 569 
Microbial population dynamics 

and rate of compound biotransformation; 691 
in Michaelis-Menten kinetics biodegradation, 

and lag period of compound degradation; 701 
population growth as funct. of enzyme 

reaction; See Michaelis-Menten enzyme 
kinetics 

substrate; See Monodpopulation growth 
kinetics 

Fig.; 753 

population growth as funct. of limiting 

Microbially mediated reaction 
carboxylation of compound; See Curboxylation 

hydration of compound; See Hydration 
reaction, microbial 

reaction. microbial 

hydrolysis of compound; See Hydrolysis 

oxidation of compound; See Oxidation reaction, 

reduction of compound; See Reduction reaction, 

reaction, microbial 

microbial 

microbial 

Microorganism 
optimation mechanisms for environmental 

species mixture and environmental eondi- 

types of and presence in environment; 694 

anion and cation exchange capacities of 

characterization; 392 
charged; See Charged mineral surface 
effects on compound transformation; See Metal 

properties of various solids, Tab.; 424 
and sorbates of various polarities, Fig.; 393 
vieinal water at; See Surface vicinal water 
water layer thickness and relative humidity; 392 

competition with natural organic mat- 

EDA interaction with surface, illustration, 

EDA interactions, calculation of, Ill. Ex.; 415 
EDA interactions, definition; 41 3 
EDA interactions, effects of surface and 

for EDA interactions, values, Tab.; 414 
EDA interactions with surface, Fig.; 413 
environmental conditions for; 408 
as function of aqueous activity coefficient, 

possible mechanisms; 4 10 
Mineralization of compound 

definition; 459, 689 
structure-biodegradability relationship; 702 

accidental chloroform input, case study; 1132 

definition and various units; 673 
calculation as gas concentration; 673 

Mixture; See also Ideal mixture 
mixture and solution, definitions; 183 

Model 
definition; 947 
for inference; 948 
for prediction; 948 
linear; 956 
parameter, definition; 950 

definition; 85 

definition; 15 
and molecular diffusion coefficient in air, 

Fig.; 802 
and molecular diffusion coefficient in water. 

Fig.; 809 

adaption; 696 

tions; 694 

Mineral surface 

clays; 423 

oxide surface 

Mineral surface-water sorption of compound 

ter; 409, 412 

Fig.; 390 

sorbate; 413 

Fig.; 411 

Mississippi River 

Mixing ratio of gases 

Molar concentration of compound 

Molar mass of compound 
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Molar volume of compound 
difhsion volume; See Difusiirsion volume 
elemental contributions to, Tab.; 804 
estimation from various methods, Ill.  Ex.; 805 
from elemental contributions; 803 
from liquid density; 803 
and molecular diffusion coefficient in air, 

and molecular difhsion coefficient in water, 

values from estimation methods, Tab.; 804 
values of elemental volume contributions, 

Fig.; 802 

Fig.; 809 

Tab.; 804 

definition; 236 

calculation from atomic volumes; 149 
depending on calculation method; 150 
LFER parameter of aqueous solubility, 

parameter of aqueous solubility estimation, 

phase mixing influence; 186 

approximation for aqueous solution; 85 
calculation for liquid mixture; 85 

Mole 
definition; 15 

Mole fraction concentration of compound 
conversion to amount concentration; 85 
calculation from volume fraction for two 

Molar volume of liquid mixture 

Molar volume of solute 

Tab.; 148 

Fig.; 147 

Molar volume of solvent 

solvents; 170 

Molecular diffusion coefficient in air 
estimation from various methods, Ill. Ex.; 806 
from molar mass; 803 
temperature dependence; 805 
values as function of mass, of volume, Fig; 802 

Hayduk and Laudie relation; 8 12 
Stokes-Einstein relation; 810, 812 
temperature dependence; 8 1 1, 9 13 
temperature dependence, graph, Fig.; 912 
values as function of mass, of volume, Fig.; 809 
values for selected compounds, Tab.; 91 1 

in air; 799 
Chapman-Enskog theory; 801 
in porous media; 8 16 
and molecular theory of gas; 798 
in water; 808 

Molecular formula of compound 
definition; 15 
drawing representations, Fig.; 18 

definition; 15 

effect on the Henry’s law constant; 198 

definition; 741 
values for various growth limiting 

Molecular diffusion coefficient in water 

Molecular diffusivity 

Molecular mass of compound 

Molecular size of compound 

Monod constant of growth of cell population 

substrates; 746 

Monod population growth kinetics 
first order rate constant; See Specific growth 

rate of microbicil population 
first order rate law, growth limited case; 740 
graphical representation, Fig.; 74 1 
kinetic data for various limiting substratcs; 746 
one, two and n limiting substratcs; 742 
substrate dependence; 740 

definition; 62 
adsorbed on mincral surface, illustration, 

Fig.; 393 
partition constant as funct. of vdW parameter, 

Fig; 69, 71, 72 
partitioning in organic solvent-water sys- 

tems; 21 8 
quantification with H-bond dcscriptors; 1 15 
as surrogate for monopolar living medium; 339 

exchange velocity at box interfaces, Fig.; 84 1 

linear; 991 

and lag period of compound degradation; 701 

Monopolar compound 

Multibox model 

Multidimensional model 

Mutation of microorganism 

N 

Normal compound (n-) 

Narcosis; See Baseline toxicity 

Natural attenuation 

Natural organic carbon-water distribution 

definition; 32 

definition; 689 

ratio 
definition; 322 
of acid, as function ofpH,  Fig.; 322 
of base, as function oEpH, Fig.; 325, 324 
and sorption of cationic species of basc; 324 
and sorption of neutral species of acid; 323 
and sorption of neutral species of base; 324 

Dissolved organic matter (DOM); Solid 
phase organic matter (POM) 

cies; 325 

Natural organic matter (NOM); See also 

characteristics of soqition of charged spe- 

charge of and inorganic cation in solution; 323 
charge of and pH; 323 
charge of at ambient pH; 32 1 
components of and their elemental composition, 

relative nucleophilicily, range of values; 498 

Natural organic phase 
surrogate for; 182 

Near-surface specific light absorption rate 
definition; 63 1 
calculated from field and compound data, 

Tab.; 635 
calculation example; 63 1 
from Z-function and absorption coefficient; 632 
wavelength dependence, Fig.; 634 

Near-surface total specific light absorption rate 
definition; 634 

Tab; 296 

calculated from wavelength specific values. 

as function of season and latitude, Fig.; 636 
integral over effective wavelength range, 

per day relative to per second; 635 

depth of for direct photolysis; 63 1 
distribution function of light paths, defini- 

Tab.; 635 

Fig.; 634 

Near-surface water 

tion; 631 

definition; 32 
Neo compound (neo-) 

Nernst equation; 562 
Neutral hydrolysis reaction 

mechanism, (thio-)phosphoric acid esters; 538 
mechanism and scheme, carboxylic acid 

mechanisms and rates of alkyl halides, 

scheme, carboxylic acid esters, Fig.; 524 

definition; 5 15 
function of pH, carboxylic acid esters, Fig.; 5 14 
rate constant from experimental data, Ill. 

esters; 524 

Tab.; 505 

Neutral hydrolysis reaction rate 

Ex.; 515 

Non-aqueous phase liquid (NAPL) 
exchangc of compounds with nvcr water; 869 
cxchangc with aqueous phase; 860 
exchange with aqueous phase, Ill. Ex.; 821 

attacked in microbial oxidation reaction; 71 5 
electronic ground and excited states; 613 
in resonance with aromatic system; 30 
influence on bond angles; 26 
in nucleophilic specics; 49 1 
symbolism in drawing structure, Fig.; 18 

Nondimensional coordinate 
in groundwater flow; 1 16 1 
time of passage, step input into groundwater, 

Nonhonding electron pair 

Tab.; 1165 

Nonideal solution; See Real solution 

Noninterface boundary 

Nonlinear sorption isotherm; 304 

cxamplcs in the cnvironment, Fig.; 835, 836 

calculation of dual-mode sorption type, Ill .  
Ex.; 305 

definition; 62 
effect on Setschenow constant; 16 1 

definition; 784 
and Bemoulli coefficients; 782 
solution of Fick’s second law; 790 
variance; 784 

definition; 49 1 
calculation of first-order rate constant, Ill. 

Ex.; 502 
concentration of equal reaction rate, Tab.; 501 
hard and soft Lewis bases; 500 
hydridc, formed by NAD(P)H in 

Nonpolar compound 

Normal distribution; 782 

Nucleophilic species 

bioreductions; 722 
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important ones in aqueous environment; 49 I 
metal-ligand complexes; 54 1 
qualitative criteria for nucleophilicity; 498 
reactant with relevant compound group, 

reaction at polar bond; 491 
reactions of; See Nucleophilic substitution 

reference nuclcophiles in Swain-Scott rclation- 

relative effectiveness in displacing leaving 

valence shell characteristics; 491 

Nucleophilic substitution reaction 
effect of compound structurc on mechanism and 

initial step in microbial degradation of 

kinetic data for selected compounds, Tab.; 508 
reaction mechanisms; 495 

Nucleophilic substitution reaction, first-order 
effect of compound structure on mcchanisrn and 

rate; 505 
environmental conditions and competing 

mechanisms; 5 1 1 
favorised products; 497 
mechanism, dcscription of; 496 
rate law; 497 
standard free energy pathway, Fig.; 496 

Nucleophilic substitution reaction, second- 

calculation of pseudo-first-order const., Ill. 

effect of compound structurc on mcchanism and 

environmcntal conditions and competing 

mechanism, description of; 495 
mechanisms at (thio-)phosphoric acid es- 

ters; 538 
rate law; 496 
undcr reducing conditions; 501 
in seawater; 501 
standard free energy pathway, Fig.; 495 

qualitative criteria; 498 
quantitative mcasure in Swain-Scott rcla- 

relative, of relevant nuclcophilic species, 

Tab.; 492 

reaction 

ship; 497 

group; 497 

rate; 504 

compound; 702 

order 

Ex.; 502, 503 

rate; 505 

mechanisms; 5 I I 

Nucleophilicity of nucleophilic species 

tion; 497 

Tab.; 498, 499 

Numerical models of lakes; 1089 

0 

Ocean 
characteristics of, Tab.; 1052 
one-box models; 1054 

Octanol-water distribution ratio of acid or 
base 

definition; 271 
as function of pH, Fig.; 27 I 

activity coefficient in octanol; 224 
Octanol-water partition constant of compound 

as function of aqueous activity coefficient, 

and atodfragment contribution estimation; 228 
and baseline toxicity of compound; 375 
calculation from fragment contributions, 

examples; 229, 231, 232, 233 
data compilations, reference to; 226 
determination methods; 226 
estimation methods; 226; See also Atom/ 

LFER with aqueous activity coefficient; 224 
values of atodfragment coefficients, Tab.; 230 
values of atodfragment corrections, Tab.; 231 
values of LFER parameters of activity coeff., 

Fig.; 224 

fragment contribution method 

Tab.; 225 
Octanol-water partitioning of compound 

characteristics of octanol; 223 
surrogate for organic phases-watcr partition- 

ing; 223 

Octet rule 
in covalent bonding; 17 

Olefin; See Alkene 
One-hox model; 953, 955 

definition; 482, 950 
analysis of dynamics of compound in lake; 959 
for bioaccumulation in living organism; 350 
cstimation of degradation of compound, Ill. 

with input and output, schematic illustration, 

linear, with one variable; 955 
lincar with two variables; 976 
mass balance; 482 
nonlinear; 970 

Ex.; 960 

Fig; 955 

nonlinear, stable and unstable steady state, 

reactant degradation, product formation, Ill. 

schematic illustration, Fig.; 483 
sccond-ordcr degradation of compound, Ill. 

Fig.; 915 

Ex..; 979 

Ex.; 973 
second-order reactions of compound; 97 1 
time-dependent external forcing; 962 
time-dependent input of compound numcncal 

vcrification of degradation of compound, 111. 
example; 965 

Ex.; 966 

also Greifensee 
One-box model of lakes and oceans; 1054; See 

boundaries of fluxes; 1054 
flushing, air-water exchange, hydrolysis, Ill. 

modeling assumptions; 1054 
schcmatic picture of boxcs, flwes, reactions, 

summary of modeling equations and param- 

Ex; 1056 

Fig; 1055 

eters; 1055 

One-dimensional continuous lake model; 1082 
One-dimensional vertical (IDV) lake 

model; 1084 
applicability and characteristics of model; 1084 
concentration profiles, calculated, mcasurcd, 

Fig.; 1092 

goal of model; 1084 
lake topography; 1085 
numerical model, application information; 1089 
schematic illustration, Fig.; 1086 
use of continuous model for compound in 

Greifensee; 1091 

One-electron oxidation potential 
definition; 601 
and reaction rate constant of oxidation, 

Fig.; 601 

definition; 568 
and reaction rate constant of reduction; 585 
and reaction rate constant of reduction, 

value for molecular oxygen; 598 
values for photooxidants, Tab.; 656 
valucs for substituted nitrobcnzencs, Tab.; 585 

free energy of first step and of overall reac- 

microbial reduction of nitroaromatic com- 

multi-electron redox reactions; 569 
and rate limiting step of redox reaction; 568 
reaction scheme; 580 
reaction scheme and free energy profile, 

reduction of molecular oxygen; 598 
reduction of nitroaromatic compounds, 

stability of formed radical; 568 

in one-dimensional vertical lake model; 1085 
rate law of compound total concentration; 1088 
rate law of particle concentration; 1088 

Optical isomerism; See Enantiomorphism 
Organic acid and base; See Acid, see Base 
Organic compound 

One-electron reduction potential 

Fig.; 587 

One-electron transfer reaction 

tion; 568 

pounds; 725 

Fig.; 584 

Fig.; 584 

Open water column (OP) 

apolar; See Apolar compound 
bipolar; See Bipolar compound 
as cosolvent in aqueous solution; See Cosolvent 
environmental bcahvior of, scheme, Fig.; 8 
fate of in a lake, overview, Fig.; 7 
gencral environmental risks; 6 
global production rate; 5 
ionic; See Ionic organic species 
main elements in; 14 
monopolar; See Monopolar compound 
nonpolar; See Nonpolar compound 
number of in daily use; 5 
polar; See Polar compound 
processes in the environment, overview; 6 
pure, definition; 99 
reactivity in general; 22 
size of; See Size of compound 
as substrate in biotransformation processes; See 

Substrate 
Organic matter 

on solid phase; See Solidphase organic 
carbon; Solid phase organic matter 
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Organic mixture-water partitioning of 
component 

activity coefficients in organic phase; 237 
aqueous solubility of mixture components; 236 
aqueous solubility of PCBs, Ill. Ex.; 238 
cosolvent effect in aqueos phase; 236 
description of common mixtures; 235 
equilibrium cocfficient of; 237 

Organic phase 
as surrogate for living media; 339 

Organic phase-water partition coefficient 
values for various phases and compounds, 

Organic solvent-water distribution ratio 

Organic solvent-water partition constant 

Tab.; 339 

of organic acid or base; 27 1 

definition; 2 15 
activity coefficient expression; 2 15 
air-solvent and air-water partition con- 

calculation from LFER parameters, Ill. Ex.; 222 
influence of aqueous solubility of com- 

LFER for other organic solvents, same 

molar concentration cxpression; 21 5 
mole fraction expression; 2 15 
from molecular data, multiparameter 

and salt concentration; 216 
schematic picture of relations, Fig.; 186 
temperature dcpendence; 2 15 
values for various solvents and compounds, 

values of molecular LFER parameters, 

Organic solvent-water partitioning of 

stants; 215 

pound; 215 

compound; 218 

LFER; 220 

Tab.; 217 

Tab.; 221 

compound 
definition; 214 
acid or base distribution; 270 
comparison of different organic solvents; 21 6 
comparison of salt concentrations; 21 6 
general applicability of; 214 
model of multiparameter LFER dcscrip- 

schematic illustration of processes, Fig.; 186 
tcmperature effect; 21 5 

Organism-environmental medium partitioning 
definition; 343 
definition from singular partition coeffi- 

cients; 344 
calculation from lipid-water partitioning, Ill. 

E; 346 
calculation from org. phases partitioning, Ill.  

Ex; 348 
calculation from organic phases partition, Ill. 

Ex; 349 
dynamic process and equilibrium; 343 
estimated and measured, intcrprctation, Ill. 

lipid normalized, definition; 345 
and obscrvcd bioaccumulation factor; 349 
schematic illustration of interrelations, Fig.; 345 

tion; 220 

Ex.; 346, 348 

Ortho- (0-)  

position of substituents, definition; 32 

of transition state in one-electron transfer; 581 

definition; 950 

definition; 47 1 
constant or time dependent; 471 

Outer-sphere mechanism 

output 

Overall first-order rate constant in FOLIDE 

Overall quantum efficiency photooxidant 

Overall rate of transformation of compound 
production; 660 

for multiplc order and multiple mecha- 
nisms; 512 

Oxic condition 
definition; 571, 694 
degradation rate compared to anoxic condition, 

forming electrophilic form of oxygen; 71 5 
functional groups favorising biodegrada- 

functional groups inhibiting biodegrada- 

mastervariable in selection of compound 

selection criterion in biodegradation path- 

vinyl chloride biodegradation products, 111. 

Fig; 694 

tion; 705 

tion; 705 

biodegrada; 694 

way; 703 

Ex.; 720 

definition; 559 
alcohol dehydrogcnasc in biooxidation 

generated from light absorption; See 

scquence of in organic compound oxidation, 

Oxidant 

reactions; 722 

Photooxidant 

Fig.; 570 

Oxidation reaction 
definition; 556 
notation; 23 
one-electron, anilins and coupling products, 

Fig; 600 
one-elcctron, phcnols and coupling products, 

Fig; 599 

Oxidation reaction, microbial 
electrophilic attack at double bond; 715 
clectrophilic attack at nonbonding electron 

clectrophilic attack at sigma bond; 715 
example of cytochrome P450 

initial step in degradation; 700 
initial step in degradation reactions; 702 
involving electrophilic oxygen- 

reaction scquence of a monooxygenase, 

selccted reactants and oxidation products, 

specialized organisms executing oxida- 

transfer of one or two oxygen atoms; 7 15 

pair; 715 

monooxygcnase; 71 8 

bioreactants; 715 

Fig.; 719 

Tab.; 717 

tions; 719 

- 
units; 344 Oxidation state 

definition; 23 
assigning in molecules, Ill. Ex.; 24 
rules of assigning; 23 

anilines, mechanisms and products of, Fig.; 600 
phenols, mechanisms and products of, Fig.; 599 

atom state, forming hydroxyl radicals; 673 
co-substrate in microbial oxidation reac- 

transition and reaction cycle, scheme, Fig.; 659 

conccntration determination method; 667 
generation from triplet and reaction scheme, 

in biochemical conversion of triplet oxy- 

near-surfacc and DOM concentrations, 

potential reaction partners in indirect photoly- 

rate constants as function of pH, Fig.; 669 
wavelength range of production; 660 

excitation to singlet state, reaction scheme, 

promotion cnergy to singlet state; 658 
as quencher of excited chromophores: 658 

Oxidative coupling 

Oxygen 

tion; 715 

Oxygen, singlet state 

Fig.; 659 

gen; 696 

Fig.; 667 

sis; 668 

Oxygen, triplet state 

Fig.; 659 

P 

Para- (p-) 

Paraffin; See AIkane 

Partial differential equation 

position of substituents, definition; 32 

first-order linear; See First-order linear 
second-order linear; See Sccond-order linear 

and chemical potential of compound; 74 

and chemical potential of compound; 74 

Partial molar enthalpy of compound 

Partial molar entropy of compound 

Partial molar excess enthalpy of 
compound; See Excess enthalpy of 
compound 

Partial molar excess entropy of compound; See 
Excess entropy of compound 

Partial molar excess free energy of 
compound; See Excess free energy of 
compound 

Partial molar free energy of compound; See 
chemical potential of compound 

Partial pressure 

Partial pressure of gaseous compound 
of water in air and relative humidity; 392 

definition; 76 
and fugacity; 77 
mixing ratio of volume expression; 673 

Partially miscible organic solvent (PMOS); See 

Particle; See Suspended solids 

Cosolvent 

coagulation of; 1064 
colloidal; I064 
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concentration, ocean surface and deep water, 

first-order removal model; 1064 
first-order removal rate constant, 1063 
rate law in open water column; 1088 
rate law in surface mixed water layer; 1087 
removal from water column; 1061 
removal from water, schcmatic illustration, 

resuspension from sediment; 1070 

Tab.; 1052 

Fig.; 1062 

Fig.; 1166 
and phase shift coefficient, Fig.; 1166 
in groundwater transport; 1156, 1161 
in groundwater transport, 111. Ex.; It59 
interpretation of; 10 I2 

as function of porosity and particle size, 

in layer of groundwater system, Tab.; 1150 
of groundwater system; 1153 

Permeability 

Fig.; 1154 

resuspension from sediment, flux of com- 

in surface mixed sedimcnt layer; 1088 
variation in origin, size, settling velocity; 1064 

Particle aggregate; See Porous particle 

Particle settling 
compound input into surface mixed sediment 

layer; 1076 
laminar; I061 
mass flux per unit area, definition; 1062 
on lake sediment, schematic illustration, 

transport mechanism of compound; 1059 
vertical mass flux of compound; 985 

in river Rhine, case study; 1137 
rate law for length axis; 11 16 
rate law for time axis; 11 16 

Particle settling velocity 
apparent; 1064 
Stokes law; 1061, 1064 
typical values; 1061 
typical values and horizontal water cur- 

Permeation of compound into bacterium cell 
pound; 1072 time scale for nonpolar compounds; 737 

global production; 33 

definition; 249 
and acid-to-base concentration ratio; 249 
buffering in natural waters; 253 
change of by organic acid contamination; 253 
reaction rate sensitivity and reaction mecha- 

of seawater, Tab.; 1052 
stability of in natural waters; 253 

definition; 5 15 
acidneutral, neutralbasc, acidibasc points, 

Fig.; 515 
calculation from laboratory data, Ill. Ex.; 515 
data for (thio-)phosphoric acid esters, Tab.; 537 
data for carboxylic acid amides, Tab.; 527 
data for carboxylic acid esters, Tab.; 520 
temperature dependence; 5 15 

PH 

nism; 51 1 
Fig.; 1070 

pH of intersection of equal reaction rates 
Particle settling in river 

pH of zero point of charge 
rents; 1064 definition; 421 

organic carbon 

phase organic matter description; 99 

Particulate organic carbon; See Solidphase 

Particdate organic matter (POM); see solid 

Partition coefficient of compound 

Partition constant, general; See Equilibrium 

Partition constant of compound 
from dry and wet solvent; 186 
indirect determination of; I86 
and transfer rate across interfacc; 55 

between phases, definition; 59 
between phases, in open water column; 1060 
and equilibrium assumption; 55 

equilibrium notation; 66 molecule; 614 
excess of intermolecular forces; 66 
reaction formulation; 59 

calculation from intrinsic acidity constants; 421 

illustration of the four phases, Fig.; 101 
Phase diagram of pure compound 

Phase rule, Gibbs; 99 
Phase shift coefficient definition of the term coefficient; 90 

in groundwater and Peclet number, Fig.; 1166 
sinusoidal input into groundwater; 1165 

and equilibrium assumption; 55 

direct; See Directphotolysis 
in a lake and vertical mixing, Fig.; 954 

energy of at given wavelength; 6 
interaction with electromagnetic field of 

partition constant 

Phase transfer process 

Photolysis 

Partitioning of compound 

Photon 

Photooxidant 
calculation of production rate, Ill. Ex.; 665 
calculation of steady state concentration, Ill. 

conccntration range in environment, Fig.; 657 
determination of concentration in natural 

hydroxyl radical; See Hydroxyl radical 
in atmosphere, types and reaction characteris- 

inorganic ions’ role in indirect photolysis; 658 

Passive uptake of compound by 

microorgansims Ex; 662, 665 
limiting overall transformation rate; 691 
of hydrated molecules and charged species; 738 

definition; 615 

definition; 1011 tics; 672 
and nondimcnsional attenuation coefficient, 

Path length of light in solution 

Peclet number 

water; 661 

oxygen, singlet and triplet statc; See Oxygen 
production ratc law; 660 
rate law of total consummation; 660 
reactants in atmosphere; 656 
reactants in water treatment plants; 656 
steady state concentration determination; 657 
steady state concentration, near surface; 661 
values of one-electron reduction potentials, 

Tab.; 656 

Photosensitization 
definition; 623 

Photosensitized reaction 
definition; 670 
first-order rate constants of some herbicides, 

Tab; 670 
first-order rate constants vs. sigma constant, 

Fig; 671 

Photosensitizer 
definition; 623 

Photosynthesis 
redox conditions in aquatic environment; 569 

Physisorption 
definition; 389 

Pi-bond; See also Double bond 
conjugated, definition; 28 
in electronic ground and excited states; 613 
picture of, in multiple bonds, Fig.; 27 

delocalized, picture of orbitals, Fig.; 29 
in conjugated Pi-bonds; 28 
transition from bonding to antibonding 

Pi-electron 

orbital; 620 

Planck’s constant 

Plant-air partition coefficient of compound 

P 1 as m i d 

definition and value; 614 

calculated and measured values, Ill. Ex.; 349 

definition; 695 
cxchange of and lag period of compound 

mechanism of DNA exchange and conse- 

occurrence in bacteria and role in biodegrada- 

degradation; 701 

quences; 695 

tion; 695 

definition; 19 
and electronegativity differencc of at- 

and enthalpy change; 23 
and reactivity of bond; 2 1, 49 1 
reactivity with electrophile and 

symbolism in drawing structure; 19 

Polar compound 
definition; 62 
in water, reordering of water molecules; 145 
partitioning into polar and nonpolar lipids; 343 

Polar intermolecular force; See also Electron 

Polar bond 

oms; 19, 491 

nucleophile; 491 

donor-acceptor force 
definition; 62 

intermolecular forces with adsorbents; 72 
Polar surface 
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Polarizability of compound 
in aqueous activity cocfficicnt calculation: 150 
and London dispersive energy: 60 
of a molecule, definition; 63 
values of parameter of selected compounds, 

Tab.; 152 

Pollution cloud 

Polycyclic aromatic compound 

dilution along one dimension; 868 

definition; 30 
examples, Fig.; 30 

calculation, linear and nonlin. sorption, Ill. 
Pore water concentration of compound 

Ex.; 308 

dcfinition; 737 
passive uptake of compound and sclectiv- 

Porin 

ity; 738 

dcfinition; 8 I5 
unit; 816 

definition; 287 
and solid-water phase ratio; 287 
typical value range in groundwatcr; 287 

characteristic parameters; 1150 
diffusivity of compound; 816 
dispersion types, schematic illustration, 

effect of sorption; 1170 
gas-filled, diffusion of compound; 817 
hcterogcncity of; 1175 
heterogeneity, schematic illustration, Fig.; I149 
liquid-filled, diffusion of compound; 81 7 
porosity, definition; 8 15 
tortuosity; 816 

Porous particle 
half-saturation time; 876 
sorption kinetics; 874 

Potential; See Chemical 
potential; Electrochemicalpotential 

Preexponential factor of Arrhenius equation 
definition; 478 

Pressure of gas 
and fugacity; 76 

Primary carbon atom 
dcfinition: 32 

Production rate 
global, of organic chemicals; 5 

mass fraction in living organisms, Tab.; 337 
Protein-water partition coefficient of com- 

calculation from one-parameter LFER; 341 
values for selected compounds, Tab.; 339 
vcrsus octanol-water partition coefficient, 

Porosity of porous medium 

Porosity of solid-water system 

Porous media; See also Groundwater 

Fig.; 1149 

Protein 

pound 

Fig.; 341 

Proton in aqueous solution 
reactant or product of standard hydrogen 

reaction with water as base: 247 
clcctrodc; 560 

standard chemical potential of, per defini- 
tion; 241 

reaction 
Proton transfer reaction; See Acid-base 

Proximity effect of substituent on acidity const. 
intramolccular and steric, description of; 259 
intramolccular and steric, Fig.; 260 

definition; 470 
calculation at given temperature, Ill. Ex.; 484 
calculation for multiple SN-2 rcactions, 111. 

obscrvcd, for multiple order and mecha- 

photooxidant consumption; 660 

definition; 470 
Michaelis-Mentcn enzyme kinetics; See First- 

Monod population growth kinetics; See First- 

Pseudo-first-order rate constant of reaction 

Ex.; 502, 503 

nisms; 512 

Pseudo-first-order rate law of reaction 

order rate law of riwction 

order rate Iuw ofreaction 

Pump regime in groundwater 
in groundwater system S, Ill.  Ex.; 1156. I168 
time of compound reaching wells, Il l .  Ex.; 1156 

Pure compound 
definition; 99 
notation of; 68 

Pure compound-water partitioning; 135 

Pure gaseous compound 
aqueous solubility and activity coefficient; 139 
aqueous solubility as function of temperature, 

calculation of aqueous solubility, 111. Ex ; 140 
chemical potential of; 104 
phase diagram, Fig.; 101 

aqueous activity coefficient, calculation, Ill.  

aqueous solubility; 136 
aqucous solubility and activity coefficient; 135 
aqueous solubility as function of temperature, 

calculation of aqueous solubility, Il l .  Ex.; 140 
chemical potcntial ofi 80, 104 
enthalpy and cntropy tcrms in; 99 
fugacity of, illustration, Fig.; 79 
phasc diagram, Fig.; 101 
in pure liquid.-watcr mixture; 136 
as rcfcrencc for compound in liquid solution: 78 
as reference statc of compound: 77 
standard chemical potcntial of; 80 
symbolof; 68 
vapor pressure vcrsus temperaturc, Fig.; 106 

Pure liquid compound-water equilibrium 
definition; 135 
activity coefficient of liquid compound; 136 
mole fraction valucs of compound in own phasc, 

schcmatic picture of processes, Fig.; 186 
temperature depcndence; 155 

Pure liquid-vapor boundary of compound 
saturation prcssurc and temperature, Fig.; 101 

Fig; 155 

Pure liquid compound 

Ex; 153 

Fig; 155 

Tab; 136 

Pure solid compound 
aqueous activity coefficient, calculation, Ill. 

aqucous solubility and activity coefficient; 138 
aqueous solubility as function of temperature, 

aqueous solubility with cosolvent; 166 
calculation of aqueous solubility, Ill. Ex.; 140 
phase diagram, Fig.; 101 
vapor pressure versus tempcraturc, Fig.; 106 

Pure solid-vapor boundary of compound 
saturation pressure and tempcrature, Fig.; 10 1 

Purge-and-trap method 
in air-water partitioning; 204 

Ex; 153 

Fig; 155 

Q 
Quantitative structure activity relationship, 

Quantum efficiency 

Quantum yield of photolysis of compound; See 
also Reaction quantum yield ofphotolysis 

QSAR; See Linear free energy relationship 

dctermination in natural watcr, 647 

definition, 626 

definition, 658 
physical and chemical in watcr, 660 
quencher, definition, 623 
water for singlet ouygcn. h66 

Quenching 

R-, as substituent 
dcfinition; 32 

Radical formation 
from light irradiation; See Photooxidant 
in onc-electron transfer reaction: 568 
in oxidation of anilines and phenols; 600 

of object through discrete boxes, Fig.; 781 

activity coefficicnt in ideal solution; 79 
for components in organic mixture: 237 

Random motion 

Raoult’s law; 183 

Rate constant of light absorption of 
compound; See Specific rate of light 
absorption 

Rate constant of reaction; See also First-order 
rate constant; Pseudo-first-order rate 
constant; Second-order rate constant 

dcfinition; 469 
cffcct of solution composition; 481 
temperature dependence; App. D1; 478 
total of various transformation processes; See 

lbtul reaction rate constant of compound 
in transition state theory of elementary 

reaction; 480 

First-order rate law; Pseudo-first-order rate 
law; Second-order rate law 

definition: 468 
direct photolysis reaction; 64 I 
equation for disappearance of compound; 469 

Rate law of transformation reaction; See also 
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first-order; 469 
first-order including back reaction; 473 
and mechanism of rcaction; 469 
Michaelis-Menten enzyme kinetics; 477 
orders of reaction, definition; 469 
photooxidant consumption; 660 
photooxidant formation in indirect photoly- 

pseudo-first-order; 470 
second-order; 470 
temperature dependence; App. D 1 ; 478 
in transition state theory; 479 

definition; 478 

per unit surface area and per unit volume; 629 

definition; 630 

accelerated by metal species in solution; 542 
controlling factors in collision model; 478 
factors of influence in redox reactions; 581 
by indirect photolysis at near surface; 66 1 
inhibited by metal species in solution; 543 
overall of multiple mechanisms; See Overall 

relative, in kinetically controlled reactions; 494 
and transition state theory; 479 

definition; 459 
chemical, definition; 459 

sis; 660 

Rate limiting step of transformation 

Rate of light absorption by aqueous medium 

Rate of light absorption by compound 

Rate of transformation of compound 

rate of transformation of compound 

Reaction 

Reaction constant; See Equilibrium constant of 

Reaction distance of compound in river 
definition; 1 1  15 
values for two flow rcgimes of river G, 

Tab.; 1115 

Reaction enthalpy 

reaction 

estimation from bond enthalpies; 22 
sign convention; 23 

Reaction order 
definition; 469 

Reaction process 
total of first order, in one-box model; 483 
total, in one-box model; 482 

one-box model, coupled FOLIDEs approach, Ill. 
Reaction product formation 

Ex.; 979 

definition; 626 
determination methods; 645 
values for various compounds, Tab.; 642 
wavelength dependence; 627 

Reaction quotient 
definition; 465 
calculation for given conditions, Ill. Ex.; 467 
influence on free energy change of reac- 

in Nemst equation of redox reactions; 562 

Reaction quantum yield in aqueous solution 

tion; 465 

Reactive oxygen species (ROS); 656 

Reactivity 
of a bond and its polarity; 2 1 
of organic compounds in gcneral; 22 

Real gas 
fugacity and pressure; 76 

Real solution 
fugacity of compound, illustration, Fig.; 79 

Redox conditions in aquatic environment 
sequence of redox processes; 569, 574 
sequence of redox processes, Fig.; 570 

inorganic, standard potential values, 

mediators, standard potential values, Tab.; 575 
organic, standard potential values, 

Redox couples 

Tab.; 563, 575 

Tab.; 564, 575 

definition; 23, 556 
calculation of amount of oxidants necdcd, 111. 

calculation of redox capacities, Ill. Ex.; 571 
change of bond polarity; 23 
combination of two reduction half-reac- 

tions; 569 
e-transfer and potential in galvanic cell, 

Fig.; 560 
kinetics; 580 
problems in quantification; 559 
sequence of oxidants in aquatic environ- 

thermodynamics; 559 

definition; 559 
alcohol dehydrogenasc in bioreduction 

NAD(P)H, direct or indirect in 

Redox reaction 

Ex.; 573 

ment; 570 

Reductant 

reactions; 722 

bioreductions; 724 

Reduction potential of half-reaction 
definition; 562 
calculation at given concentration and pH, Ill. 

Ex; 576 
and Nemst equation; 562 
one-electron transfer; See One-electron 

reduction potential 
at standard conditions; See Standard reduction 

potential 

Reduction potential of natural aquatic system 
measuring for oxic and for suboxic/anoxic 

problems from nonequilibrium state; 574 

function of half-wave potential, Fig.; 601 
function of onc-electron reduction potential, 

and half-wave oxidation potential; 601 
and one-electron reduction potential; 585 

dechlorination, as function of bond energy, 

dechlorination, as function of potential, 

dechlorination at metal electrodes, Fig.; 597 

state; 574 

Reduction rate constant of compound 

Fig.; 587 

Reduction rate of compound 

Fig.; 597 

Fig.; 597 

dehalogenation of halogenated methanes, 

in presence of dissolved organic matter, 

in presence of surface, iron(I1) as mcdiator, 

and reaction mechanism; 580 
relative rates for various reductants, Fig.; 58 1 

abiotic, schematic illustration, Fig.; 557 
biological, schematic illustration, Fig.; 557 
calculation for DOM-mediated e-transfer, Ill. 

definition and notation; 23 
reaction rate; See Reaction rate ofreduction 
various pathways to final product, Fig.; 582 

bioreduction by alcohol dehydrogenase; 722 
initial step in degradation reactions; 702 
involving nuclcophilic bioreactants; 72 1 
nitroaromatic compound reduction by flavopro- 

point of reductive attack of bioreactant; 721 
reaction sequence of a dehydrogenase, Fig.; 723 
reaction sequence of metal containing enzyme, 

reduced metal in enzymes; 725 
selected reactants and oxidation products, 

Fig.; 596 

Fig.; 583 

Fig; 589 

Reduction reaction 

Ex.; 590 

Reduction reaction, microbial 

tein; 725 

Fig.; 728 

Tab.; 721 

definition; 556 
complexity of kinetics; 595 
and dehydrohalogcnation reaction, same 

environmental conditions for; 592 
microbial, membrane permeability limited; 69 1 
possible mechanisms for chlorinated 

relative reaction ratcs in different systems, 

variability of mechanisms and products, 

Reductive dehalogenation reaction 

compound; 556 

ethenes; 598 

Fig.; 596, 597 

Fig.; 593, 594 

Reference state of compound 
definition; 77 
and activity of compound; 80 
in environmental chemistry; 77 
infinite dilution state, definition; 78, 246 
pure liquid state; 77 
and reference state of thc elements; 78 
and standard state; 77 
value of activity coefficient; 80 

as measure for polarizability; 64 
and polarizability of molecules; 64 
valucs for selected liquids, Tab.; 65 

definition; 392 
effect on H-donor and vdW forces of surface, 

Fig.; 399 

definition; 227 
parameter in partition constant estimation; 227 

Refractive index of compound 

Relative humidity of air 

Relative retention time in chromatography 
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Renkin effect; 875 

Resonance 

Resonance effect of substituent on acidity 

diffusion in liquid filled porous mcdia; 8 17 

symbolism in drawing structure; 29 

const. 
description; 258 
direct resonance, definition; 264 
direct resonance, Fig.; 259 
and position at aromatic compound, Fig; 259 
substituents with positive or negative cf- 

fect; 257 

Resonance energy 
definition; 29 
value of bcnzcne; 29 

Retardation of compound in solid-water 
system 

definition; 288 
calculation for mineral-water adsorption, Ill. 

Ex; 415 
effect of cosolvent, Ill. Ex.; 3 12 
illustration for groundwater situation, 

Fig.; 288, 1149 

Reynolds number 
definition; 826 
and diffusion type; I0 19 
particle specific, definition; 1061 

Reynolds’ splitting; 1019 
Ring structure of compound 

and dia-stereoisomcrism; 27 

River 
advectiodreaction equation, stationary 

air-water exchange of compound; 11 11 
change of maximum conccntration of com- 

change of total load of compound; 1130 
characteristic parameters, schcmc, Fig.; 1103 
characteristic parameters, Tab.; 11 04 
dispersion, lateral and vertical, picture, 

distance of reaction, definition; I 1  15 
flow and reaction of compound; 1 108 
flow and reaction of compound, illustration, 

friction factor, typical value range; 1106 
groundwater crossing, schematic illustration, 

infiltration into groundwater system S, Ill. 

input of chemical, different input scenarios, 

integrated surface arca as coordinate, Fig.; 1 1  12 
lateral mixing of compound; 1 1 12 
lateral turbulent mixing; 1 I2 1 
longitudinal mixing by dispersion; 1122 
mixing processes, latcral and vertical, 

processes in; 1 103 
reference systems of flow; 1105 
schematic illustration of gcometry, Fig.; I103 
sediment-water exchange of compound; I I I6 

solution; 11 10 

pound; 1130 

Fig.; 1122 

Fig.; 1109 

Fig.; 1151 

Ex.; 1166, 1168 

Fig.; 1128 

Fig.; 1121 

stationary flow; I102 
temporal cvolution of compound patch, graph, 

total water volume; 1102 
transport of compound by the mean flow; 1 104 
transporhaction model; 1130 
vertical mixing of compound; 11 12 
vertical turbulent mixing; 1120 

air-water exchange for two flow regimes, Ill. 

effect of dispersion on atrazine spill, Ill. 

mcan flow velocity for two flow regimes, Ill. 

reaction distance for two flow regimes, 

sediment-water exchange of atrazine, Ill. 

turbulent difision and dispersion, Ill. Ex.; 1124 

exfiltration of compound into groundwater, Ill. 

Fig.; 1127 

River G 

Ex.; 1113 

Ex.; 1129 

Ex.; 1107 

Tab.; 1115 

Ex.; 1118 

River R 

Ex; I 177 

River Rhine 
accidential pesticide input, case study; 1135 
longitudinal dispersion of a pesticide, casc 

pcsticide concentrations, measurcd and 

physico-chemical data of river and pesti- 

summary of processes and data of pesticide, 

study; 1139 

modeled, Fi; 1140 

cide; 1136 

Tab.; 1140 

Rotation of compound 
freedom of and molecular symmetry; 126 
standard entropy change of; 126 

Rotational symmetry number; 123 
Roughness of river bed 

rough river, definition; 926 
small and large, illustration of eddies, Fig.; 925 
small, definition; 924 

definition; 926 
Roughness parameter of river 

S 

Salinity 

Salting constant; See Seischenow constant 

Salting-in 
definition; 161 

Salting-out 
definition; 159 

Saturated calomel electrode 
standard reduction potential value; 574 

Saturated carbon 
definition; 26 

Saturated compound 
definition; 32 

Saturation concentration of compound in 

of scawater, Tab.; 1052 

water; See Aqueous solubility of compound 

Saturation pressure of pure compound 
and air-solvent partition constant; 189 
and air-pure liquid partition constant; 68 
in aqueous activity coefficient formulation; 148 
data compilations, rcferencc to; 11 9 
description of equilibrium with condensed 

experimental methods for determination; 118 
as function of temperature, Fig.; 106 
at givcn temperature, calculation of, Ill. 

information about compound properties; 98 
and intermolecular forces; 110 
of normal alkanes, Fig.; 100 
partial and total prcssurcs of pure com- 

and total pressure in closed and open vcs- 

state; 98 

Ex.; 108 

pound; 99 

sels; 101 

Saturation pressure of pure liquid compound 
and activity of compound in gas phase; 356 
calculated valucs for selected compounds, 122 
calculated vcrsus experimental values, Fig,; 117 
calculation at another temperature; I 1  9 
calculation from air-hexadecanc partitioning, 

calculation from molecular data; 118 
calculation from vdW force and surface 

describing van der Waals force of com- 

estimation from melting and boiling points; 121 
extrapolation to subcooled liquid; I05 
and free energy change of vaporization; 104 
and its fugacity; 78 
and fugacity of compo.und in liquid solu- 

influence of compound’s properties on; 114 
LFER for air-surface partition coefficient; 396 
at liquid-vapor equilibrium; 104 
of watcr, and relative humidity of air; 392 
as subcooled liquid; 103 
temperature dcpcndence; App. DI;  105 
thermodynamic dcscription; 103 

Saturation pressure of pure solid compound 
calculated values for selected compounds, 

calculation from subcooled liquid; 124 
and its fugacity; 78 
temperature dependence; 105, 107, 123 
thermodynamic description; 105 

Saturation pressure of subcooled liquid 
calculation from purc solid and melting 

Saturation pressure of superheated liquid 
and aqueous solubility of compound; 139 

Schmidt number 
dcfinition; 909 
factor in water-phase exchange velocity in 

river; 925 
tcmpcrature dependence; 9 14 
in water, values for selected compounds, 

in water, temperature dcpendcnce, graph, 

Fig; 117 

area; 396 

pound; 396 

tion; 183 

Tab.; 122 

point; 124 

Tab.; 911 

Fig.; 912 
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Seawater 
artificial, salt composition of; 161 
calculation of solubility of solid in, Ill. Ex.; I64 
inorganic salt composition, Tab.; 160 
nucleophilic substitution reactions in; 501 

Second-order linear partial differential 

transport and chemical reaction of com- 

Second-order rate constant of reaction 

equation 

pound; 1008 

definition; 470 
hydroxyl radical in atmosphere, Fig.; 674 
hydroxyl radical in water, Fig.; 664 
metal-ligand complex as competing 

in Swain-Scott relation; 497 
for various nucleophiles and leaving groups, 

nucleophile; 542 

Fig.; 498 

definition; 470 
bimolecular nucleophilic substitution rcac- 

tion, 496 
biodegradation rate of co-substrate; 753 
conditions for reduction to pscudo-first- 

elimination of substitucnt; See Elimination 

nucleophilic substitution; See Nucleophilic 

Second-order rate law of reaction 

order; 475 

reaction, second-order 

substitution reaction. second-order 

Secondary carbon atom (sec-) 

Sediment 
definition; 32 

desorption kinetics of contaminant, Ill. Ex.; 881 
of lakes, main organic components of; 294 
permanent, compound transfer from 

permanent, in SMSL model; 1073 
porosity; 851 
preservation factor of settling particles; I076 
stratigraphic profile interpretation, Ill. Ex.; 823 

Sediment-water exchange of compound 
in one-dimensional vertical lake model; 1085 

Sediment-water exchange of compound in 

SMSL; 1076 

river; 1116 
flux of compound; 1 1 16 
from particle settling; 11 16 
of pesticide in the river Rhinc, case study; 1137 
in sandy sediments; 11 19 
spill of atrazine into river G; 1 11  8 

exchange flux, schematic illustration, Fig.; 1070 
exchange models; 107 1 
exchange of compound; 1070 
exchange of sorbing compound, example, 

surface mixed layer; See Surface mixed 

as wall boundary; 1072 

Sediment-water interface; 851 

Tab.; 852 

sediment layer (SMSL) 

Sediment-water system; See also Surface 

parameters, concentration of PCBs in Lake 

particle resuspension; 1072 

mixed sediment layer (SMSL) 

Superior; 1079 

solution of linear two-box model; 1078 
two-box model, schematic illustration, 

Sensitivity of compound for nuleophilic 

compound structure and reactivity; 499 
in Swain-Scott relation; 497 
reference compound and standard value; 499 

Sensitized photolysis; See Indirect photolysis 

Sequestration 

Setscbenow constant of compound 

Fig.; 1076 

reaction 

definition; 735 

definition; 160 
and aqueous activity coefficient; 160 
calculation for sodium chloride, Ill. Ex.; 164 
detcrmination; 160 
effect of type of inorganic ion; 160 
effect on sorption; 3 10 
in salt mixture, from individual constants; 162 
in seawater, calculation for solid com- 

in seawater, calculation from salt mixture in 

in seawater, values for selected compounds, 

temperaturc dependencc; 162 
values for different salts, Tab.; 160 

pound; 164 

seaw; 162 

Tab.; 163 

Setschenow equation; 159 
Shake flask method 

in determination of octanol-water partition- 

Shared electrons; See Bonding electron pair 

Shear diffusion model 

ing; 226 

and horizontal diffusion; 1033 
size of compound cloud and transport time, 

summary of equations; 1035 

definition; 922 
in rivers, definition: 1106 

Sigma constant of substituent 
effect on biodegradation rate; 716 

Sigma-bond; See Single bond 
in conjugated Pi-bonds; 28 
in electronic ground and excited statc; 613 

Sigma-Hammett constant of substituent 
definition; 261 
effect on hydrolysis rate of an acid ester, 

Fig.; 532 
in hydrolysis rate expression; 532 
values for phenyl urea herbicides, Tab.; 670 
values for substituents and positions, 

Fig.; 1034 

Shear velocity 

Tab.; 263, 266 
Silver-silver chloride electrode 

Single bond 
standard reduction potential value; 574 

lengths and enthalpies, Tab.; 20 
rotation of substituents, Fig.; 26 

estimation from molar volume; 149 
for estimation of aqucous solubilities; 146 
parameters for estimation of; 146 

Size of compound 

Snow 
as sorption surface; See Air-surface adsorption 

of compound 

Soil 
effect on direct photolysis on sorbcd com- 

frequency diagram for various compounds, 
pound; 649 

Fig.; 294 

Solar radiation 
intensity as function of season and latitude, 

intensity as function of wavelength, Fig.; 634 
intensity per day relative to per second; 635 
wavelength range of ultraviolet and visible 

Solid compound; See Pure solid compound 

Solid phase organic carbon-water partition 

Fig.; 636 

light; 613 

coeff. 
definition; 292 
definition by activity cocficients in both 

phases; 3 11 
calculation for cosolvent-water system, 111. 

Ex.; 312 
cosolvent effect; 3 11 
data compilation, references to; 300 
determination methods and problems of; 299 
estimation methods; 300 
as function of compound, Fig.; 292 
from octanol-water partition constant, 

and octanol-water partition constant, plot, 

and origin of organic mattcr, Fig.; 293, 294 
parameters of LFER of octanol-water, 

pH dependence; 3 10 
salt concentration dependence; 3 10 
temperature dependence; 3 I0 
unit of in modeling concepts; 1059 

Natural organic matter (NOM) 

Tab; 296 

POM; 293 

LFER; 301 

Fig.; 301, 303 

Tab.; 302 

Solid phase organic matter (POM); See also 

components of and their elemental composition, 

differcnce betwecn aquatic and terrestrial 

main components of; 294 
method of determining organic material; 29 1 
molecular composition, size and structure; 295 
relation to organic carbon mass; 292 
relative nucleophilicity, range of valucs; 498 
role as sorbent in aquatic environment; 291 

Solid surface; See also Charged 
mineral; Mineral surface 

charged particulate organic matter; 425 
chemical and morphological characteris- 

properties for various minerals and humus, 

values of H-acceptor/donor, vdW parameters, 

tics; 397 

Tab.; 424 

Tab.; 398 

definition; 286 
and porosity of solid-water system; 287 
typical values in lakes; 287 

Solid-to-water phase ratio 
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in ocean, surface and decp watcr, Tab.; 1052 
of sediment relative to open water; 85 1 

Solid-vapor equilibrium; See Saturation 

Solid-water distribution coefficient of 

pressure of pure solid 

compound 
definition; 282 
apparent, and dissolved organic matter; 300 
apparent and true; 300 
apparent, colloids as sorbcnt; 1069 
apparent, for weakly sorbing compound; 300 
apparent, in expcrirnental determination; 299 
calculation for watcr and cosolven---watcr, 111 

calculation from expcrirnental data, Ill. Ex.; 283 
calculation of anion sorption on oxide, Ill. 

of EDA force adsorbed sorbate to mineral 

and Freundlich constant of compound; 283 
as function of compound concentration; 283 
as function of organic matter of solid, Fig.; 292 
and quality of organic matter; 293 
relative change to change of conccntration; 283 
as sum of various individual sorption mecha- 

unit of, used in modeling; 1059 

calculation of concentration on solid, Ill. 

evaluation of cxperimental data, Ill. 

ion exchange--water exchange; 291 
mineral surface-watcr exchangc; 290 
most important mechanisms of cxchange; 290 
qualitative descripton; 280 
solid phase organic matter-water exchange; 290 
surfacc reaction-water exchange; 290 

Ex; 312 

Ex.; 446 

surface; 414 

nisms; 289, 389 

Solid-water distribution of compound 

Ex.; 283 

Ex.; 282, 284 

Solubility of compound; See alsokt iv i ty  
coeffirient of compound 

Solubility of compound in liquid solution 
and activity of compound; 356 
calculation for binary mixturc, Ill. Ex.; 170 
as function of cosolvent fraction; 169 
values for selectcd cosolvcnts, Tab.; 168 

Solubility of compound in water; SeeAqueous 

Solubility of water in organic liquid 

Solution; See also Ideal solution; Real solution 

Sohatochromic parameters, definition; 174 

Sorhate 
definition; 271 

Sorbed-to-dissolved distribution ratio of ion 
calculation of anion sorption on oxide, Ill. 

effect of hydrophobicity of ion on constant, 

of organic ion on charged mineral; 426 

definition; 277 

solubiliry 

definition; 136 

solution and mixture, definitions; 183 

Ex.; 446 

Fig.; 434 

Sorbent 

Sorption 
definition; 277 
and bioavailability of compound; 690 
finite bath; 879 
linear model, Fig.; 881 
sorbed versus dissolved species, illustration. 

sorbent--sorbatc interactions. illustrations, 

survey of mechanisms; 277 

charged species and natural organic mattcr; 322 
neutral species and natnral organic matter; 322 

definition: 280 
of arnphiphilic sorhate on charged surfacc. 

Fig.; 440 
distributed rcactivity model; 282 
dual-modc model; 282, 304 
dual-mode modcl, estimated vs. mcasurcd 

evaluation of nonlincar sorption, I l l .  Ex.; 305 
Freundlich; See Freundlich isotherni 
Langmuir; See Langmuir isotherm 
nonlinear and concentration dcpcndence; 304 
nonlinear for chargcd mineral surface. Fig.; 41 8 
of organic ion sorption on charged mineral; 428 
schematic illustration of various types, Fig.; 280 
on soil at various rclativc humidities, Fig.; 395 
of watcr adsorption on mineral surfacc, 

water-mineral surface, linear and nonlincar, 

Sorption of compound to inorganic surface 

Fig; 278 

Fig.; 279 

Sorption coefficient of acid 

Sorption isotherm of compound 

valucs; 307 

Fig.; 394 

Fig.; 409 

schematic illustration of sorption phenomena. 

survey of important sorption phenomcna; 389 

of porosity of aquifcr; 1 154 

in groundwater; 1152 

dcfinition; 740 
as funct. of limiting suhstrate conccntration, 

Fig; 741 
as funct. of yield; 743 
calculation for steady statc in CSTR, Ill. 

many limiting substrates; 742 
one limiting substratc: 742 
hvo limiting substrates; 742 

Fig.; 390 

Sorting coefficient 

Specific discharge 

Specific growth rate of cell population 

Ex.; 747 

Specific intermolecular force; See also Polar 
intermolecular force 

definition; 61 

Specific rate of light absorption of compound 
definition and unit; 630 
chromophorcs forming photooxidants; 660 
from light screening factor and near-surface 

rate; 639 
near-surface conditions; See Near-surface 

speciJc rate of light absorption 
near-surface total light conditions; See Near- 

surjuce totul specijc light absorption rate 

total light absorption conditions; See Torrrl 
specific rate of light absorption 

Spectral photon fluence rate 
definition: 627 
intcgration over wavelength range; 63 1 
values at noon, Tab.; 632, 633 
values for whole day , Tab.; 638 

with boundary layer; 878 
exchange velocity; 874 
mass flux; 871 

Stability frequency 
definition; 1022 
and turbulent diffusivity; 1023 
vcrtical of lake and turbulent difisivity,lll 

Spherical boundary 

Ex; 1025 

Standard chemical potential 
definition; 78 

Standard chemical potential of aqueous solute 
of elcctron, definition; 562 
at infinite dilution refcrence state; 463, 247 
of proton, definition; 247 

Standard chemical potential of gaseous 
compound 

definition; 75 

Standard chemical potential of pure liquid 
and chcmical potential of pure liquid; 80 

Standard condition 
definition; 78 
standard concentration of soiutc in soiution; 247 

Standard deviation 
nondimensional in groundwater transport; 1 162 

Standard enthalpy change of activation 
and Arrhcnius activation energy; 480 

Standard enthalpy change of fusion 
calculation from pressureitcmperature, 111. 

estimated and measured valucs for compounds, 

and excess enthalpy in water: 142 
at melting point temperature; 107 

air-water and and excess cnthalpy in water; 142 
organic solvcnt to air transfer of compound; 185 
water to air transfcr of compound; 199 
determination of; 88 
lipid to air transfer of compound; 358, 37 i 
natural organic mattcr to air transfer of 

solid-water and and exccss enthalpy in 

surface to air transfcr of compound; 397 
temperature dcpendencc; App. D1; 88 
value of plant to air transfer of compound; 363 
values for water to air transfer of compound, 

water to dissolved organic matter transfer; 3 18 
water to mineral surface transfcr and EDA 

watcr to mineral surface transfcr of com- 

watcr to solid phase organic matter transfer; 310 

Ex.; 109 

Tab.; 124 

Standard enthalpy change of phase transfer 

compound; 358 

water; 142 

Tab.; 200 

force; 412 

pound; 41 I 
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water-organic solvent transfer of com- 

Standard enthalpy change of reaction 

pound; 216 

and acidity constant; 252 
temperature dependence; App. D 1 ; 465 

Standard enthalpy change of sublimation 
definition; 106 

Standard enthalpy change of vaporization 
at boiling point temperature; 104, 120 
co-variation to entropy of vaporization, 

correlation to saturation pressure of pure 

estimation of at othcr temperatures; 12 1 
and excess enthalpy in water; 142 
in organic solvent to air transfer of com- 

in water to air transfer of compound; 199 
and intermolecular forces; 110 
temperature dependence; 105 
values for selected organic compounds, 

Fig.; 111 

liquid; 119 

pound; 185 

Tab.; 200 

definition; 123 
calculation from pressure/tcmpcrature, Ill. 

Ex.; 109 
estimated and measured values for compounds, 

Tab.; 124 
cstimation from molecular data; 123 
at melting point; 107 

Standard entropy change of phase transfer 
positional, conformational and rotational 

values for fusion and cvaporation; 125 

Standard entropy change of sublimation 
definition; 107 

Standard entropy change of vaporization 
definition; 110 
at boiling point temperature; 104, 120 
calculation of at boiling point temperature; 113 
co-variation to enthalpy of vaporization, 

effect of intermolecular forces on; 11 3 
estimation at boiling point using Trouton's 

Standard entropy change of fusion 

parts; 125 

Fig.; 111 

rule; 111 

Standard free energy change 
of adsorbing compound at surface, Fig.; 67 
of cavity formation in liquid, Fig.; 67 
electrostatic attraction of ionic species; 426 
hydrophobic attraction, funct. of chain 

hydrophobic attraction of ionic species; 426 
of insertion compound in liquid cavity, Fig.; 67 
of London dispersive energy; 64 

Standard free energy change of activation 
definition; 480 
for LFER cstimation of reaction rates; 481 
and LFERs of reaction rates; 53 1 
nonenzymatic and enzymatically catalysed, 

in one-electron transfer reaction; 584 

value for water on silica surface; 392 

length; 435 

Fig.; 696 

Standard free energy change of adsorption 

values for sorbates of various polarities, 
Fig.; 393 

definition; 106 
calculation from pressureitemperature, Ill. 

Ex.; 109 
estimation from molecular data and melting 

point; 124 
and subcooled liquid state; 107 

definition; 66 
air to liquid transfer of compound, Fig.; 67 
air to surface transfer of compound, Fig.; 67 
air-solid surface exchange of compound; 71 
calculation from structural group contribu- 

as difference of excess free energies of 

and equilibrium partition constant; 66 
and intermolecular forces; 67 
pure liquid to air transfer of compound; 68 
water to mineral surface transfer of ion; 426 

definition; 248 
and Hammett correlation; 261 
of unsubstituted and substituted acid; 261, 263 

dcfinition; 464 
activated complex in E2 reaction, Fig.; 510 
activated complex in SN-1 reaction, Fig.; 496 
activated complex in SN-2 reaction, Fig.; 495 
and equilibrium reaction constant; 465 
redox process and one-electron reduction 

and standard reduction potential; 562 
standard hydrogen electrode (SHE); 56 1 
substrate-enzyme hydrolysis reaction, Fig.; 755 

definition; 562 
of environmentally relevant aquatic reac- 

tions; 563 
of organic compounds in aqueous solution; 564 

definition; 106 
and excess free energies; 106 

Standard free energy change of vaporization 
enthalpy and entropy contributions, Fig.; 11 1 
and excess free energy of gas; 104 
and intermolecular forces; 110, 120 
polar part of, estimation from molecular 

proportionality to enthalpy change of vaporiza- 

and saturation pressure of pure liquid; 104 

Standard free energy of formation of com- 

calculation for change of reference statc, Ill. 

electron in aqueous solution, definition; 562 
proton in aqueous solution, definition; 247 
of solute in aqueous solution; 247 

estimation of for pure liquid; 12 1 

Standard free energy change of fusion 

Standard free energy change of phase transfer 

tions; 92 

compound; 85 

Standard free energy change of proton transfer 

Standard free energy change of reaction 

potential; 569 

Standard free energy change of reaction (W) 

Standard free energy change of sublimation 

data; 115 

tion; 1 I9 

pound 

Ex; 467, 566, 567 

Standard heat capacity change of vaporization 

Standard hydrogen electrode (SHE) 
thermodynamic definition; 561 
description; 560 
schcmatic illustration of, in redox reaction, 

Fig.; 560 
Standard pressure 

valueof; 78 

Standard redox potential of reaction 
calculation from reduction potentials; 569 

Standard reduction potential in natural water 
(W) 

definition; 562 
calculation for denitrification reaction, Ill. 

environmentally relevant aquatic reactions; 563 
and one-electron reduction potentials; 569 
organic compounds in aqueous solution; 564 
organic, inorganic, mediators redox couples, 

Standard reduction potential of half-reaction 

Ex.; 565, 566, 567 

Tab.; 575 

definition; 562 
calculation for denitrification reaction, Ill. 

environmentally relevant aquatic reactions; 563 
and one-electron reduction potentials; 569 
organic compounds in aqueous solution; 564 

dcfinition; 78 
as aqueous solute; 247 
and reference state; 77 

definition; 949, 950 

for measuring partition constants; 203 

indifferent, stable, unstable; 975 

advection, diffusion and reaction parts; 1008 
and bioaccumulation in living organism; 350 
calculation for hydroxyl radical, Ill. 

in first-order rate law; 473 
Monod-type degradation in CSTR, Ill. Ex.; 747 
photooxidant in indirect photolysis reac- 

Ex.; 565, 566, 567 

Standard state of compound 

State variable 

Static equilibrium method 

Steady state 

Steady state concentration of compound 

Ex.; 662, 665 

tion; 661 

definition; 47 1 
time to reach; See Time to steady state 

Stereoisomerism 
definition; 15, 26 
dia-stereoisomcrism, definition; 26 

and dia-stereoisomerism; 26 

of substituents on acidity constant; 260 
of substituents on acidity constant, Fig.; 260 

Steady state of dynamic system 

Stereoselectivity 

Steric effect 

Stokes law; 1061 
Stokes-Einstein relation 

Stratification 
of molecular diffusivity in water; 810, 812 

analogy to mechanics, schematic illustration, 
Fig.; 1023 
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strength of and mechanical stability; 1022 

a noninterface boundary, graph, Fig.; 835 
Stratopause 

Structural isomerism; 17 

Structure of compound 

Structure-biodegradability relationship; See 

Subcooled state of liquid compound 

definition; 15 

BiodegradabiIity of compound 

definition; 103 
aqueous solubility, function of temperature, 

Fig.; 155 
illustration in phase diagram, Fig.; 101 
saturation pressure of; 103; See also Saturation 

as solute of a solid pure compound; 103 
and standard free energy changc of fusion; 107 
vapor pressure versus temperahire, Fig.; 106 

Suboxic condition 
definition; 57 I 

Substituent 
definition; 25 
effect on hydrolysis rate of an acid ester, 

Fig.; 532 
values of Hammett constants, Tab.; 263, 266 

as function of yield; 743 
in Michaelis-Menten enzymc kinctics; 75 1 
Michaelis-Menten-type kinetics, Fig.; 753 
in Monod-type kinetics; 74 1 

and co-metabolism; 753 
of microbially mediated reactions; 697 

Suicide metabolite 
definition and example; 700 

Supercritical fluid 
definition; 103 
illustration in phase diagram, Fig.; 101 

Superheated state of liquid compound 
definition; 102 
aqueous solubility and activity coeficicnt; 139 
aqueous solubility, function of temperature, 

illustration in phase diagram, Fig.; 101 
saturation pressure of; See Saturation pressure 

vapor pressure versus temperature, Fig.; 106 

integrated area; See Integrated surjuce area of 

pressure ofpure liquid 

Substrate disappearance rate 

Substrate specificity 

Fig.; 155 

ofpure liquid 

Surface area of river 

river 
Surface film on water interface 

effect on air-water exchange rate of com- 
pound; 929 

Surface mixed sediment layer (SMSL) 
definition: 1073 
characteristic quantities, Tab.; 1074 
dynamic model for compound, Tab.; 1074 
in one-box model of PCBs in Lake Supe- 

mass balance equation of compound: 1075 
mass fluxes through laycr, Tab.; 1074 
in one-dimensional vertical lake model; 1085 

rior; 1073 

processes in, schematic illustration, Fig.: 1073 
rate law of compound total concentration; 1089 

in one-dimensional vertical lake model; 1085 
rate law of compound total concentration; 1086 
rate law of particle concentration; 1087 

calculation of anion sorption on oxide, Ill. 

equilibrium constant, definition; 443 
with mineral surface; 441 
with mineral surface, illustration, Fig.; 390 
with natural organic matter (NOM); 441 
reaction formulation; 443 
selected sorbates reacting with minerals, 

Surface mixed water layer (SMWL) 

Surface reaction of sorbate 

Ex.; 446 

Tab.; 442 

Surface reactive sites of mineral 
concentration on surface; 443 

Surface sites, total of sorbeut 
in Langmuir isotherm; 28 1 
and maximum surface concentration of 

compound; 28 1 

Surfactant 

Susceptibility factor 

effcct on air-water exchange of compound; 929 

in Hammett equation of acidity constant; 263 
in Hammett equation of hydrolysis rate 

values for some aromatic acids, Tab.; 266 

concentration, ocean surface and deep water, 

cffcct on direct photolysis of compound; 649 
in lakes, main organic components of; 294 
in oceans, main organic components of; 294 
physical behavior of; See Particle 
settling, vertical mass flux of compound; 985 
typical concentrations in lakes; 287 

temperature effect; 499 

definition; 695 

definition; 949 
definition and schematic illustration, Fig.; 95 I 
boundary; 952 

constant; 532 

Suspended solids 

Tab.; 1052 

Swain-Scott relationship; 497 

Syntrophy 

System 

T 

Taft correlation 

Tautomerism; 715 

Temperature 

literature references to; 266 

effect on different states of molecules; 613 
and energy of molecular motion; 22 
reaction rate sensitivity and reaction mecha- 

reference value at standard conditions; 78 
saturation pressure and states of purc com- 

nism; 51 1 

pound; 102 

Temporal change of concentration 
in one-box model; 483 

Tertiary carbon atom (tert-) 
definition; 32 

The Henry’s law 
characterizing an interface boundary; 837 

The Henry’s law constant 
definition; 184, 197 
approximaton of; 198 
between air and seawater, Ill. Ex.; 890 
critical value of single phase control; 893 
effects of compound structure on; 198 
temperature dependence, Ill. Ex.; 890 

Theoretical bioaccumulation potential (TBP) 
definition; 344 
lipid normalized, calculation, Ill. Ex.; 380 
lipid normalized, definition; 345 

Thermal expansivity 
of water; 1023 

Thermal motion 
of atoms and molecules; 780 

Thermocline 
definition; 836 
noninterface boundary, graph, Fig.; 835 

Thermocline depth 
in ocean, Tab.; 1052 

Time to steady state 
dependence on reaction rate constants; 474 
diffisive flux in unsaturated zone, Ill. Ex.; 847 
effect of flushing rate and reaction rates; 484 
in one-box model at constant input; 484 
theoretical and practical definition; 47 1 

definition; 1085 

in layer of groundwater system, Tab.; 1 150 
in porous media diffusion; 8 16 
in porous media dispersion; 1155 

definition; 268 
as function of pH, Fig.; 269 

Total rate of light absorption by compound 
definition; 636 

Total reaction rate constant of compound 
definition; 483 
calculation from field data, Ill. Ex.; 484 

definition; 636 
calculated from ficld and compound data, 

Tab.; 638 

Total specific rate of total light absorption 
definition; 637 
calculation for a water body, Ill. Ex.; 640 

and contact area of sorbate with surface; 395 
estimation of; 115 

definition; 378 

Topographic function 

Tortuosity 

Total aqueous solubility of acid or base 

Total specific rate of light absorption 

Total surface area of compound 

Toxic ratio 

Toxicity of compound; See also Acute 

specific and nonspecific toxicity; 374 
Trans- isomer: See Cis-/tram- isomerism 

toxicity; Baseline toxicity 
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Transfer resistance 
definition; 844 
total; 844 
total, at equilibrium partitioning of com- 

pound; 846 

Transfer velocity 
at bottleneck boundary, definition; 840 
at bottleneck boundary, calculation, I11.Ex.; 841 
at interface; 840 
at two-phase boundary, equilibrium partition- 

ing; 846 

Transformation reaction of compound 
indirect photolysis in atmosphere; 672 
indirect photolysis in surface water; 658 
calculation of direction, Ill. Ex.; 467 
catalyzed; 475 
direct photolytic process; See Direct photolysis 
environmcntal quality of products; 459 
formulation of reversiblc rcaction equation; 463 
indirect photolytic process; See Indirect 

photolysis 
kinetics of; 468 
reference and standard state in aqueous 

solution; 463 
survey of environmental processes; 459 
thermodynamics of; 463 

Transient photooxidant; See Photooxidant 

Transition state theory 
of elementary reaction; 479 

Transport 
advective; 953 
by random motion; 953 
by directed motion, Tab.; 1008 
by directed motion; 779 
Gauss' theorem; 789; See also Gauss 'th 
mean and fluctuating parts; 1022 
by random motion; 779 
by random motion, Tab.; I008 
turbulent; 1019 

definition; 18 
lengths and enthalpies; 20 
picture of electron orbitals, Fig.; 27 
symbolism in drawing structure; 19 
type of the third bond; 27 

Triple point temperature of compound 
definition; 100 
illustration in phase diagram, Fig.; 101 

definition; 836 
a noninterface boundary, graph, Fig.; 835 

Trouton's rule; 111 

Turbulence 

Triple bond 

Tropopause 

internal friction generated; 1023 
shear generated; 1023 

Turbulent diffusion coefficient of 
compound; See Turbulent diffusivity 

definition; 1021, 826 

Turbulent diffusive transport of com- 
pound; 825 

in atmosphere, in lakcs and in ocean; 827 

eorem 

description of turbulence; 10 19 
exchange model; 1019 
exchange model, Fig.; 1020 
and Reynolds number; 1019 

and density gradients; 1022 
horizontal and vertical; 1022 
and spatial scale, summary of equations; 1032 
turbulent structure; 1022 
vertical; See Vertical turbulent drffiivity 

Turbulent flux of compound 
definition; 1019, 1021 
part of advective flux; 1020 

Turbulent mixing; 954 
Twist conformation 

picture, Fig.; 28 
Two-box model; 953, 982 

definition; 950 
in a coupled air-water system, Fig.; 983 
of lake; 1075; See also Lake Superior 
of lake, general remarks to various box 

linear with one variable; 982 
linear with two or more variables; 990 
nonlinear; 990 
of sediment-watcr system; 1075 
scdiment-water system, scheme, Fig.; 1076 
stratified lake, cquations of processes; 986 
stratified lake, relcvant proccsses; 984 
stratified lake, schematic illustration, Fig.; 985 

Turbulent diffusivity 

evaluation; 1082 

U 

Unified atomic mass unit 
definition and value; 15 

Unimolecular elimination reaction; See 
Elimination reaction, first-order 

Unimolecular nucleophilic substitution; See 
Nucleophilic substitution, first-order 

Unknown chromophore (UC) 
concentration estimation in Greifensee; 658 
excited state (UC"), effect on triplet oxy- 

excitement and reaction cycle, scheme, 

excitement cycles pcr day in a eutrophic 

gen; 658 

Fig.; 659 

lake; 658 
Unsaturated compound 

definition; 32 

Unsaturated zone 
difision of compound; 818 
transport of compound; 11 75 

Unshared electron; See Nonbonding electron 

Uptake rate of compound by microorganism 
compound structurc and cell permeation; 69 1 
limiting overall transformation rate; 691 
meanings of uptake rate constant; 736 
rate law for uptake as limiting process; 735 

pair 

V 

Valence electron 
definition; 17 
symbolization in formula drawing, Fig.; 18 

definition; 17 
and octet rule; 17 

Valency of an atom 
and number of covalent bonds; 17 

Van der Waals (vdW) force of compound 
definition; 60 
in air-surface partition coefficient; 395 
role in adsorption of compound on surface; 392 
and saturation pressure of pure liquid; 396 

in air-surface partition coefficient LFER; 396 
as function of relative humidity of air, Fig.; 399 
values for selected liquids and solids, Tab; 398 

Van der Waals (vdW) parameters controlling 
air-apolar surface partition constant, Fig.; 72 
air-hexadecane partition constant, Fig.; 71 
air-polar surface partition constant, 

air-pure liquid partition constant, Fig.; 69 
air-water partition constant, Fig.; 71 
organic solvent-water partition constant; 2 16 

temperature dependence of saturation pres- 

Vapor pressure of compound; See Saturation 

Velocity of reaction of substrate 

Valence shell 

Van der Waals (vdW) force of surface 

Fig.; 72, 393 

Van't Hoff equation; 88 

sure; 105 

pressure 

definition; 75 I 
as function of substrate concentration; 75 1 
as function of substrate concentration, Fig.; 752 
in Michaelis-Menten enzyme kinetics; 75 1 

origin of; 1033 

calculation of timc and length scale, Ill. 

coefficient, definition; 1120 
schematic illustration, Fig.; 1121 

Vertical mixing of compound 
and boundary fluxes; 1083 
in lakes from temperature, Ill. Ex..; 841 
in river; 1 1 12 

Vertical turbulent diffusivity 
and excess radon-222 activity; 1030 
in a lake, calculation, Ill. Ex.; 1025 
measurement from noble gas isotopes; 1029 
from temperature profile; 1024 
from temperature profile, calculation, Ill. 

and vertical stability frequency; 1023 
and vertical stability frequency in a lake, 

Velocity shear 

Vertical mixing by turbulence in river; 1120 

Ex.; 1124 

Ex.; 1025 

Fig.; 1028, 1029 

definition; 410, 419 
amount of at inorganic surfaces; 410 
of charged mineral surface, schematic picture, 

Vicinal water 

Fig; 419 
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and near surface water layer; 4 19 
sorption into, schematic illustration, Fig; 390 
thickness in natural waters; 41 9 

Vicinal water-water partitioning of comp. 
formulation; 410 

Viscosity of water 
at various temperatures; App. B; See also 

Dynamic viscosity; Kinematic viscosity 

Volatile compound 

Volume fraction concentration of compound 

enrichment from water; 204 

calculation from mole fraction for two 
solvents; 170 

Von Kirmhn constant 
in vertical turbulent mixing in river; 1120 

W 

Wall boundary; 848 
definition; 837 
between different phases; 850 
between identical phases; 849 
critical time, definition; 856 
critical time, gas and stagnant liquid phases, 

critical time, water and porous media phases, 

diffusivity and concentration profiles, Fig.; 849 
diffusivity profile across boundary, Fig.; 837 
half-concentration pcnctration depth; 854 
mass flux at; 849 
time-variable boundary concentration; 864 
turbulence at; 849 
with boundary layer; 854 
with phase change, concentration profile, 

Tab; 858 

Tab.; 858 

Fig.; 850 

Water 
in acid-base reaction, standard definition; 247 
adsorbed on mineral surface, illustration, 

competing with organic sorbate on mineral 

concentration change as reaction partner; 470 
droplets, as sorption surface; See Air-surface 

adsorption of compound 
in microbial hydration reaction of double 

bond; 734 
in microbially mediated hydrolysis; See 

Microbially mediated hydrolysis reaction 
ionisation constant, definition; 252 
ionisation constant, various temperatures; App. 

layer on mineral surface and humidity, Fig.; 394 
molecular order in bulk and around cavity; 144 
as nucleophilic reactant; See Hydrolysis 

quencher of photooxidants; 660, 666 
in reaction with an organic acid; 246 
and relative humidity of air; 392 
sorbed on mineral surface; 392 
as test compound of transfer velocity in air; 896 
thermal expansivity; 1023 
transfer velocity in air and wind speed, 

Fig.; 393 

surface; 399 

D2; 252 

reaction 

Fig.; 897 

Water solubility of compound; See Aqueous 

Water surface 

solubility of compound 

adsorption of apolar compound; 72 
values of H-acceptoridonor, vdW parameters, 

Tab.; 398 

Water-phase transfer velocity of compound 
impact of wind speed, Fig.; 901 
for low wind speed, Fig.; 905 
reference compound and wind speed; 914 
summary for reference and optional compound, 

temperature dependence; 9 13 
values for two wind speeds, various compounds, 

of references and wind speed, relationships, 

Water-phase transfer velocity of compound in 

Tab.; 915 

Tab; 917 

Tab.; 902 

river 
parameters of function; 922 

Wavelength of electromagnetic radiation 
definition; 614 
solar radiation, range of chemically effec- 

tive; 613 

Weibull distribution; 903 

Weight 
molar; See Molar mass 
molecular; See Molecular mass 

Well-mixed reactor; See One-box model 

Wind speed 
air-phase transfer velocity of water, Tab.; 898 
effect on air-water exchange velocity, Ill.  

impact on air-phase transfer ofwater, Fig.; 897 
impact on evaporation of water, Fig.; 897 
impact on exchange rate of contaminated water, 

impact on water-phase transfer of compound, 

Weibull distribution; 903 

Ex.; 918 

Fig; 931 

Fig.; 901 

Y 

Yield of biomass enhancement 
common valuc; 743 
definition; 743 
values for various growth-limiting 

substrates; 746 

Z 

2-function, near-surface photolysis 

2-function, near-surface photolysis rate 

valucs at noon and per day, Tab.; 632, 633 

constant 
definition; 631 
integration over wavelength range; 63 1 

step in Michaelis-Menten enzyme kinetics; 477 

fraction of as function of pH; 256 
microscopic and macroscopic acidity con- 

Zero-order reaction 

Zwitterion 

stants; 255 
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COMPOUND INDEX 

used name in text 

1 abbreviation 

2,2’,3,4,4’,5,5’-Heptachloro PCB 180 E1O.l - structure information 

2,3,4,5,2’,4’,5-Heptachloro-biphenyl ~ IUPAC name 

biphenyl 

air-lipid partition coefficient 

bioconcentration factor in 
phytoplankton 

concentration in air, pasture and T10.5 ___ data in table 10.5 
milk 

fugacities in air and terrestrial food FIO.11 ~ data in figure 10.11 
chain 

Legend: 

B box 
E illustrative example 
F figure Examples: 
P problem 
Q question 
T table 1065 means structure information on page 1065 

T10.5 - data in table 10.5 
EI0.I ___ data in illustrative example 10.1 

Bold type entries (e.g. E20.5,1065) mean structure information 
Italic type entries (e.g. T14.2, 176) mean data information 
plain text entries (e.g. Q3.4, 72) mean general information 

F1O.ll means a general information in figure no 11 of chapter 10 

P13.8 means data are provided in problem no 8 of chapter 13 

A 
Acenaphthene 
Acenaphthene 

H-donor (a) and T4.3 

polarizability T5.5 

H-acceptor property (p)  

Acetaldehyde F2.17 
Acetaldehyde 

air-water partition constant E20.5 

chemical intermediate 41 

formation by enzymatic hydration of 734 

hydration rate constant E20.5 

microbial reduction to ethanol 72 1 

overall air-water exchange velocity E20.5 

ethyne 

at different wind speeds, 
calculation of 

rate constant with hydroxyl radical F16.3 

rate constant with hydroxyl radical F f  6.7 
in troposphere 

Acetamide T13.10 
Acetamide 

rate constant with hydroxyl radical F f  6.3 

Acetic acid F2.17 
Acetic acid 

acetate as nucleophile T13.3 
T13.1 

acidity constant T8.1 

acidity constant at different T8.3 

in methanogenic degradation, EIZ.2 

microbial degradation to methane 695 

molecular diffusivity in water F18.10 

presence in the environment by 42 

temperatures 

calculations 

direct input and by hydrolysis of 
esters 

product in ethyl acetate hydrolysis T13.2 

rate constant with hydroxyl radical F16.7 

refractive index T3.1 

standard Gibbs energy of acetate in Ef2.2, 
aqueous solution E13.1 

value of bx and KjM TI 7.6 

reaction 

in troposphere 

Acetic acid 2,Cdinitrophenyl F13.8 

Acetic acid 2,4-dinitro-phenyl ester 
ester 

activation energy of hydrolysis, E13.4 

half life time of hydrolysis at given El  3.5 

hydrolysis rate constant and pH F13.8 

hydrolysis rate constants, E13.4 
experimental data and calculations 

experimental data and calculations 

pH and temperature, calculations 

Environmental Organic Chemistry, 2nd Edition. 
Rene P. Schwarzenbach, Philip M. Gschwend and Dieter M. Imboden 

Copyright 0 2003 John Wiley &L Sons, Inc. 
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mechanism of metal catalyzed 541 

rate constants of hydrolysis reaction 

hydrolysis 

Acetic acid amide T13.10 
Acetamide 

rate constants of hydrolysis reaction 

Acetic acid tert-butyl ester 
Acetic acid tert-butyl ester 

T13.8, 
T13.9 

T13.10 

F13.8 

hydrolysis rate constant and pH FZ3.8 

rate constants of hydrolysis reaction T13.8 

Acetic acid ethenyl ester T13.8 
Acetic acid vinyl ester 

rate constants of hydrolysis reaction T13.8 

Acetic acid ethyl ester F2.17 
Acetic acid ethyl ester 

extent of hydrolysis reaction in E13.1 

hydrolysis rate constant and pH F13.8 

hydrolysis reaction T13.2 

molar volume, calculation T18.3 

molecular diffusivity in air F18.9 

rate constant with hydroxyl radical F16.3 

rate constant with hydroxyl radical P16.3 

rate constants of hydrolysis reaction TZ3.8, 
T13.9 

solvent F2.17 

standard Gibbs energy in aqueous E13.1 

water saturated. mole fraction T5.1 

groundwater, calculations 

in troposphere 

solution 

Acetic acid N,N-dimethyl T13.10 

N,N-Dimeth yl-acetamide 
amide 

rate constants of hydrolysis reaction T13.10 

Acetic acid N-methyl amide T13.10 
N-Methyl-acetamide 

rate constants of hydrolysis reaction T13.10 

Acetic acid phenyl ester F13.8 
Acetic acid phenyl ester 

hydrolysis rate constant and pH F13.8 

rate constants of hydrolysis reaction T13.8, 
T13.9 

Acetone F2.2 
Propan-2-one 

aqueous solution data T5.2 

as cosolvent T5.8 

bond angles F2.3 

molecular diffusivity at different T20.3 
temperatures 

molecular diffusivity in water F18.10 

rate constant with hydroxyl radical F16.3 

rate constant with hydroxyl radical F16.7 
in troposphere 

refractive index T3. I 

Schmidt number in water at T20.3 

solvent and chemical intermediate 41 

solvent-water partition constants for T7.1 

different temperatures 

five solvents 

Acetonitrile T5.8 
Acetonitrile 

as cosolvent T5.8 

solvent fitting coefficients for T6.2 
air-acetonitrile partition constant 
of organic compounds 

17a-Acetoxy-progesterone F2.25 
Acetic acid 17-acetyl-lO,l3-dimethyl-3-0~0-2,3, 
6,7,8,9.10.11,12.13,14,15,16,17-tetradeca 
hydro-I H-cyclopenta[a]phenanthren-l7-yl ester 

hormone F2.25 

Acetylchloride F2.3 
Acetyl-chloride 

bond angles F2.3 

N-Acetyl-phenylalanine F17.19 
2-Acetylamino-3-phenyl-propionic acid 

formation by enzymatic hydrolysis FI 7. I9  
of N-Acetyl-phenylalanine esters 

N-Acetyl-phenylalanine F17.19 

2-Acetylamino-3-phenyl-propionic acid 
4-nitro-phenyl ester 

4-nitro-phenyl ester 

Acrolein F2.10 
Propenal 

delocalization of n-electrons F2.10 
29 

Air 

typical transfer velocity of a 893 

water content and air-water 889 

substance in air 

interface in atmosphere 

AIachlor F2.21 
2-Chloro-N-(2,6-diethyl-phenyl)-N-methoxymethy 
I-acetamide 

precursor of sulfonic acid F2.21 

reaction with nucleophiles 501 

metabolite 

Aldicarb F2.24 
1 -MethyC3-(2-methyC2-methylsulfanyC 
propy1idene)-urea 

influence of metals on 543 

insecticide and nematicide F2.24 

microbial oxidation to sulfoxide and 717 

4-Amino-2,6-dinitrotoluene F14.6 
4-Methyl-3,5-dinitro-phenylamine 

decomposition mechanism 

sulfone 

exchange constant T11.2 
water-aluminosilicate surface 
(KNAC,EDA) 

rate of enzymatic hydrolysis FI 7.19 formation by microbial reduction of 721 
N-(4-Methyl-3,S-dinitro- phenyl)- 

N-Acetyl-phenylalanine ethyl F17-19 hydroxylamine 
ester 

2-Acetylamino-3-phenyl-propionic acid ethyl 
ester 

rate of enzymatic hydrolysis FI  7.19 

N-Acetyl-phenylalanine F17.19 
methyl ester 

2-Acetylamino-3-phenyl-propionic acid methyl 
ester 

rate of enzymatic hydrolysis FI 7.19 

Acetylene 
see Ethyne 

2-Acetylnitrobenzene 2-Ac-NB 
1 -(2-Nitro-phenyl)-ethanone 

one-electron reduction potential T14.4 

relative reduction rates in different F14.10 
reduction media 

3-Acetylnitrobenzene 3-Ac-NB 
1 -(3-Nitro-phenyl)-ethanone 

one-electron reduction potential T14.4 

relative reduction rates in different F14. I0 
reduction media 

4-Acetylnitrobenzene 4-Ac-NB 
1 -(4-Nitro-phenyl)-ethanone 

one-electron reduction potential T14.4 

relative reduction rates in different F14.10 

relative reduction rates in different FZ4.5 

reduction media 

systems 

intermediate in TNT reduction F14.6 

one-electron reduction potential T14.4 

2-Amino-4,6-dinitrotoluene F14.6 
2-Methyl-3.5-dinitro-phenylamine 

exchange constant TZ1.2 
water-aluminosilicate surface 
(KNAC.EDA) 

intermediate in TNT reduction F14.6 

one-electron reduction potential T14.4 

2-Amino-naphthalene-4,S- 
disulfonic acid 

azo dye component F2.20 

3-Aminonitrobenzene 3-NHl-NB 
3-Nitro-phenylamine 

one-electron reduction potential T14.4 

4-Aminonitrobenzene 4-NH2-NB 
4-Nitro-phenylamine 

one-electron reduction potential T14.4 

2-Aminopropylbenzene 47.4 
1 -Methyl-2-phenyl-ethylamine 

solvent-water partition constants for P7.3 
five solvents 
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3-Aminophenyl P13.6 
N-methyl-N-phenyl 
carbamate 

Methyl-phenyl-carbamic acid 3-amino-phenyl 
ester 

rate constant of base catalyzed P13.6 
hydrolysis 

4-Aminopyridine 
Pyridin-4-ylamine 

acidity constant of corresponding T8.3 
acid at different temperatures 

4-Aminotoluene 
p-Tolylamine 

salting constant, seawater T5.7 

Ammonia F2.3 
Ammonia 

bond angles F2.3 

Aniline An F2.18 
Phenylamine 

acidity constant of corresponding T8.2 
acid T8.6 

F8.3 

aqueous solution data T5.2, 
T5.3 

biological organic phases-water T10.2 

chemical intermediate 43 

decadic molar absorption F15.5 

partition coefficients 

coefficient of neutral and cationic 
species 

Fishtine and structural parameters T4.4 
for estimating vapor pressure 

H-donor (a)  and T4.3 
H-acceptor property (p) 

Hammett constant for ortho T8.7 
substitution 

Hammett susceptibility factor of T8.6 
corresponding acid 

molecular diffusivity in air F18.9 

molecular diffusivity in water F18.10 

octanol-water partition constant T10.2 

radicals of oxidation and products of F14.19 

rate constant with hydroxyl radical F16.3 

rate constant with hydroxyl radical F16.7 

relative oxidation rate by F14.20 

resonance of nonbonded electrons 30 

solvent-water partition constants for T7. I 

sorption isotherm of cation on FI f .9 

standard enthalpies of vaporization T6.3 

standard enthalpy and standard T4.2 

coupling 

in troposphere 

manganese oxide 

five solvents 

natural solid 

and of water-air transfer 

entropy of evaporation 

standard enthalpy of water-air P8.2 

standard oxidation potential T14.3, 
F14.4 

water saturated, mole fraction T5.1 

transfer 

Anthracene F2.13 
Anthracene 

aqueous solution data T5.2, 
T5.3 

decadic molar absorption F15.3 

H-donor (a) and T4.3 

parameters for estimating vapor T4.4 

rate constant with hydroxyl radical F16.7 

reaction quantum yield of direct T15.7 

salting constant, seawater T5.7 

standard enthalpies of vaporization T6.3 

standard enthalpy and standard T4.2 

coefficient 

H-acceptor property (p) 

pressure 

in troposphere 

photolysis 

and of water-air transfer 

entropy of evaporation 

Argon 
Argon 

molecular diffusivity in water F18.10 

Atrazine F2.18 
6-Chloro-N-ethyl-N'-isopropyl-[l,3,5]triazine-2,4- 
diamine 

aqueous solubility E22.3 

herbicide F2.18 

horizontal transport time in lake E22.3 

indirect photolysis half-life, E16.2 

initial concentration in river after E24.5 

rate constant of indirect photolysis ,516.2 

rate constant with hydroxyl radical F16.3 

reduction of concentration by E24.5 

sediment-water exchange along E24.3 

variability of natural organic F9.9 

from spill cloud, calculations 

calculation of 

peak input 

with hydroxyl radical 

dispersion in river after peak input 

river flow, peak input 

carbon-water distribution 
coefficient of 

Azobenzene F2.18 
Diphenyl-diazene 

chemical intermediate F2.18 

decadic molar absorption F15.2 

n to n* electron transition and dyes 61 8 

product of oxidative coupling of F14.19 

coefficient 

aniline oxidation 

standard reduction potential T14.3, 
F14.4 

B 
Benzalde hyde F2.17 
Benzaldehyde 

aqueous solution data T5.3 

H-donor (a)  and T4.3 
H-acceptor property (p) 

polarizability T5.5 

salting constant, seawater T5.7 

standard enthalpies of vaporization T6.3 
and of water-air transfer 

Benzene F2.13 
Benzene 

activity coefficients in organic T3.2 

air-quartz partition constant and F3.7 

air-water exchange at 5 and 25 "C, E6.2 

air-water partition constant E20.4 
T20.5 

air-water partition constant E6.4 
estimation, calculations 

aqueous solution data T5.2, 
T5.3 

as air pollutant in olive oil, E6.1 

concentration in diesel fuel T19.3 

decadic molar absorption F15.2 

degradation under methanogenic E l  7. I 

delocalization of electrons 34 

density T19.3 

dissolution from diesel fuel into E l  9.4 

energies of air-hexadecane, T3.4 

solvents and in water 

dispersive vdW parameter 

calculations 

calculations 

coefficient 

conditions 

aqueous phase, calculations 

air-water and hexadecane-water 
transfers 

excess functions in gas phase, T3.3 
hexadecane and water 

flux from gasoline through porous E18.4 
media to atmosphere, calculation 

H-donor (a)  and T4.3 
H-acceptor property (p) 

microbial oxidation to catechol 699 

molar volume, calculation TI8.3 

molecular diffusivity E20.4 

molecular diffusivity at different T20.3 

molecular diffusivity in air T20.5 

molecular diffusivity in air, F18.9, 
calculation 803 

molecular diffusivity in water F18.10 

temperatures 

T20.5 
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molecular diffusivity in water and in T19.3 

parameters for estimating vapor T4.4 

polarizability T5.5 

rate constant with hydroxyl radical F16.3 

rate constant with hydroxyl radical F16.7 

refractive index T3.1 

salting constant, seawater T5. 7 

salting constants, single salts T5.6 

Schmidt number in water T20.5 

Schmidt number in water at T20.3 

solvent fitting coefficients for T6.2 

diesel fuel 

pressure 

in troposphere 

different temperatures 

air-benzene partition constant of 
organic compounds 

and of water-air transfer 

fusion, experimental and predicted 
data 

standard enthalpy and standard T4.2 
entropy of evaporation 

transfer velocities in air, in water T20.5, 
and overall at two wind speeds F20. 7 

typical concentrations in air of f20.1 
remote and urban areas 

value of KMM and Tr,,, Tl7.7 

vapor pressure as function of F4.4 
temperature 

water phase transfer velocity with E20.4 
flow turbulence, calculation of 

water saturated, mole fraction T5.1 

standard enthalpies of vaporization T6.3 

standard enthalpy and entropy of T4.5 

Benzene sulfonic acid 
Benzene sulfonic acid 

surfactant 48 

Benzidine F14.19 
Biphenyl-4,4'-diamine 

aniline oxidation 

sediment 

product of oxidative coupling of F14.19 

sorption isotherm data for a f 11.10 

Benzimidazole T8.2 
1 H-Benzimidazole 

acidity constant of corresponding T8.2 
acid 

Benz[a]anthracene 
Benzo[a]anthracene 

decadic molar absorption F15.3 

H-donor (a)  and T4.3 

salting constant, seawater T5.7 

vapor pressure as function of F4.4 

coefficient 

H-acceptor property (p) 

temperature 

reaction quantum yield of direct T15.7 
photolysis 

Benzo[a] fluorene 
11 H-Benzo[a]fluorene 

H-donor (a)  and T4.3 
H-acceptor property (p) 

Benzo[a]pyrene BP F2.13 
Benzo[defjchrysene 

air-water partition constant T20.5 

aqueous solution data 7'5.2, 
T5.3 

concentrations in earthworm and P10.2 

enthalpy of evaporation Pl l .1  

fraction in water at varying 

soil 

E9.5 
dissolved organic carbon content, 
calculations 

H-acceptor property (p) 
H-donor (a)  and T4.3 

molecular diffusivity in air T20.5 

molecular diffusivity in water T20.5 

reaction quantum yield of direct T15.7 

salting constant, seawater T5. 7 

Schmidt number in water T20.5 

transfer velocities in air, in water T20.5, 
and overall at two wind speeds F20.7 

photolysis 

BenzoV]quinoline BQ 753 
Benzo(qquino1ine 

co-metabolic degradation with F17.17 
quinoline 

Benzo[ghiJperylene 
Benzo[ghflperylene 

H-donor (a)  and T4.3 
H-acceptor property (p)  

Benzoic acid F2.17 
Benzoic acid 

acidity constant T8.1 
T8.6 
F8.6 

correlation of biodegradability with 71 6 
=o, 

goethite surface-water distribution E l l .  7 

Hammett susceptibility factor T8.6 

microbial degradation to acetic acid 695 

presence in the environment by 

coefficient, calculations 

42 
direct input and by hydrolysis of 
esters 

surfaces 

fusion, experimental and predicted 
data 

Benzoic acid CoA ester 731 

microbial pathway intermediate 73 1 

reaction of anion with mineral TI 1.4 

standard enthalpy and entropy of T4.5 

Benzoic acid ethyl ester 
Benzoic acid ethyl ester 

cosolvent mixtures 

48 1 

rate constants in water and water/ T12.1 

Benzonitrile 
Benzonitrile 

polarizability T5.5 

1,4-Benzoquinone BQ 561 
[I ,4]-Benzoquinone 

standard reduction potential T14.3 

Benzotriazole T8.2 
1 H-Benzotriazole 

acidity constant of corresponding T8.2 
acid 

N-Benzoyl-glycine F17.19 
Benzoylamino-acetic acid 

formation by enzymatic hdrolysis of F17.19 

N-Benzoyl-glycine ethyl ester F17.19 
Benzoylamino-acetic acid ethyl ester 

N-Benzoyl-glycine esters 

rate of enzymatic hydrolysis FI 7.19 

N-Benzoyl-glycine isobutyl F17.19 
ester  

Benzoylamino-acetic acid isobutyl ester 
rate of enzymatic hydrolysis Fl7.19 

N-Benzoyl-glycine isopropyl F17.19 
ester  

Benzoylamino-acetic acid isopropyl ester 

rate of enzymatic hydrolysis Fl7.19 

N-Benzoyl-glycine methyl F17.19 
ester  

Benzoylamino-acetic acid methyl ester 
rate of enzymatic hydrolysis Fl7.19 

pyridin-4-ylmethyl ester 
N-Benzoyl-glycine F17.19 

Benzoylamino-acetic acid pyridin-4-ylmethyl 
ester 

rate of enzymatic hydrolysis Fl7.19 

Benzylalcohol 
Phenyl-methanol 

aqueous solution data T5.3 

Fishtine and structural parameters T4.4 

standard enthalpy and standard T4.2 

for estimating vapor pressure 

entropy of evaporation 

Benzyl chloride F12.1 
Chloromethyl-benzene 

activation energy of hydrolysis E12.3 

characteristic distances of air-water T24.2 

characteristic times of air-water E24.2 

exchange and hydrolysis in river 

exchange in river, two flow 
regimes 

groundwater, effects of hydrolysis, 
sorption and flow distance 

flow time and air exchange 

at different pHs 

concentration change in E25.7 

concentration change in river due to E24.2 

hydrolysis, concentration decreases F2.2 
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one box model calculations for E123 

reaction rate constant of hydrolysis E123 

removal mechanisms in pond 

2-Benzyl-succinic acid 704 
2-Benzyl-succinic acid 

formation by addition of toluene to 730 

formation by enzymatic addition of 704 

fumarate 

toluene to fumarate 

Biphenyl F2.13 
Biphenyl 

molecular diffusivity in air F18.9 

value of KMM and V‘,, TI 7.7 

BiphenyI3,2’-diol F14.18 
BiphenyL2,2’-diol 

product of oxidative coupling of F14.18 
phenol oxidation 

Biphenyld,4’-diol F14.18 
Biphenyl-2.4’-diol 

product of oxidative coupling of F14.18 
phenol oxidation 

Biphenyl-4,4’-diol F14.18 
Biphenyl-4,4’-diol 

product of oxidative coupling of F14.18 
phenol oxidation 

4,4‘-Bis (2-sulfostyryl) DSBP F2.20 

2,2’-[( I,l’-Biphenyl)-4,4’-diyldivinylene]bis- 
(benzenesulfonic) acid 

2-Bromo-2-chloropropane P13.5 
2-Bromo-2-chloro-propane 

kinetic data of neutral hydrolysis P13.5 

biphenyl 

fluorescent whitening agent F2.20 

Bromobenzene F16.3 
Bromo-benzene 

rate constant with hydroxyl radical F16.3 

2-Bromoethanol F16.3 
2-Bromo-ethanol 

formation by hydrolysis of E17.2 

rate constant with hydroxyl radical F16.3 

1,2-dibromo-ethanol 

Bromomethane F4.4 
Bromo-methane 

3-Bromophenol P13.9 
3-Bromo-phenol 

acidity constant P13.9 

4-Bromophenol P13.9 
4-Bromo-phenol 

acidity constant P13.9 

1-Bromopropane P13.5 
1-Bromo-propane 

kinetic data of neutral hydrolysis P13.5 

value of K~MM and YmX TI 7.7 

value of Vmax TI 7.8 

2-Bromopropane P13.5 
2-Bromo-propane 

kinetic data of neutral hydrolysis P13.5 

Bromotrichloromethane F14.16 
Bromo-trichloro-methane 

relative rates of reduction in F14.16 
different media 

13-Butadiene F2.12 
Buta-I .3-diene 

rate constant with hydroxyl radical F16.7 
in troposphere 

Butanal 
Butyraldehyde 

salting constant, seawater T5.7 

n-Butane 
Butane 

critical temperature and critical T4.1 
48romobenzene sulfonic acid P13.10 Pressure 

4-Bromo-benzenesulfonic acid methyl ester Butan-l-ol 
methyl ester 1-Butanol F18.9 

rate constant of neutral hydrolysis P13.10 aqueous solution data ~ 5 . 2  

3-Bromo-benzoic acid 716 molecular diffusivity in air F18.9 
3-Bromo-benzoic acid 

water saturated, mole fraction T5.1 
correlation of biodegradability with 716 
=o, 

4-Bromo-benzoic acid 716 2-Butanone F2.17 
4-Bromo-benzoic acid 

correlation of biodegradability with 71 6 Butan-2-one 

solvents 

organic solvents 

coj activity coefficients in six organic T6.1 

air-solvent partition constants for six T6.1 

aqueous solution data T5.3 

Bromobutane 
Bromo-butane 

value of V‘,., T17.8 

Bromodichloromethane F14.16 
Bromo-dichloromethane salting constant, seawater T5.7 

relative rates of reduction in F14.16 solvent 41 

standard enthalpies of vaporization T6.3 
different media 

Bromoethane and of water-air transfer 
Bromo-ethane 

value of V‘m,, T17.8 

water saturated, mole fraction T5.1 

Butylacetate 
Acetic acid butyl ester 

standard enthalpies of vaporization T6.3 

water saturated, mole fraction T5.I 

and of water-air transfer 

n-Butylchloride F2.1 
1-Chloro-butane 

four isomers 18 

rate constant with hydroxyl radical F16.3 

value of V,,, TI 7.8 

2-sec-Butyl-4,6-dinitrophenol Dinoseb Q11.7 
2-sec-Butyl-4.6-dinitro-phenol 

distribution ratio of anion into polar F10.14 
lipids and into octanol 

exchange constant T11.2 
water-aluminosilicate surface 
(KNAC,EDA) 

liposome-water distribution ratio 

377 

lethal concentration vs. F10.15 

nlutylbenzene 
Butyl-benzene 

standard enthalpy and entropy of T4.5 
fusion, experimental and predicted 
data 

standard enthalpy and standard T4.Z 
entropy of evaporation 

2,6-Di-tert-butyl-p-cresol DBPC F2.15 
2,6-Di-tert-butyl-4-methyl-phenol 

as antioxidant 38 

2-sec-Butyl-phenol 
2-sec-Butyl-phenol 

value of K M ~  and V‘,,, TI 7.7 

1-Butylamine F11.13 
Butylamine 

free energy change of cation of ion F11.14 

sorption isotherm of cation on F11.13 

exchange on montmorillonite 

montmorillonite 

2-Butyne F2.3 
But-2-yne 

bond angles F2.3 

C 
Camphor 111 
1,7,7-Trimethyl-bicyclo[2.2.l]heptan-2-one 

microbial oxidation to 717 
5-em-hydroxy-bornan-2-one 

Carbaryl P15.4 
Methyl-carbamic acid naphthalen-I-yl ester 

decadic molar absorption P15.4 

hydrolysis rate constants P15.4 

reaction quantum yield of direct P15.4 

coefficients 

photolysis 
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Carbofuran T13.2 
Methyl-carbamic acid 
2,2-dimethyl-2,3-dihydro-benzofuran-7-yl-ester 

enzymatic hydrolysis 707 

hydrolysis reaction 

Carbon dioxide 
Carbon dioxide 

molecular diffusivity at different T20.3 

molecular diffusivity in water F20.3, 
F20.4 

Schmidt number in water at T20.3 
different temperatures 

transfer velocity in water and wind F20.3, 
speed F20.4 

transfer velocity in water and wind F20.10 

water phase transfer velocity and T20.4 

temperatures 

905 

speed for contaminated water 

wind speed 

Catechol 699 
Benzene-I ,2-diol 

2-nitrophenol 

benzene 

phenol with monooxygenase 

salicylic acid 

surfaces 

formation by biodegradation of E17.9 

formation by enzymatic oxidation of 699 

formation by enzymatic oxidation of 716 

formation by enzymatic oxidation of 699 

reaction of anion with mineral T11.4 

CFC-11 
see Trichloro-fluoro-methane 

CFC-12 
see Dichloro-difluoro-methane 

3-Chloronitrobenzene 3-Cl-NB 
1 -Chloro-3-nitro-benzene 

one-electron reduction potential T14.4 

relative reduction rates in different F14. 10 
reduction media 

4-Chloronitrobenzene 4-Cl-NB 
1 -Chloro-4-nitro-benzene 

one-electron reduction potential T14.4 

reduction rate in iron(I1) / magnetite F14.12 

reduction to 4-chloroaniline in F14.11 

relative reduction rates in different F14.10 

relative reduction rates in different F14.5 

solution 

ferrogenic columns 

reduction media 

systems 

1 -C hloro-1 ,I -difluoroethane 
1 -Chloro-I ,I  -difluoro-ethane 

elimination reactions 

T13.7 

kinetic data for substitution and T13.7 

l-Chloro-2,3-epoxypropane F2.15 
2-Chloromethyl-oxirane 

rate constant with hydroxyl radical P16.3 

5-Chloro-2-hydroxymuconic 700 

5-Chloro-2-hydroxy-6-oxo-hexa-2.4-dienoic acid 

in troposphere 

acid semialdehyde 

formation by meta cleavage of 700 
4-chloro-catechol 

2-Chloro-2-methylpropane P13.5 
2-Chloro-2-methyl-propane 

kinetic data of neutral hydrolysis P13.5 

cis-3-Chloro-2-propene-l-ol CPO E21.4 
(Z)-3-Chloro-prop-2-ene-l-ol 

formation and flushing, 
calculations 

hydrolysis of precursor 

concentration change by in situ E21.4 

formation rate constant from E21.4 

Henry constant E21.4 

4-Chloro-a-(4-~hlorophenyl) DDA 271 

Bis-(4-chloro-phenyl)-acetic acid 
benzene acetic acid 

acidity constant F8.9 

n-octanol-water distribution ratio F8.9 
and pH 

Chloro-acetic acid 
Chloro-acetic acid 

value of K,m TI 7.7 

3-Chloroaniline F14.20 
3-Chloro-phenylamine 

relative oxidation rate by F14.20 
manganese oxide 

4-Chloroaniline 4-Cl-An T8.2 
4-Chloro-phenylamine 

acidity constant of corresponding T8.2 

air-water distribution at different pH 158.3 

air-water partition constant 178.3 

product of 4-chloronitrobenzene F14. I I 

relative oxidation rate by F14.20 

standard enthalpy of air-water E8.3 

acid 

and T, calculations 

reduction 

manganese oxide 

transfer 

Chlorobenzene CB P9.4 
Chloro-benzene 

air-quartz partition constant and F3.7 

air-water exchange for different E6.3 

aqueous solution data T5.2 

biological organic phases-water T10.2 

H-donor (a )  and T4.3 

dispersive vdW parameter 

water compositions, calculations 

partition coefficients 

H-acceptor property (p) 
molecular diffusivity in air F18.9 

octanol-water partition constant TI0.2 

rate constant with hydroxyl radical F16.3 

refractive index T3.1 

salting constant, seawater T5.7 

solvent-water partition constants for 771 

standard enthalpies of vaporization T6.3 

standard enthalpy and standard T4.2 

standard free energy of formation P14.1 

standard reduction potential T14.3 

value of K6MM and VP,,, TI 7.7 

water saturated, mole fraction T5.1 

five solvents 

and of water-air transfer 

entropy of evaporation 

3-Chloro-benzoic acid F8.6 
3-Chloro-benzoic acid 

acidity constant F8.6 

correlation of biodegradability with 716 
coj 

microbial degradation to benzoic 695 

value of KcMM and V'",,, TI 7.7 

value of hmax and KM 7-1 7.6 

acid 

4-Chloro-benzoic acid F8.6 
4-Chloro-benzoic acid 

acidity constant F8.6 

correlation of biodegradability with 716 

uptake by organisms 738 

=o, 

4-Chlorobiphenyl P16.3 
4-Chloro-biphenyl 

in troposphere 
rate constant with hydroxyl radical P16.3 

1 -C hloro-dibenzo [ 1,4] dioxin 
1 -Chloro-dibenzo[l,4]dioxin 

P16.7 

rate constant with hydroxyl radical F16.7 
in troposphere 

2-Chloro-ethanol T17.3 
2-Chloro-ethanol 

formation by microbial hydrolysis of 707 
1,2-dichloro-ethane 

2-Chloronitrobenzene 2-CI-NB 
1 Chloro-2-nitro-benzene 

one-electron reduction potential T14.4 

relative reduction rates in different F14.10 
reduction media 

Chloro-oxirane E 17.4 
2-Chloro-oxirane 

formation by microbial degradation E17.4 
of vinyl chloride 

3-Chlorophenyl N-phenyl E13.6 
carbamate 

Phenyl-carbamic acid 3-chloro-phenyl ester 
rate constant of base catalyzed E13.6 

hydrolysis 

rate constant with hydroxyl radical F16.3 polarizability T5.5 
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4-Chlorophenyl N-phenyl E13.6 
carbamate 

Phenyl-carbarnic acid 4-chloro-phenyl ester 
rate constant of base catalyzed E13.6 

hydrolysis 

3-Chloro phenylacetic acid FS.6 
(3-Chloro-phenyl)-acetic acid 

acidity constant F8.6 

4-Chloro phenylacetic acid FS.6 
(4-Chloro-phenyl)-acetic acid 

acidity constant F8.6 

2-Chloropropane P13.5 
2-Chloro-propane 

kinetic data of neutral hydrolysis P13.5 

4-Chloropyridine TS.2 
4-Chloro-pyridine 

acidity constant of corresponding T8.2 

Chloroacetic acid amide T13.10 
2-Chloro-acetamide 

acid 

rate constants of hydrolysis reaction T13.10 

ester 

hydrolysis rate constant and pH F13.8 

rate constants of hydrolysis reaction T13.8, 
T13.9 

Chloroacetic acid methyl F13.8 

Chloro-acetic acid methyl ester 

4-Chlorocatechol 700 
4-Chloro-benzene-I .2-diol 

meta cleavage to 700 
5-chloro-2-hydroxymuconic acid 
semialdehyde 

Chloroethene VC E5.1 
Chloro-ethene 

landfills 

chloro-oxirane 

higly toxic reaction product in 459 

microbial degradation to E17.4 

molecular diffusivity in water F18.10 

pathways ofreduction by zinc F14.15 

rate constant with hydroxyl radical F16.3 

rate constant with hydroxyl radical F16.7 

value of K t ~ ~  and V',,, T17.7 

value of hmax and K,M T17.6 

Chloroethyne F14.15 
Chloro-ethyne 

in troposphere 

intermediate in reduction of F14.15 
chlorinated ethenes 

Chlorohexane T17.3 
Chloro-hexane 

hydrolysis to hexan-1-01 707 

value of K,MM and P,, TI 7.7 

2-Chlorophenol P16.2 
2-Chloro-phenol 

acidity constant P16.2 

polarizability T5.5 

rate constants of indirect photolysis P16.2 
with singlet oxygen 

3-Chlorophenof F8.6 
3-Chloro-phenol 

acidity constant F8.6 

standard oxidation PI 4.7 

4-Chlorophenol F16.3 
4-Chloro-phenol 

acidity constant F8.6 

biological organic phases-water T10.2 
partition coefficients 

octanol-water partition constant T10.2 

polarizability T5.5 

rate constant with hydroxyl radical F16.3 

1-Chloropropane 
Chloro-propane 

value of K z ~ M  and Ir,, TI 7.7 

Chlorothion E10.2 
Thiophosphoric acid 0-(3-chloro-4-nitro-phenyl) 
ester 0,O"-dimethyl ester 

biological organic phases-water T10.2 

equilibrium bioaccumulation factor, E l  0.1 

octanol-water partition constant T10.2 

partition coefficients 

Ktblo, calculations 

Chlorthiamide F2.20 
2,6-Dichloro-thiobenzamide 

pesticide 48 

Chrysene 
Chrysene 

H-donor (a)  and T4.3 

salting constant, seawater TS. 7 

Clarithromycin F2.25 
6-(4-Dirnethylamino-3-hydroxy-6-methyl-tetra 
hydro-pyran-2-yloxy)- 14-ethyl-I 2,l J-dihydroxy- 
4-(5-hydroxy-4-methoxy-4,6-dimethyl-tetrahydro- 
pyran-2-yloxy)-7-methoxy-3,5,7,9,11 ,I 3- 
hexamethyCoxa-cyclotetradecane-2,1O-dione 

Cobalamin 
Cobalamin 

H-acceptor property (B )  

antibiotic F2.25 

reduction potential of 728 

standard reduction and oxidation F14.4 
potentials 

Cyclohexane F2.12 
Cyclohexane 

contaminated with tetrachloroethene E6.1 

standard enthalpies of vaporization T6.3 

from air at 5 "C, calculations 

and of water-air transfer 

Cyclohexanol 
Cyclohexanol 

standard enthalpies of vaporization T6.3 
and of water-air transfer 

Cypermethrin F2.24 
3-(2,2-Dichloro-vinyl)-2,2-dirnethyl-cyclopropane 
carboxylic acid 
cyano-(3-phenoxy-phenyl)-rnethyl ester 

Cyprofloxacin F2.25 
1 -Cyclopropyl-6-fluoro-4-oxo-7-piperazin-l -yl- 
1,4-dihydro-quinoline-3-carboxylic acid 

Cysteine 
2-Amino-3-rnercapto-propionic acid 

insecticide F2.24 

antibiotic F2.25 

standard oxidation potential T14.3, 
FI 4.4 

Cystine 
2-Amino-3-(2-amino-2-carboxy-ethyldisulfanyl)-p 
ropionic acid 

standard reduction potential T14.3, 
F14.4 

D 
1,l-DCE 
see 1 ,I-Dichloroethene 

see cis-I ,2-Dichloroethene 

see trans-l,2-Dichloroethene 

DDD 
see p,p'-Dichlorodiphenyl- dichloroethane 

DDE 
see p,p'-Dichlorodiphenyl- dichloroethene 

DDT 
see p,p'-Dichlorodiphenyl- trichloroethane 

Decanal 
Decanal 

cis-1,2-DCE 

h~ns-1,2-DCE 

salting constant, seawater T5.7 

n-Decane P5.1 
Decane 

critical temperature and critical T4.1 

molecular diffusivity at different T20.3 

rate constant with hydroxyl radical F16.7 

Schmidt number in water at T20.3 

standard enthalpy and entropy of 

pressure 

temperatures 

in troposphere 

different temperatures 

fusion, experimental and predicted 
data 

standard enthalpy and standard T4.2 
entropy of evaporation 

water saturated, mole fraction T5.1 

T4.5 

I-Decylamine F11.13 
Decylamine 

free energy change of cation of ion Fll.14 

sorption isotherm of cation on FI 1.13 

exchange on montmorillonite 

montmorillonite 
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2,6-Diamino-4-nitrotoluene F14.6 
2-Methyl-5-nitro-benzene-I ,3-diamine 

water-aluminosilicate surface 
(KNAC EOA) 

exchange constant T11.2 

intermediate in TNT reduction F14.6 

one-electron reduction potential T14.4 

2,4-Diarnino-6-nitrotoluene F14.6 
4-Methyl-5-nitro-benzene-I .3-diamine 

intermediate in TNT reduction F14.6 

one-electron reduction potential T14.4 

1,2-Diaminopropane F8.2 
Propane-I ,2-diamine 

acidity constants and species F8.2 
distribution 

Diazinon T13.12 
Thiophosphoric acid 0.0-diethyl ester 
0'-(2-isopropyl-6-methyl-pyrimidin-4-yl) ester 

rate constants of hydrolysis reaction T13.12 

Diazoxon T13.12 
Phosphoric acid diethyl ester 
2-isopropyl-6-methyl-pyrimidin-4-yl ester 

rate constants of hydrolysis reaction T13.12 

Dibenzo[ 1,4]dioxin E16.3 
Dibenzo[l,4]dioxin 

indirect photolysis half-life by E16.3 
hydroxyl radical in troposphere, 
calculation of 

1,2-Dibromo-3-chloro DBCP T13.7 

1,2-Dibromo-3-chloro-propane 
propane 

different leaving group in 5 10 

kinetic data for substitution and T13.7 

rate constant with hydroxyl radical P16.3 

elimination reactions 

elimination reactions 

in troposphere 

Dibrornochloromethane F14.16 
Dibromo-chloro-methane 

relative rates of reduction in F14.I6 
different media 

Dibromodichloromethane F14.16 
Dibromo-dichloro-methane 

relative rates of reduction in F14.16 

2,2-Dibrornopropane P13.5 
22-Dibrorno-propane 

1,2-Dibromoethane EDB T13.7 
1,2-Dibromo-ethane 

different media 

kinetic data of neutral hydrolysis P13.5 

biodegradation to 2-bromo-ethanol E17.2 

kinetic data for substitution and T13.7 

neutral hydrolyis constant and E13.3 

nucleophilic substitution reaction El 3.3 

rate constant with hydroxyl radical F16.3 

elimination reactions 

activation energy 

with polysulfides 

rate constant with hydroxyl radical F16.7 
in troposphere 

Dibromomethane F16.3 
Dibromo-methane 

rate constant with hydroxyl radical F16.3 

value of KWM and V',, TI 7.7 

Dibutyl ether 
1 -Butoxy-butane 

air-quartz partition constant and F3.7 
dispersive vdW parameter 

Di-n-butyl phthalate E5.1 
Phthalic acid dibutyl ester 

vapor pressure as function of F4.4 
temperature 

1,l-Dichloro-1-fluoroethane T13.7 
1 ,I-Dichloro-I-fluoro-ethane 

elimination reactions 
kinetic data for substitution and T13.7 

major use T2.4 

cis-1,3-Dichloro-l-propene DCP E21.4 
(Z)-1 ,3-Dichloro-propene 

concentration change by reaction E21.4 

Henry constant E21.4 

ethane 

rate constant with hydroxyl radical F16.7 

Dichloroacetic acid methyl F13.8 

22-Dichloro-acetic acid methyl ester 

and flushing, calculations 

l,l-Dichloro-2,2,2-trifluoro 51 1 

2,2-Dichloro-I ,I ,I -trifluoro-ethane 

in troposphere 

ester 

hydrolysis rate constant and pH F13.8 

rate constants of hydrolysis reaction T13.8, 
T13.9 

Dichloroacetic acid phenyl T13.8 

2,2-Dichloro-acetic acid phenyl ester 
ester 

rate constants of hydrolysis reaction T13.8, 
T13.9 

3,4-Dichloroaniline T17.3 
3.4-Dichloro-phenylamine 

formation by enzymatic degradation 714 

formation by enzymatic hydrolysis 707 

formation by enzymatic hydrolysis 

reactant of a higly toxic reaction 459 

reaction quantum yield of direct T15.7 

of linuron 

of diuron 

of propanil 

product in soils 

photolysis 

3,5-Dichloroaniline 
3,5-Dichloro-phenylamine 

reaction quantum yield of direct T15.7 
photolysis 

1,2-Dichlorobenzene 1,2-DCB P4.5 
1.2-Dichloro-benzene 

aqueous solution data T5.2 

bioaccumulation factor from water PI0.I 
into soybeans leaves and roots 

H-donor (a )  and T4.3 
H-acceptor property (p) 

organic carbon-water distribution F9.8 
coefficients for various solids 

polarizability T5.5 

standard enthalpy and standard T4.2 

standard free energy of formation P14. I 

vapor pressure as function of F4.4 

entropy of evaporation 

temperature 

1,3-Dichlorobenzene 1,3-DCB 
1,3-Dichloro-benzene 

relative humidities 

H-acceptor property (p) 

air-soil sorption isotherm at various F11.4 

H-donor (a )  and T4.3 

1,4-Dichlorobenzene 1,4-DCB P4.4 
1,4-Dichloro-benzene 

concentrations in a river at different P20.4 
flow distances 

polarizability T5.5 

salting constant, seawater T5. 7 

standard enthalpy and entropy of T4.5 
fusion, experimental and predicted 
data 

standard enthalpy and standard T4.2 
entropy of evaporation 

vapor pressures at six temperatures P4.4 

3,4-Dichloro-benzoic acid 716 
3.4-Dichloro-benzoic acid 

correlation of biodegradability with 71 6 
c01 

3,5-Dichloro-benzoic acid 697 
3.5-Dichloro-benzoic acid 

correlation of biodegradability with 7 16 
c01 

microbial degradation to 698 

value of KMM and V',,, TI 7.7 

3-chloro-benzoic acid 

2,5-Dichloro-bipheny1 
2,5-Dichloro-biphenyI 

standard enthalpies of vaporization T6.3 
and of water-air transfer 

4,4'-Dichloro-biphenyl F16.7 
4,4'-Dichloro-biphenyl 

in troposphere 
rate constant with hydroxyl radical F16.7 

Dichloro-difluoro-methane CFC-12 P4.2 
Dichloro-difluoro-methane 

establishing a concentration profile E22. I 
in lake from atmospheric input, 
calculations 

molar volume, calculations E18. I 

molecular diffusivity in air, E18.2 
calculations 
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molecular diffusivity in water, E18.3 

salting constant, seawater T5.7 

standard enthalpies of vaporization T6.3 

vapor pressures at five temperatures P4.2 

vertical flux in lake, calculations E22. I 

world production rate, major use T2.4 

dichloroethane 

calculations 

and of water-air transfer 

p,p'-Dichlorodiphenyl DDD 556 

1,l -Dichloro-2,2-bis(4-chloro-phenyl)-ethane 

formation by microbial reduction of E17.5 
p,p'-DDT 

product from reductive 556 
dechlorination reaction of DDT 

p,p'-Dichlorodiphenyl DDE 556 
dichloroethene 

1'1 -Dichloro-2,2-bis(4-chloro-phenyI)-ethene 

product from dehydrochlorination 556 
reaction of DDT 

p,p '-Dichlorodiphenyl DDT F2.14 

1 ,I  ,l-Trichloro-2,2-bis-(4-chloro-phenyl)-ethane 
trichloroethane 

accumulation rates in sediments of F1.4 

as compound for illustration of 945 

concentrations in aquatic organisms FI 0. I0  

dehydrochlorination reaction 556 

early findings in environment 4 

hydrolysis rate constants P13.3 

kinetic data for substitution and T13.7 

microbial degradation to p,p '-DDD E17.5 

production rates in the United States F1.4 

reductive dechlorination reaction 556 

standard enthalpy and entropy of 
fusion, experimental and predicted 
data 

lake Ontario 

principal modelling problems 

elimination reactions 

T4.5 

1,l-Dichloroethane 
1 ,I-Dichloro-ethane 

salting constant, seawater T5. 7 

1,2-DichIoroethane T13.7 
1,2-Dichloro-ethane 

kinetic data for substitution and T13.7 

microbial hydrolysis to 707 

microbial reduction to ethene 721 

salting constant, seawater T5.7 

elimination reactions 

2-chloro-ethanol 

1 , l  -Dichloroethene F14.15 
1 ,I-Dichloro-ethene 

intermediate in reduction of F14.15 

relative rates of reduction by three F14. I7 

chlorinated ethenes 

metals 

1,2-Dichloroethene 27 
1,2-Dichloro-ethene 

properties of cis- and trans- 27 
structures 

cis-1,2-Dichloroethene F14.15 
(Z)-1,2-Dichloro-ethene 

intermediate in reduction of F14.15 
chlorinated ethenes 

relative rates of reduction by three F14.17 
metals 

standard free energy of formation P14.1 

value of K M M  and V,,, TI 7.7 

?rans-1,2-Dichloroethene DCE F14.15 
(€)-1,2-Dichloro-ethene 

chlorinated ethenes 
intermediate in reduction of F14.15 

rate constant with hydroxyl radical F16.3 

rate constant with hydroxyl radical F16.7 

relative rates of reduction by three F14.17 

in troposphere 

metals 

Dichloroethyne F14.15 
1,2-Dichloro-ethyne 

intermediate in reduction of F14.15 
tetrachloroethene 

Dichloro-fluoromethane F16.7 
Dichloro-fluoro-methane 

rate constant with hydroxyl radical F16.7 
in troposphere 

Dichloromethane F2.3 
Dichloro-methane 

activity coefficients of five solutes T6.1 

air-dichloromethane partition T6.1 

bond angles F2.3 

H-donor (a) and T4.3 

hydrolysis to formaldehyde with 709 

kinetic data for substitution and T13.7 

major use T2.4 

microbial hydrolysis to 707 
formaldehyde 

rate constant with hydroxyl radical F16.3 

rate constant with hydroxyl radical F16.7 

standard enthalpies of vaporization T6.3 

standard oxidation potential T14.3, 
F14.4 

value of K,VM and V,,, TI 7.7 

value of ,u,,,~~ and KtM T17.6 

in dichloromethane 

constants for five solutes 

H-acceptor property (p) 

glutathione 

elimination reactions 

in troposphere 

and of water-air transfer 

2,4-Dichlorophenol F16.5 
2,4-Dichloro-phenol 

biological organic phases-water T10.2 

octanol-water partition constant T10.2 

rate constant with hydroxyl radical F16.7 

rate constant with singlet oxygen F16.5 

acid 

acidity constant P11.8 

octanol-water partition constant P11.8 

4-(2,4-Dichlorophenoxy) F11.9 
butyric acid 

4-(2,4-Dichloro-phenoxy)-butyric acid 
sorption isotherm of anion on natural F11.9 

partition coefficients 

in troposphere 

2,4-Dichlorophenoxy butyric P11.8 

4-(2,4-Dichloro-phenoxy)-butyric acid 

solid 

1,2-Dichloropropane P9.3 
1,2-Dichloro-propane 

rate constant with hydroxyl radical F16.3 

2,2-Dichloropropane P13.4 
2,2-Dichloro-propane 

kinetic data of neutral hydrolysis P13.4 

cis-1,3-Dichloro-l-propene DCP E21.4 
(Z)-I ,3-Dichloro-propene 

hydrolysis rate constant EZ1.4 

indirect photolysis half-life by E16.3 
hydroxyl radical in troposphere, 
calculation of 

2-(2,2-Dichloro-vinyI)-cyclo T17.3 

2-(2,2-Dichloro-vinyl)-cyclopropanecarboxylic 
acid 

propanecarboxylic acid 

formation by enzymatic hydrolysis 707 
of permethrin 

Dichlorprop 
2-(2,4-Dichloro-phenoxy)-propionic acid 

uptake by organisms 738 

Diethyl ether F2.15 
Ethoxy-ethane 

activity coefficients in organic T3.2 

air-teflon and air-quartz partition F3.7 

solvents and in water 

constants and dispersive vdW 
parameter 

air-water partition constant E6.4 
estimation, calculations 

aqueous solution data T5.3 

diethyl ether-water partition T7.1 

energies of air-hexadecane, T3.4 

constants for nine organic solutes 

air-water and hexadecane-water 
transfers 

excess functions in gas phase, T3.3 
hexadecane and water 

rate constant with hydroxyl radical F16.7 
in troposphere 
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solvent fitting coefficients for T7.2 
diethylether-water partition 
constant of organic compounds 

and of water-air transfer 
standard enthalpies of vaporization T6.3 

standard excess enthalpy in water 216 

water saturated, mole fraction T5.1 

Diethyl sulfide 
Ethylsulfanyl-ethane 

aqueous solution data T5.3 

rate constant with singlet oxygen F16.5 

standard enthalpies of vaporization T6.3 
and of water-air transfer 

N,N-Diethylaniline F8.5 
Diethyl-phenyl-amine 

acidity constant of corresponding F8.5 
acid and steric interactions 

Diethylamine 499 

nucleophilicity in water 499 
Diethyl-amine 

Diethylphosphate T17.3 
Phosphoric acid diethyl ester 

formation by enzymatic hydrolysis 707 
of paraoxon 

0,U’-Diethylthiophosphoric T13.2 

Thiophosphoric acid 0,O-diethyl ester 
acid 

product in parathion hydrolysis 7‘13.2 
reaction 

2,3-Dihydro-3,3-dimethyl-7- T13.2 

2.2-Dimethyl-2,3-dihydro-benzofuran-7-ol 
benzofuranol 

product in carbofuran hydrolysis T13.2 
reaction 

cis-1,2-Dihydroxy-3-methyl- 717 

cis-3-MethyCcyclohexa-3,5-diene-l,2-diol 
cyclohexa-3,5-diene 

formation by microbial oxidation of 717 

3,4-Dihydroxy-benzoic acid P8.1 
3.4-Dihydroxy-benzoic acid 

acidity constants P8.1 

toluene 

Di-isopropanol amine DIPA E11.5 
1 -(2-Hydroxy-propylamino)-propan-2-ol 

acidity constant of corresponding 

cation exchange on mineral E11.5 

acid 

surfaces in water, calculations 

Diisopropyl ether 
2-lsopropoxy-propane 

air-quartz partition constant and F3.7 
dispersive vdW parameter 

3,5-Dimethoxyphenol 
3.5-Dimethoxy-phenol 

standard oxidation P14.9 

Dimethyl ether F2.3 
Methoxy-methane 

bond angles F2.3 

rate constant with hydroxyl radical F16.3 

rate constant with hydroxyl radical F16.7 
in troposphere 

Dimethyl phosphate T13.2 
Phosphoric acid dimethyl ester 

product in trimethylphosphate T13.2 
substitution reaction 

Dimethyl sulfide F2.3 
Methylsulfanyl-methane 

bond angles F2.3 

molar volume, calculation T18.3 

rate constant with hydroxyl radical F16.7 

salting constant, seawater T5. 7 

solvent 48 

standard enthalpies of vaporization T6.3 

standard oxidation potential T14.3, 
F14.4 

in troposphere 

and of water-air transfer 

2,2-Dimet hyl-2,3-dihydro- T17.3 

2.2-Dimethyl-2,3-dihydro-benzofuran-6-ol 
benzofuran-6-01 

formation by enzymatic hydrolysis 707 
of carbofuran 

2,3-Dimethyl-2-butene F16.5 
2,3-Dimethyl-but-2-ene 

rate constant with singlet oxygen F16.5 

3,CDimethylaniline 3,4-DMA 290 
3,4-Dimethyl-phenylamine 

acidity constant, calculation E8.2 

acidity constant of corresponding E8. I 

parameters for indirect photolysis P16.2 

polymechanistic sorption behavior 279 

polymechanistic sorption depending 290 

species fractions at different pHs, E8.1 

acid 

with carbonate radical 

for neutral and charged species 

on surface characteristics 

calculations 

N,N-Dimethylaniline T8.2 
Dimethyl-phenyl-amine 

acidity constant of corresponding T8.2 

acidity constant of corresponding F8.5 

acid 

acid and steric interactions 

1,2-Dimethylbenzene 
o-Xylene 

biological organic phases-water T10.2 

octanol-water partition constant T10.2 

polarizability T5.5 

salting constant, seawater T5.7 

standard enthalpies of vaporization T6.3 

partition coefficients 

and of water-air transfer 

1,3-Dimethylbenzene F 17.11 
m-Xylene 

addition to fumarate F17.11 

salting constant, seawater T5.7 

water saturated, mole fraction T5.I 

1,4-Dimethylbenzene 1,4-DMB 
p-Xylene 

aqueous solution data T5.3 

polarizability T5.5 

salting constant, seawater T5.7 

solid-water distribution in lakes and 287 
in groundwater, calculations 

standard enthalpies of vaporization T6.3 
and of water-air transfer 

3,4-Dimethylbenzene sulfonic P13.10 
acid methyl ester 

3,4-Dimethyl-benzenesulfonic acid methyl ester 
rate constant of neutral hydrolysis P13.10 

Dimethyl disulfide F2.20 
Methyldisulfanylmethane 

from anthropogenic and biogenic 48 

rate constant with hydroxyl radical F16.7 

sources 

in troposphere 

Dimethyl-formamide DMF T5.8 
N.N-Dimethyl-formamide 

as cosolvent T5.8 

2,5-Dimethylfuran 2,5-DMF 667 
2,5-Dimethyl-furan 

rate constant with singlet oxygen F16.5 

trapping agent in singlet oxygen 667 
measurement 

N,U-Dimethyl-hydroxylamine E 17.3 
Methoxy-methyl-amine 

formation by decarboxylation of E17.3 

N,N-Dimethyl-N’-(3,4- P9.2 

3-(3,4-Dichloro-phenyl)-l ,I -dimethyl-urea 

carbon-water partition constants 

methoxy-methyl-carbamic acid 

dichlorophenyl) urea 

octanol-water and organic P9.2 

N,N-Dimethyl-N’-(3,5- P9.2 

3-(3,5-Dimethyl-phenyl)-l, 1 -dimethyl-urea 

carbon-water partition constants 

dimethylphenyl) urea 

octanol-water and organic P9.2 

N,N-Dimethyl-N’-(3-fluoro P9.2 

3-(3-Fluoro-phenyl)-I1 1 -dimethyl-urea 

carbon-water partition constants 

phenyl) urea 

octanol-water and organic P9.2 

N,N-Dimethyl-N’-(4-chloro P9.2 

3-(4-Chloro-phenyI)-lI 1 -dimethyl-urea 

carbon-water partition constants 

phenyl) urea 

octanol-water and organic P9.2 
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N,N-Dimethyl-N’-(4-methox P9.2 one-electron reduction potential T14.4 2,6-Dinitrotoluene 2,6-DNT 
y phenyl) urea 

octanol-water and organic P9.2 
3-(4-Methoxy-phenyl)-I, 1 -dimethyl-urea 

carbon-water partition constants 

N,N-Dimethyl-N’-(4-methyl P9.2 

1 .I -Dimethyl-3-p-tolyl-urea 
phenyl) urea 

octanol-water and organic P9.2 
carbon-water partition constants 

2,4-Dimethylphenol 16.7 
2,4-Dimethyl-phenol 

in troposphere 

2,5-Dimethylphenol P16.3 
2,5-Dimethyl-phenol 

in troposphere 

rate constant with hydroxyl radical FZ6.7 

rate constant with hydroxyl radical PZ6.3 

Dimethyl-phosphate T17.3 
Phosphoric acid dimethyl ester 

formation by enzymatic hydrolysis 707 
of malathion 

Dimethyl sulfide F2.3 
Meth ylsulfan yl-methane 

dimethylsulfoxide 

N,N’-Dimethylurea 
1,3-Dimethyl-urea 

formation by microbial reduction of 721 

rate constant with hydroxyl radical FZ6.3 

Dimethylamine T18.3 
Dimethyl-amine 

of diuron 
formation by enzymatic hydrolysis 707 

molar volume, calculation T18.3 

Dimethylsulfone DMSF T14.3 
Methanesulfonylmethane 

standard reduction potential T14.3 

Dimethylsulfoxide DMSO F2.20 
Methanesulfinylmethane 

as cosolvent T5.8 

microbial reduction to dimethyl 721 

standard oxidation potential T14.3 

standard reduction potential T14.3, 
F14.4 

valence shell expansion in double 46 

sulfide 

bond 

L-a-Dimyristoylphosphatidyl 
choline 

1,3-Dinitrobenzene 1,3-DNB 
1,3-Dinitro-benzene 

one-electron reduction potential T14.4 

1,CDinitrobenzene 1,4-DNB E9.1 
1,4-Dinitro-benzene 

clay mineral-water distribution, E9. I 

exchange constant T11.2 

measured concentrations 

water-aluminosilicate surface 
WNAC.EDA) 

one-electron reduction potential T14.4 

solid-water distribution coefficient, E9. I 
calculation 

2,6-Dinitrobenzoic acid T8.1 
2,6-Dinitro-benzoic acid 

acidity constant T8.1 

2,4-Dinitro-o-cresol DNOC F2.18 
2-Methyl-4.6-dinitro-phenol 

acidity constant E8.3 

acidity constant F8.9 

air-water distribution at different pH E8.3 
and T, calculations 

air-water partition constant E8.3 

exchange constant TI 1.2 
water-aluminosilicate surface 
(KNAC,EDA) 

herbicide F2.18 

n-octanol-water distribution ratio F8.9 

nonlinear isotherm with mineral 412 

standard enthalpy of air-water E8.3 

and pH 

surfaces 

transfer 

2,4-Dinitrophenol E252 
2,4-Dinitrophenol 

comparison of dispersive and E25.2 
advective transport in 
Groundwater 

Groundwater, calculation for 
natural and pump regimes 

groundwater well from river 
infiltration 

from river step infiltration 

dispersion coefficient in E25.2 

maximum concentration at E25.3 

time to reach groundwater well E25.4 

1 -Methyl-2,6-dinitro-benzene 

exchange constant T11.2 
water-aluminosilicate surface 
WNAC,EDA) 

one-electron reduction potential T14.4 

organic carbon-water partition P11.6 
constant 

Dinoseb 
see  2-sec-Butyl-4,6-dinitrophenol 

1,4-Dioxane F2.15 
[I ,4]-Dioxane 

activity coefficients in six organic T6.1 
solvents 

air-solvent partition constants for six T6.1 
organic solvents 

as cosolvent T5.8 

Disperse Blue 79 F2.18 
Acetic acid 
2-{(2-acetoxy-ethyl)-[5-acetylamino-4- 
(2-bromo-4,6-dinitro- phenylazo)-2-methoxy- 
phenyl]-amino}-ethyl ester 

azo dye 45 

Disulfoton F2.22 
Dithiophosphoric acid 0,O-diethyl ester 
S-(2-ethylsulfanyl-ethyl) ester 

air-water exchange rates in River 1137 

biological and abiotic transformation I I37 

characteristic physico-chemical T24.3 

fate of along 700 km flow in River 1135 

Rhine 

rates in River Rhine 

data 

Rhine after accidential spill, case 
study 

insecticide and acaricide F2.22 

longitudinal dispersion for four days 1137 

measured and modeled change of 1139 

flow in Rwer Rhine 

peak concentration along River 
Rhine 

reduction in River Rhine, case 
study 

temperatures and three pH’s 

processes and effects of load T24.4 

rate constants of hydrolysis at five P13.8 

rate constants of hydrolysis reaction T13.12 

sediment-water exchange rates in 1137 
River Rhine 

308 time variation of concentration at E25.5 ~i~~~~ 
3-(3,4-Dichloro-phenyl)-l ,I -dimethyl-urea groundwater well from river 

2,4-Dinitrotoluene 2,4-DNTQ11.7 
L-a-Dimyristoylphosphatidylcholine FZ0.4 l-Methvl-2.4-dinitro-benzene standard excess enthalpy in 310 

Phosphoric acid-((S)-2.3-bis-myristoyloxy-propyl time-variable infiltration 
ester)-2-trimethylammonio-ethyl ester)-betaine enzymatic hydrolysis 707 

~. 
particulate organic matter 

exchange constant T1Z.2 -water vs. octanol-water 
partitioning of organic compounds water-aluminosilicate surface 1,3-DMB 

1,2-Dinitrobenzene 1,2-DNBQ11.7 WNAC,EDA) see 1,3-Dimethylbenzene 
1 ,2-Dinitro-benzene 

see 1,4-Dimethylbenzene 

see  Dimethylsulfoxide 

one-electron reduction potential T14.4 1,4-DMB 

reaction quantum yield of direct TI5. 7 
exchange constant T11.2 

water-aluminosilicate surface 
(KNAC,EDA) photolysis DMSO 
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DNOC 
see 2,4-Dinitro-o-cresol 

see 2,4-Dinitrotoluene 

see 2,6-Dinitrotoluene 

Dodecyl sulfonate E11.6 
Dodecane-I -sulfonic acid anion 

coefficient, calculations 

2,4-DNT 

2,6-DNT 

alumina surface-water distribution E l  1.6 

N-Dodecylpyridinium ion F11.15 
1 -DodecyCpyridinium 

sorption isotherm of cation on a soil Ff1.15 

benzenesulfonic acid 

microbial oxidation to 717 

4-(3-Dodecyl)- 717 

44 1 -Ethyl-decyl)-benzenesulfonic acid 

4-( 1 -Ethyl-I 0- hydroxy-decyl)- 
benzenesulfonic acid 

E 
n-Eicosane 
Eicosane 

as model compound: pressure 100 
behavior with increasing 
temperature 

pressure 

fusion, experimental and predicted 
data 

Ethane F14.15 
Ethane 

critical temperature and critical T4.1 

standard enthalpy and entropy of T4.5 

product in reduction of chlorinated F14.15 

rate constant with hydroxyl radical F16.3 

rate constant with hydroxyl radical F f  6.7 

ethenes, pathway 

in troposphere 

Ethanethiol T8.1 
Ethanethiol 

acidity constant T8.1 

Ethanol F2.15 
Ethanol 

activity coefficients in organic T3.2 
solvents and in water 

activity coefficients in six organic T6.1 
solvents 

activity coefficients of four organic T3.2 
solutes in ethanol 

air-solvent partition constants for six T6.f 
organic solvents 

air-water partition constant E6.4 
estimation, calculations 

aqueous solution data T5.2 

as cosolvent T5.8 

energies of air-hexadecane, T3.4 
air-water and hexadecane-water 
transfers 

excess functions in gas phase, T3.3 
hexadecane and water 

formation by microbial reduction of 721 

in methanogenic degradation, E12.2 

molecular diffusivity in air F18.9 

product in ethyl acetate hydrolysis Tf3.2 

rate constant with hydroxyl radical F16.3 

rate constant with hydroxyl radical F16.7 

refractive index T3.1 

standard enthalpy and standard T4.2 

standard Gibbs energy E12.2 

acetaldehyde 

calculations 

reaction 

in troposphere 

entropy of evaporation 

Ethene F2.3 
Ethene 

bond angles F2.3 

cloud of K electrons, double bond 27 

formation by microbial reduction of 721 

intermediate in reduction of F14.15 

rate constant with hydroxyl radical F16.7 

1,2-dichloro-ethane 

chlorinated ethenes 

in troposphere 

Ethyl acetate 
see Acetic acid ethyl ester 

4-(l-Ethyl-lO-hydroxy-decyl) 717 
-benzenesulfonic acid 

4-( 1 -Ethyl-I 0-hydroxy-decyl)-benzenesulfonic 
acid 

formation by microbial oxidation of 717 
4-(3-Dodecyl)-benzenesulfonic 
acid 

4-Ethyl-2,6-Dimethylpyridine EDMP P8.3 
4-Ethyl-2,6-dimethyl-pyridine 

acidity constant P8.3 

trichloromethane-water partition P8.3 
constant 

Ethyl-benzene F2.13 
Ethyl-benzene 

H-donor (a )  and T4.3 

molecular diffusivity in water F18.10 

salting constant, seawater T5.7 

standard enthalpies of vaporization 7'6.3 

standard enthalpy and standard 7'4.2 

H-acceptor property ( p )  

and of water-air transfer 

entropy of evaporation 

Ethyl-cyclopentane P16.3 
Ethyl-cyclopentane 

rate constant with hydroxyl radical P16.3 
in troposphere 

Ethyl N,N-dimethyl T13.11 

Dimethyl-carbamic acid ethyl ester 
carbamate 

rate constants of hydrolysis reaction T13.11 

Ethyl N-methyl carbamate T13.11 
Methyl-carbamic acid ethyl ester 

rate constants of hydrolysis reaction T13.f I 

carbamate 

rate constants of hydrolysis reaction T13.11 

Ethyl N-methyl-N-phenyl T13.11 

Methyl-phenyl-carbamic acid ethyl ester 

Ethyl N-phenyl carbamate T13.11 
Phenyl-carbamic acid ethyl ester 

rate constants of hydrolysis reaction Tl3.11 

4-Ethylphenol P13.9 
4-Ethyl-phenol 

acidity constant Pf 3.9 

Ethylamine EA 429 
Ethylamine 

free energy change of cation of ion FI I. 14 
exchange on montmorillonite 

sorption isotherm of cation on F11.12, 
montmorillonite F1f.13 

Ethylenediamine-tetraacetic EDTA 738 

[[2-(Bis-carboxymethyl-amino)-ethyl]-2-hydroxy- 
acety1)-amino]-acetic acid 

acid 

uptake by organisms 738 

Ethyleneglycol F2.15 
Ethane-I ,2-diol 

activity coefficients of  five solutes T6.1 

air-ethylene glycol partition T6.1 

as cosolvent T5.8 

refractive index T3.1 

in ethylene glycol 

constants for five solutes 

Ethylmercaptan F2.20 
Ethanethiol 

odorant and chemical intermediate F2.20 

Ethyne F2.6 
Ethyne 

cloud of x electrons, triple bond F2.6 

hydration to acetaldehyde 734 

intermediate in reduction of F14.15 

17-Ethynyl-estradiol F2.25 
17-Ethynyl-I 3-methyl-7.8.9.1 1 , I  2,13,14,15,16, 
17-decahydro-6H-cyclopenta[a]phenanthrene- 
3,17-diol 

chlorinated ethenes 

birth control pill F2.25 

F 
FAD 724 

reduction potential of flavoenzymes 725 

FFA 
see Furfuryl alcohol 

Fluoranthene 
Fluoranthene 

H-donor (a )  and T4.3 

salting constant, seawater T5. 7 

H-acceptor property ( p )  
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standard enthalpy and entropy of T4.5 
fusion, experimental and predicted 
data 

Fluorene 
9KFluorene 

H-donor (a) and T4.3 

salting constant, seawater T5. 7 

H-acceptor property (p) 

Fluoro-acetic acid 
Fluoro-acetic acid 

value of Kcm TI 7.7 

Fluoro benzene 
Fluoro-benzene 

standard enthalpy and standard T4.2 
entropy of evaporation 

Fluorotribromomethane F14.16 
Tribromo-fluoro-methane 

different media 
relative rates of reduction in F14.16 

Formaldehyde F2.17 
Formaldehyde 

air-water partition constant E20.5 

dehydration rate constant E20.5 

formation by enzymatic cleavage 699 

formation by enzymatic hydrolysis 707 

formation by hydrolysis of 709 

hydration rate constant E20.5 

overall air-water exchange velocity E20.5 

reaction of vanillic acid 

of dichloromethane 

dichloromethane with glutathione 

at different wind speeds, 
calculation of 

in troposphere 
rate constant with hydroxyl radical F16.7 

Fumaric acid F2.7 
(2€)-But-2-enedioic acid 

enzyme catalized addition of 730 

property of 27 

organic compounds to 

Furan F2.2 
Furan 

conjugated n-electron system 30 

Furfuryl alcohol FFA 667 
Furan-2-yl-methanol 

rate constant with singlet oxygen F16.5 

reaction and products with singlet 667 

trapping agent in singlet oxygen 667 

oxygen 

measurement 

G 
Glucose 
6-Hydroxymethyl-tetrahydro-pyran-2,3,4,5-tetraol 

molecular diffusivity in water Fl8.10 

standard free energy change in 569 
photosynthesis,calculations 

value of kax and KM TIT. 6 

Glutathione GSH 708 
2-Amino-4-[1 -(carboxymethyl-~arbarnoyl)-2- 
mercapto- ethylcarbamoyl]-butyric acid 

hydrolysis of dichloromethane to 709 
formaldehyde 

Glycerol T5.8 
Propane-I .2,3-triol 

as cosolvent T5.8 

degradation in a well mixed tank E17.6 

value of kmaX and K,M 727.6 

H 
Haloxyfop F2.24 
2-[4-(3-Chloro-5-trifluoromethyl-pyridin- 
2-yloxy)-phenoxy]-propionic acid 

herbicide F2.24 

HCA 
see  Hexachloroethane 

HCB 
see Hexachlorobenzene 

HCFC-141B 
see 1 ,I-Dichloro-I -fluoroethane 

HCH 
see  1,2,3,4,5.6-Hexachlorocyclohexane 

Helium 
Helium 

molecular diffusivity at different T20.3 

Schmidt number in water at T20.3 

transfer velocity in water and wind F20.3 

2,2’,3,3’,4,4’,5-Heptachloro PCB170 E19.3 

2,3.4,5,2’,3’,4’-Heptachloro-biphenyl 

temperatures 

different temperatures 

speed 

biphenyl 

molar volume and molecular E19.3 

partition constants E19.3 

sediment to open water diffusion, E19.3 

2,2’,3,4,4’,5,5’-Heptachloro PCB180 E1O.l 

2.3,4,5,2’.4’,5’-Heptachloro-biphenyl 

diffusivity in water 

calculations 

biphenyl 

air-lipid partition coefficient T10.5 

air-octanol partition constant E10.5 

bioconcentration factor in EIV. I 

biomagnification factors from T10.6 

concentrations in air and in pasture E10.5 

concentrations in air, pasture and T10.5 

equilibrium bioaccumulation factor, EIV. I 

fugacities in air and pasture, El  0.5 

phytoplankton 

pasture to animal fat 

milk 

K,blo. calculations 

equilibrium concentration in 

fugacities in air and terrestial food FI 0. I I 

fugacities in arctic terrestial food F10.12 

standard enthalpy of air-lipid T10.5 

standard enthalpy of air-pasture E10.5 

chain 

chain 

transfer 

transfer 

2,2‘,3,4,5,5‘,6-Heptachloro PCB185 1065 
biphenyl 

2,3.4,5,6,2,5’-Heptachloro-biphenyl 

Summary of models and T23.8 
measurements in Lake Superior 

two-box coupled water/sediment T23.7 
system in Lake Superior 

concentrations, inputs and outputs of 7‘23.4 
Lake Superior 

one-box three phase model in Lake 1068 
Superior 

one-box two phase model in Lake T23.4 
Superior 1065 

physico-chemical properties T23.4 

surface mixed sediment layer model 1065 

two-box waterkdiment model in 1079 

in Lake Superior 

Lake Superior 

Heptanal 
Heptanal 

salting constant, seawater T5.7 

n-Heptane 
Heptane 

air-teflon partition constant and F3.7 

standard enthalpies of vaporization T6.3 

water saturated, mole fraction T5.1 

dispersive vdW parameter 

and of water-air transfer 

I-Heptene P5.4 
Hept-I-ene 

indirect photolysis half-life by E16.3 
hydroxyl radical in troposphere, 
calculation of 

I-Heptylamine 
Heptylamine 

free energy change of cation of ion F11.14 
exchange on montmorillonite 

Hexachlorobenzene HCB F2.14 
1.2.3,4,5.6-Hexachloro-benzene 

aqueous solution data T5.2, 
T5. 3 

concentrations in air, soil, grass and P10.4 

concentrations in aquatic organisms F10. I0 
standard enthalpies of vaporization T6.3 

standard enthalpy of evaporation PI 0.4 

standard reduction potential T14.3 

milk 

and of water-air transfer 

standard oxidation potential T14.2 pasture, calculations 
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2,2’,4,4’,5,5’-Hexachloro PCB153 

2,4,5,2’,4’,5’-Hexachloro-biphenyl 
biphenyl 

air-lipid partition coefficient T10.5 

air-octanol partition constant E10.5 

air-water partition constant T20.5 

biomagnification factors from T10.6 

concentrations in air and in pasture E10.5 

concentrations in air, pasture and T10.5 

concentrations in aquatic organisms FIO. 10 

concentrations in lake water and T10.3 

concentrations in water, sediment E10.4 

fugacites in water, sediment and F f  0.8 

fugacities and activities in water, 

fugacities in air and pasture, E103 

pasture to animal fat 

milk 

sediment 

and mussel 

biolipid 

sediment and mussel, calculations 

equilibrium concentration in 
pasture, calculations 

chain 

chain 

E10.4 

fugacities in air and terrestrial food F10. I I 

fugacities in arctic terrestrial food FIO.12 

molecular diffusivity in air T20.5 

molecular diffusivity in water T20.5 

partition constants for octanol, air, E10.4 

partition properties and T10.3 

organic C and lipids with water 

accumulation factors in aquatic 
organisms 

saturation concentration in water E10.4 

Schmidt number in water T20.5 

standard enthalpy of air-lipid T10.5 
transfer 

standard enthalpy of air-pasture E10.5 
transfer 

standard enthalpy of air-plant 363 
transfer 

transfer velocities in air, in water T20.5, 
and overall at two wind speeds F20.7 

1,2,3,4,5,6-Hexachloro HCH 27 
cyclohexane 

a-, b-, y- isomers and environmental 27 

aliases for the y-isomer 3 1 

kinetic data for substitution and T13.7 

rate constant with hydroxyl radical F16.3 

rate constant with hydroxyl radical F16.7 

standard enthalpies of vaporization T6.3 

1,2,3,4,5,6-Hexachloro-cyclohexane 

activity 

elimination reactions 

in troposphere 

and of water-air transfer 

’y-Hexachloro-cyclohexane 
see 1,2.3,4,5,6-Hexachloro-cyclohexane 

Hexachloroethane HCA P12.1 
I ,I , I  ,2,2,2-Hexachloro-ethane 

formation by microbial reduction of 726 
tetrachloromethane 

Henry constant P12. I 

microbial reduction to 126 
tetrachloroethene by heme 
proteins 

reaction 
reductive dihalo-elimination 557 

standard Gibbs energy P12.1 

standard reduction potential T14.3, 
F14.4 

n-Hexadecane F2.12 
Hexadecane 

activity coefficients of five solutes T6.1 

activity coefficients of four organic T3.2 

air-hexadecane partition constants T6.1 

air-quartz and air-teflon surface E4.2 

Fishtine and structural parameters T4.4 

fitting coefficients for T6.2 

molar volume 187 

solvent fitting coefficients for T7.2 

in hexadecane 

solutes in hexadecane 

for five solutes 

partition constants, calculations 

for estimating vapor pressure 

air-hexadecane partition constant 

hexadecane-water partition 
constant of organic compounds 

entropy of evaporation 

temperature, calculation 

standard enthalpy and standard T4.2 

vapor pressure of liquid at given E4.2 

water saturated, mole fraction TS.1 

Hexadecanoic acid 698 
Hexadecanoic acid 

formation by microbial degradation 698 
of octadecanoic acid 

Hexanal 
Hexanal 

salting constant, seawater T5.7 

n-Hexane F2.12 
Hexane 

activity coefficients in organic T3.2 
solvents and in water 

air-water partition constant E6.4 
estimation, calculations 

aqueous solution data T5.3 

energies of air-hexadecane, T3.4 
air-water and hexadecane-water 
transfers 

excess functions in gas phase, T3.3 
hexadecane and water 

Fishtine and structural parameters T4.4 

hexane-water partition constants for T7.1 

molecular diffusivity in polyethylene P18.8 

molecular diffisivity in water Pf8.8 

rate constant with hydroxyl radical F16.3 

rate constant with hydroxyl radical F16.7 

refractive index T3. I 

salting constant, seawater T5.7 

standard enthalpies of vaporization T6.3 

standard enthalpy and standard T4.2 

water saturated, mole fraction T5.l 

for estimating vapor pressure 

nine organic solutes 

in troposphere 

and of water-air transfer 

entropy of evaporation 

Hexanoic acid T8.1 
Hexanoic acid 

acidity constant T8. f 

solvent-water partition constants for T7. I 
five solvents 

I-Hexanol P5.3 
Hexan-1-01 

standard enthalpies of vaporization T6.3 

air-water partition constant T20.5 

aqueous solution data T5.2 

molecular diffusivity in air T20.5 

molecular diffusivity in water T20.5 

rate constant with hydroxyl radical F16.7 

Schmidt number in water T20.5 

solvent-water partition constants for T7.1 
five solvents 

standard enthalpies of vaporization 2‘6.3 
and of water-air transfer 

transfer velocities in air, in water T20.5, 
and overall at two wind speeds F20.7 

water saturated, mole fraction TS.l 

and of water-air transfer 

in troposphere 

n-Hexanol 
see I-Hexanot 

2-Hexanone 
Hexan-2-one 

standard enthalpies of vaporization T6.3 

water saturated, mole fraction 2‘5.1 

and of water-air transfer 

n-Hexylamine T8.2 
Hexylamine 

acid 

exchange on montmorillonite 

acidity constant of corresponding T8.2 

free energy change of cation of ion F l f .  I4  
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sorption isotherm of cation on FI 1.13 
montmorillonite 

HFC-134a 
see 1 .I ,I ,2-Tetrafluoroethane 

Hydrazobenzene F14.19 
N,N'-Diphenyl-hydrazine 

aniline oxidation 
product of oxidative coupling of F14.19 

Hydroquinone HQ 561 
Benzene-l,4-diol 

standard oxidation potential T14.3 

7-Hydroxy isoquinoline F8.2 
Isoquinolin-7-01 

distribution 
acidity constants and species F8.2 

2-Hydroxy-benzoic acid F8.5 
2-Hydroxy-benzoic acid 

acidity constants and proximity F8.5 

4-Hydroxy-benzoic acid F8.2 
4-Hydroxy-benzoic acid 

effects 

acidity constants and species F8.2 
distribution 

2-Hydroxy-biphenyl 
Biphenyl-2-01 

value of KiMM and V',,, TI 7.7 

Iodobutane 
lodo-butane 

value of V',,, TI 7.8 

Iodoethane 
lodo-ethane 

value of V',,, TI 7.8 

Iodopropane 
lodo-propane 

value of KMM and V',,, T17. 7 

Ironporphyrin 

potentials 
standard reduction and oxidation F14.4 

Is0 butyraldehyde F2.17 
2-Methyl-propionaldehyde 

formation of, usage 40 

Isobutyric acid amide T13.10 
lsobutyramide 

rate constants of hydrolysis reaction T13.10 

P5.4 Is o o c t a n e 
2,2,4-Trimethyl-pentane 

indirect photolysis half-life by E16.3 
hydroxyl radical in troposphere, 
calculation of 

Isoquinoline T8.2 
lsoquinoline 

717 acidity constant of corresponding T8.2 
acid 5-em-Hydroxy-bornan-2-one 

5-exo-Hydroxy-I ,7.7-trimethyl-bicyclo 
[2.2.l]heptan-L-one J 

formation by microbial oxidation of 717 
camphor Juglone F14.4 

7oo 5-Hydroxy-[1,4]naphthoquinone 2-Hydroxymuconic acid 

2-Hydroxy-6-oxo-hexa-2.4-dienoic acid 
semialdehyde standard reduction potential F14.4 

degradation to 2-0x0-pent-4-enoic 700 
L 

acid Lactate 
2-Hydroxy-propionic acid 1-Hydroxyethyl-1,l- HEDP F2.22 

diphosphonic acid standard oxidation potential T14.2 

(l-Hydroxy-l-phosphono-ethyl)-phosphonic acid Levothyroxine F2.25 

uptake by organisms 738 

p-Menth-2-ene F16.7 
3-lsopropenyl-6-methyl-cyclohexene 

rate constant with hydroxyl radical F16.7 

2-Mercapto-succinic acid T17.3 

2-Mercapto-succinic acid diethyl ester 

in troposphere 

diethyl ester 

formation by enzymatic hydrolysis 707 
of malathion 

Methane F2.3 
Methane 

air-water partition constant T20.5 

bond angles F2.3 

critical temperature and critical T4.1 

formation by degradation of EI 7. I 

in methanogenic degradation ,512.2 

methanogenesis in anoxic F14.3 

molecular diffusivity at different T20.3 

molecular diffusivity in air F18.9 
T20.5 

molecular diffusivity in water T20.5 

rate constant with hydroxyl radical F16.3 

rate constant with hydroxyl radical FI 6.7 

Schmidt number in water TZ0.5 

Schmidt number in water at T20.3 

standard oxidation potential T14.2 

transfer velocities in air, in water T20.5, 
and overall at two wind speeds ~ 2 0 . 7  

value of kax and Km TI 7.6 

pressure 

benzene 

groundwater 

temperatures 

in troposphere 

different temperatures 

complexing agent F2.22 2-Amino-3-[4-(4-hydroxy-3,5-diiodo-~henoxy)-3,5 Methane thiol T13.2 
Methane thiol -diiodo-phenyl]-propionic acid 

product in methylchloride T13.2 
I hormone F2.25 

Imidazole T8.2 Linuron E17.3 substitution reaction 
1H-lmidazole N'-(3,4-Dichloro-phenyl)-,%methoxy- Methanol F2.3 

Methanol 
N-methyl-urea acidity constant of corresponding T8.2 

acidity constant of corresponding T8.3 
acidity constant F8.3 

activity coefficients of five solutes T6.1 

air-methanol Partition Constants for T6.I 

aqueous solution data T5.2 

as cosolvent T5.8 Indole F2.11 
I-H-lndole Maleic acid F2.7 bond angles F2.3 

acid 

acid at different temperatures 

value of KMM and V',,, TI 7.7 

M 
in methanol 

Malathion T17.3 
2-(Dimethoxy-thiophosphorylsulfany1)-succinic 
acid diethyl ester five solutes 

Indane 
lndan 

enzymatic hydrolysis 707 

value of ,U-% and K,M TI 7.6 

H-donor (a) and T4.3 
H-acceptor property (p) 

industrial chemical 38 conjugated n-electron system 30 (2Z)-But-2-enedioic acid 

Iodo-propane 

value of V',,, T17.8 

property of 27 
molar volume 187 

product in methylbromide T13.2 
Mecoprop F2.5 

2-(4-Chloro-2-methyl-phenoxy)-propionic acid substitution reaction 
biological activity of enantiomers 26 

roof runoff 42 
product in trirnethylphosphate T13.2 

substitution reaction 
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rate constant with hydroxyl radical F16.3 Methoxychlor P13.3 

refractive index T3.1 methoxybenzene) 
solvent fitting coefficients for T6.2 hydrolysis rate constants P13.3 

Methyl bromide F4.4 
solvent for relative nucleophilicities T13.4 Bromo-methane 

standard enthalpies of vaporization T6.3 

standard Gibbs energy in aqueous E13.1 

1 ,I '-(2,2,2-Trichloroethane-l .I -diyl)-bis-(4- 

air-methanol partition constant of 

as reference for relative T13.3 
nucleophilicity, n, of nucleophile in 498 

against methyl iodide 499 

and of water-air transfer water 

solution under natural conditions, 
equilibrium with methylchloride E12. I 

calculations 
Methidathion F2.24 
Dithiophosphoric acid 
S-(5-methoxy-Z-oxo-[ 1,3,4]thiadiazol-3-ylmethyl) groundwater, calculations 
ester 0.0-dimethyl ester 

extent of hydrolysis reaction in E13.1 

half life in water with nucleophiles. E13.1 
insecticide and acaricide F2.24 calculations 

2-Methoxyaniline F14.20 
2-Methoxy-phen ylamine 

relative oxidation rate by F14.20 
manganese oxide 

3-Methoxyaniline F14.20 
3-Methoxy-phenylamine 

relative oxidation rate by F14.20 
manganese oxide 

4-Methoxyaniline F14.20 
4-Methoxy-phenylamine 

relative oxidation rate by F14.20 
manganese oxide 

Methoxybenzene F16.3 

kinetic data of neutral hydrolysis P13.4 

nucleophile substitution reaction T13.2 

rate constant with hydroxyl radical F16.7 

salting constant, seawater T5. 7 

standard Gibbs energy E12.I 

in troposphere 

standard Gibbs energy in aqueous E13.1 

vapor pressure as function of F4.4 

solution 

temperature 

Methyl chloride E12.1 
Chloro-methane 

equilibrium with methylbromide E12.1 Methoxy-benzene 
rate constant with hydroxyl radical F16.3 

rate constant with hydroxyl radical F16.7 

water saturated, mole fraction T5.1 

under natural conditions, 
calculations 

in troposphere kinetic data of neutral hydrolysis P13.4 

molecular diffusivity in water F18. I0 

nucleophile substitution reaction T13.2 
4-Methoxybenzene sulfonic P13.10 

acid methyl ester 
4-Methoxy-benzenesulfonic acid methyl ester 

rate constant of neutral hydrolysis P13. I0 

Methoxy-methyl-carbamic E17.3 
acid 

Methoxy-methyl-carbamic acid 
formation by enzymatic hydrolysis 714 

of linuron 

3-Methoxyphenol P13.9 
3-Methoxy-phenol 

acidity constant P13.9 

4-Methoxyphenol P13.9 
4-Methoxy-phenol 

acidity constant P13.9 
P16.2 

rate constants of indirect photolysis P16.2 

4-Methoxyphenyl N-phenyl E13.6 

Phenyl-carbamic acid 4-methoxy-phenyl ester 

with singlet oxygen 

carbamate 

rate constant of base catalyzed E13.6 
hydrolysis 

rate constant with hydroxyl radical F16.7 

standard Gibbs energy E12.1 

Methyl iodide 499 

in troposphere 

lodo-methane 
as reference for relative T13.4 

nucleophilicity, n, of nucleophile in 498 
methanol 

transformation in seawater 501 

value of V",,, T17.8 

Methyl sulfide F2.3 
Methanethiol 

bond angles F2.3 

2-Methyl-1,S-hexadiene P16.3 
2-Methyl-hexa-I ,5-diene 

rate constant with hydroxyl radical P16.3 

N-(4-Methyl-3,5-dinitro- 72 1 
phenyl)-hydroxylamine 

N-(4-Methyl-3,5-dinitro-phenyl)-hydroxylamine 

formation by microbial reduction of 721 

microbial reduction to 72 I 

in troposphere 

2,6-dini tro-4-nitroso-toluene 

4-amino-2.6-dinitro-toluene 

P13.6 3-Methyl-4-nitrophenyl 
N-methyl-N-phenyl 
carbamate 

Methyl-phenyl-carbamic acid 
3-methyl-4-nitro-phenyl ester 

rate constant of base catalyzed P13.6 
hydrolysis 

N-Methyl-acetamide F2.3 
N-Methyl-acetamide 

bond angles F2.3 

2-Methylaniline F14.20 
o-Tolylamine 

relative oxidation rate by F14.20 
manganese oxide 

3-Methylaniline F14.20 
m-Tolylamine 

relative oxidation rate by F14.20 
manganese oxide 

4-Methylaniline F14.20 
p-Tolylamine 

relative oxidation rate by F14.20 
manganese oxide 

acid methyl ester 

rate constant of neutral hydrolysis P13. I0 

4-Methylbenzene sulfonic P13.10 

Toluene-4-sulfonic acid methyl ester 

3-Methyl-benzoic acid 716 
3-Methyl-benzoic acid 

correlation of biodegradability with 71 6 
=o, 

4-Methyl-benzoic acid F8.6 
4-Methyl-benzoic acid 

acidity constant F8.6 

correlation of biodegradability with 71 6 

2-(3-Methyl-benzyl)-succinic F17.11 

2-(3-Methyl-benzyl)-succinic acid 

and 1,3-dimethyl- benzene 

acid 

enzymatic formation from fumarate F 17.11 

Methyl tert-butyl ether MTBE F2.15 
2-Methoxy-2-meth yl-propane 

high volume pollutant 39 

rate constant with hydroxyl radical F16.7 

standard enthalpies of vaporization T6.3 

in troposphere 

and of water-air transfer 

N-Methyl-"-phenyl urea, 
substituted 
rate constants in sensitised photolysis T16.2 

and Hammett constants 

I-Methylnaphthalene 1 -MeNa E5.2 
I-Methyl-naphthalene 

reaction quantum yield of direct T15.7 
photolysis 

2-Methylnaphthalene 
2-Methyl-naphthalene 

reaction quantum yield of direct T15.7 
photolysis 
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2-Methyl-nitrobenzene 2-CH3-NB 
1 -Methyl-2-nitro-benzene 

one-electron reduction potential T14.4 

relative reduction rates in different F14.5 
systems F14.10 

3-Methyl-nitrobenzene 3-CH3-NB 
I -Methyl-3-nitro-benzene 

one-electron reduction potential T14.4 

relative reduction rates in different F14.10 
reduction media 

4-Methyl-nitrobenzene 4-CH3-NB 
1 -Methyl-4-nitro-benzene 

one-electron reduction potential T14.4 

relative reduction rates in different F14. I0 
reduction media 

2-Methylphenol 
2-Methyl-phenol 

standard enthalpies of vaporization T6.3 
and of water-air transfer 

3-Methylphenol 
3-Meth yl-phenol 

acidity constant P13.9 

aqueous solution data T5.2 

value of K M ,  and V',,, TZ 7.7 

4-Methylphenol P13.9 
4-Methyl-phenol 

acidity constant F8.6 

aqueous solution data T5.3 

biodegradation of spilled compound E17.7 

determination of pmax 744 

formation of biomass from 740 

rate constant with singlet oxygen F16.5 

standard enthalpies of vaporization T6.3 
and of water-air transfer 

value of hx and K,, TI 7.6 

in a pond 

Methyl-phenyl-ketone F2.17 
1 -Phenyl-ethanone 

solvent and chemical intermediate F2.17 

4-Methylphenyl N-methyl T13.11 
carbamate 

Methyl-carbamic acid p-tolyl-ester 
rate constants of hydrolysis reaction T13.11 

carbamate 

rate constant of base catalyzed E13.6 

4-Methylphenyl N-phenyl E13.6 

Phenyl-carbamic acid p-tolyl ester 

hydrolysis 

4-Methyl phenylacetic acid F8.6 
p-Tolyl-acetic acid 

acidity constant F8.6 

Methylamine F2.3 
Methylamine 

acidity constant of corresponding F8.3 

bond angles F2.3 

acid and resonance structure 

formation by enzymatic hydrolysis 707 

product in carbofuran hydrolysis T13.2 

of carbofuran 

reaction 

Methylbenzene 
see Toluene 

Methylchloropyrip hos 542 
Thiophosphoric acid 0.0-dimethyl ester 
0'-(3,5,6-trichloro-pyridin-2-yl) ester 

influence of metals on hydrolysis 542 
rate and mechanism 

Methylchloropyriphos oxon 542 
Phosphoric acid dimethyl ester 
3,5,6-trichloro-pyridin-2-yl ester 

influence of metals on hydrolysis 542 
rate and mechanism 

Methylparathion T13.12 
Thiophosphoric acid 0,O'-dimethyl ester 
0-(4-nitro-phenyl) ester 

rate constants of hydrolysis reaction T13.12 

value of k, and K M  TIT. 6 

Metobenzuron F2.24 
KMethoxy-1V-(4-[(2-methoxy-2.4,4-tri~ethyl-3,4- 
dihydro-2H- chromen-7-yl)oxy]phenyl)- 
N-methylurea 

herbicide F2.24 

MTBE 
see Methyl tert-butyl ether 

N 
Naphthacene F15.3 
Naphthacene 

decadic molar absorption F15.3 
coefficient 

Naphthalene F2.11 
Naphthalene 

activity coefficient in wateriethanol 236 

air-water partition constant T20.5 

aqueous solubilities with cosolvents T5.8 

aqueous solution data T5.2, 
T5.3 

aromatism 

biological organic phases-water T10.2 

carboxylation to 2-naphthoic acid 733 

concentration in diesel fuel T19.3 

decadic molar absorption F15.3 

degradation by microorganisms FI 7.2 

density T19.3 

dissolution from diesel fuel into E19.4 

Fishtine and structural parameters T4.4 

H-donor (a)  and T4.3 

molecular diffusivity in air T20.5 

mixture 

partition coefficients 

coefficient 

aqueous phase, calculations 

for estimating vapor pressure 

H-acceptor property ( p )  

molecular diffusivity in water T20.5 

molecular diffusivity in water and in T19.3 

octanol-water partition constant T10.2 

partition between fat, water and air E3.1 

polarizability T5.5 

rate constant with hydroxyl radical F16.3 

rate constant with hydroxyl radical F16.7 

reaction quantum yield of direct T15.7 

refractive index T3.1 

salting constant, seawater T5.7 

salting constants, single salts T5.6 

Schmidt number in water T20.5 

standard enthalpies of vaporization T6.3 

standard enthalpy and entropy of 

diesel fuel 

in a soup bowl, calculations 

in troposphere 

photolysis 

and of water-air transfer 

fusion, experimental and predicted 
data 

standard enthalpy and standard T4.2 
entropy of evaporation 

transfer velocities in air, in water T20.5, 
and overall at two wind speeds F20.7 

value of K,MM and V',,, TI 7.7 

value of kax and KcM TI 7.6 

vapor pressure as function of F4.4 

T4.5 

temperature 

1-Naphthalene-sulfonic acid T8.1 
Naphthalene-I-sulfonic acid 

surfactant 48 

acidity constant T8.1 

1-Naphthol 
Naphthalen-1-01 

salting constants, single salts T5.6 

salting constant, seawater T5.7 

solvent-water partition constants for P7.3 
five solvents 

2-Naphthol T8.1 
Naphthalen-2-01 

acidity constant T8.l 

1,2-Naphthoquinone 
[I ,2]Naphthoquinone 

decadic molar absorption F15.4 
Coefficient 

1,4-Naphthoquinone 
[I .4lNaphthoquinone 

decadic molar absorption F15.4 
coefficient 

carbamate 

rate constants of hydrolysis reaction T13.11 

1-Naphthyl-N-methyl T13.11 

Methyl-carbamic acid naphthalen-I-yl ester 
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I-Naphthylamine T8.2 
Naphthaten-I -ylamine 

acidity constant of corresponding T8.2 

Hammett susceptibility factor Q8.5 

acid 

Naptalam 544 
N-Naphthalen-I-yl-phthalamic acid 

influence of metals on hydrolysis 544 
rate and mechanism 

Nitrilotriacetic acid NTA E21.1 
(Bis-carboxymethyl-amino)-acetic acid 

characteristic biodegradation rate E21.1 

characteristic concentration in a E21.1 

reaction rate constant with variable E21.2 

reaction rate for second order E21.3 

constants 

Swiss lake 

input, calculation of 

reaction rate constant, calculation 
of 

rate constant, calculation of 

calculation of 

reaction rate for variable reaction E21.2 

total reaction rate constant in a lake, E2I.I 

para-Nitroacetophenone PNAP 631 
1 -(4-Nitro-phenyl)-ethanone 

24-h-averaged total specific light T15.6 
absorption rate, calculations 

decadic molar absorption T15.4 
coefficients 

reactant in binary actinometer 648 

specific light absorption rate at 

specific light absorption rate, 63 1 

specific light absorption rate, F15.10 

total specific light absorption rate, E15.2 

T15.4, 
wavelength and total, calculations F15.9 

calculation example 

seasonal and latitudinal variations 

calculation 

3-Nitroaniline 
3-Nitro-phenylamine 

biological organic phases-water TI0.2 

octanol-water partition constant T10.2 

partition coefficients 

4-Nitroaniline T8.2 
4-Nitro-phenylamine 

acidity constant of corresponding T8.2 

parameters for indirect photolysis P16.2 

acid 

with carbonate radical 

para-Nitroanisole PNA 648 
I-Methoxy-4-nitro-benzene 

reactant in binary actinometer 648 

Nitro-benzene NB T14.3 
Nitro-benzene 

absorbance spectrum of light E15.1 

biological organic phases-water TI0.2 
partition coefficients 

decadic molar absorption FI5.1, 
coefficient P15.3 

decadic molar extinction E15. I 
coefficients, calculated 

electronic absorption spectrum FI5. I 

exchange constant T11.2 
water-aluminosilicate surface 
(KNAC.EDA) 

molecular diffusivity in air F18.9 

octanol-water partition constant T10.2 

one-electron reduction potential T14.4 

polarizability T5.5 

rate constant with hydroxyl radical F16.3 

rate constant with hydroxyl radical F16.7 

reaction quantum yield of direct T15.7 

reduction potentials of single F14.9 

reduction rates with sulfide and F14.7 

refractive index T3.1 

relative reduction rates in different F14.10 

relative reduction rates in different 

standard enthalpy and standard T4.2 

standard reduction potential T14.3, 
F14.4 

value of K;MM and V',,, TI 7.7 

water saturated, mole fraction T5.I 

in troposphere 

photolysis 

electron steps 

DOM 

reduction media 

systems 

entropy of evaporation 

3-Nitrobenzene sulfonic acid P13.10 

3-Nitro-benzenesulfonic acid methyl ester 
methyl ester 

rate constant of neutral hydrolysis P13. I0 

4-Nitrobenzene sulfonic acid P13.10 
methyl ester 

4-Nitro-benzenesulfonic acid methyl ester 
rate constant of neutral hydrolysis P13.10 

3-Nitro-benzoic acid F8.6 
3-Nitro-benzoic acid 

acidity constant F8.6 

4-Nitrobenzoic acid T8.1 
4-Nitro-benzoic acid 

acidity constant T8. I 

acidity constant at different T8.3 
temperatures 

2-Nitrophenol T8.1 
2-Nitro-phenol 

acidity constant T8. I 

acidity constant at different T8.3 

air-water partition constant P20. 6 

P20.6 

temperatures 

biodegradation to catechol E l  7.9 

polarizability T5.5 

salting constant, seawater T5.7 

value of K Z ~ M  and V',, TI 7.7 

3-Nitrophenol 
3-Nitro-phenol 

acidity constant and resonance F8.4 
structures F8.6 

salting constant, seawater T5.7 

4-Nitrophenol T13.2 
4-Nitro-phenol 

acidity constant and resonance F8.4 

acidity constant, calculation E8.2 

air-water partition constant P20.6 

decadic molar absorption F15.5 
coefficient 

decadic molar absorption F15.5 
coefficient of anion 

direct photolysis rate at near surface E15.3 
and in water body, calculation 

direct photolysis rate of anion at 
near surface and in water body, 
calculation 

of paraoxon 

structures P20.6 

E15.3 

formation by enzymatic hydrolysis 707 

polarizability T5.5 

product in parathion hydrolysis T13.2 

rate constant with hydroxyl radical F16.7 

rate constant with singlet oxygen FI 6.5 

reaction quantum yield of direct T15.7 

reaction quantum yield of direct TI5. 7 

salting constant, seawater T5. 7 

carbamate 

hydrolysis reaction pathway 528 

rate constants of hydrolysis reaction T13.11 

N-phenyl carbamate 

reaction 

in troposphere 

photolysis 

photolysis of anion 

4-Nitrop henyl N-p hen yl 528 

Phenyl-carbamic acid 4-nitro-phenyl ester 

4-Nitrophenyl N-methyl- 528 

Methyl-phenyl-carbamic acid 4-nitro-phenyl 
ester 

hydrolysis reaction pathway 528 

rate constant of base catalyzed P13.6 

rate constants of hydrolysis reaction T13.1 I 

4-Nitrophenyl N,N-dimethyl T13.11 
carbamate 

Dimethyl-carbamic acid 4-nitro-phenyl ester 
rate constants of hydrolysis reaction T13.11 

hydrolysis 
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3-Nitrophenyl N-phenyl E13.6 
carbamate 

Phenyl-carbarnic acid 3-nitro-phenyl ester 
rate constant of base catalyzed E13.6 

hydrolysis 

3-Nitro-phenylacetic acid F8.6 
(3-Nitro-phenyl)-acetic acid 

acidity constant F8.6 

Nitropropane F16.3 
1 -Nitro-propane 

rate constant with hydroxyl radical F16.3 

1-Nitropyrene F2.18 
1 -Nitro-pyrene 

fuel combustion product F2.18 

4-Nitro-pyridine T8.2 
4-Nitro-pyridine 

acidity constant of corresponding T8.2 
acid 

2-Nitrotoluene 411.7 
1 -Methyl-2-nitro-benzene 

exchange constant T11.2 
water-aluminosilicate surface 
(KNACEDA) 

3-Nitrotoluene E16.3 
1 -Methyl-3-nitro-benzene 

exchange constant T11.2 
water-aluminosilicate surface 
(KNAC.EDA) 

hydroxyl radical in troposphere, 
calculation of 

indirect photolysis half-life by E16.3 

CNitrotoIuene 
1 -Methyl-4-nitro-benzene 

exchange constant TII.2 
water-aluminosilicate surface 
(KNAC,EDA) 

photolysis 
reaction quantum yield of direct T15.7 

salting constant, seawater T5.7 

carbamate 

rate constants of hydrolysis reaction T13.11 

4-Nitrophenyl N-phenyl 528 

Phenyl-carbarnic acid 4-nitro-phenyl ester 

Nonanal 
Nonanal 

salting constant, seawater T5.7 

n-Nonane 
Nonane 

air-quartz partition constant and F3.7 
dispersive vdW parameter 

4-Nonyl-phenol F2.15 
4-Nonyl-phenol 

a biodegradation product 39 

4-Nonylphenol- F2.16 
diethyleneglycol ether 

2-[2-(4-Nonyl-phenoxy)-ethoxy]-ethanol 

a biodegradation product 39 

4-Nonylphenol-ethyleneglycol 

2-(4-Nonyl-phenoxy)-ethanol 

4-Nonylphenol- 

e ther  

a biodegradation product 39 

polyethyleneglycol ether 

biodegradadation of 39 

NTA 
s e e  Nitrilotriacetic acid 

0 
n-Octadecane 
Octadecane 

air-water partition constant T20.5 

molecular diffusivity in air T20.5 

molecular diffusivity in water T20.5 
Schmidt number in water T20.5 

transfer velocities in air, in water T20.5, 
and overall at two wind speeds F20.7 

Octanal 
Octanal 

salting constant, seawater T5.7 

n-Octane E5.2 
Octane 

activity coefficients in six organic T6.1 

air-quartz partition constant and F3.7 

air-solvent partition constants for six T6.1 

aqueous solution data T5.3 

solvent-water partition constants for T7. I 

standard enthalpies of vaporization T6.3 

water saturated, mole fraction T5.1 

solvents 

dispersive vdW parameter 

organic solvents 

five solvents 

and of water-air transfer 

n-Octanol 182 
Octan-1-01 

activity coefficients of five solutes T6.1 

air-octanol partition constants for T6.1 

as surrogate for natural organic 182 

character as solvent 223 

cosolute in water, effect on activity 187 

molar volumes of dry and wet 186, 215 

octanol-water partition constants for T7. I 

partition constants for dry and wet F6.2 

rate constant with hydroxyl radical F16.3 

refractive index T3.1 

in octanol 

five solutes 

phases 

coefficient 

solvent 

nine organic solutes 

solvent 

F2.16 solvent fitting coefficients for T6.2 
air-octanol partition constant 

octanol-water partition constant of 
solvent fitting coefficients for T7.2 

aqueous solution data T5.3 

standard enthalpies of vaporization T6.3 
and of water-air transfer 

water saturated, mole fraction T5.1 

1-Octylamine F11.13 
Octylarnine 

free energy change of cation of ion F11.14 
exchange on montmorillonite 

Olive oil 

contaminated with benzene from E6.1 

solvent fitting coefficients for T6.2 

air, calculations 

air-olive oil partition constant i 

Oxadiazon F2.24 

herbicide F2.24 

Oxalic acid T11.4 
Oxalic acid 

surfaces 
reaction of anion with mineral T11.4 

Oxirane F16.3 
Oxirane 

rate constant with hydroxyl radical F16.3 

2-0x0-pent-4-enoic acid 700 
2-0x0-pent-4-enoic acid 

formation by enzymatic degradation 700 
of 2-hydroxymuconic acid 
semialdehyde 

Oxygen 
Oxygen 

air-water overall transfer velocity F20.9 

molecular diffusivity at different T20.3 

molecular diffusivity in oil 930 

oil-water distribution coefficient 930 

Schmidt number in water at T20.3 

transfer velocity in water and wind F20.3 

and oil film thickness 

temperatures 

different temperatures 

speed 

P 
Palmitic acid 
see Hexadecanoic acid 

Paraoxon T13.12 
Phosphoric acid diethyl ester 4-nitro-phenyl 
ester 

enzymatic hydrolysis 707 

rate constants of hydrolysis reaction T13.12 

Parathion F2.22 
Thiophosphoric acid 0,O-diethyl ester 
0'-(4-nitro-phenyl) ester 

insecticide and acaricide F2.22 
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mechanism of base catalyzed 538 

rate constants of hvdrolvsis reaction T13.12 

standard enthalpy and entropy of T4.5 
hydrolysis fusion, experimental and predicted 

data 
~~ 

PCB 
s e e  Biphenyl, polychlorinated 

PCB33 
see  2’,3,4-Trichlorobiphenyl 

PCB47 
see  2,2’,4,4’-Tetrachlorobiphenyl 

PCB52 
see 2,2’,5,5’-Tetrachlorobiphenyl 

PCBlOl 
see  2,2’,4,5,5’-Pentachloro- biphenyl 

PCB153 
see  2,2’,4,4’,5,5’-Hexachloro- biphenyl 

PCB170 
see 2,2’.3,3’,4,4’.5-Heptachloro- biphenyl 

2,3,4,5,6-Pentachloro- 726 

2,3.4,5.6-Pentachloro-biphenyl 
biphenyl 

microbial reduction catalyzed by 726 
metalloenzymes 

Pentachlorobenzene 
Pentachloro-benzene 

biological organic phases-water T10.2 

equilibrium bioaccumulation factor, E l  0. I 

octanol-water partition constant TIO.2 

partition coefficients 

&i0, calculations 

Pentachloroethane T13.7 
1 ,I .I ,Z.Z-Pentachloro-ethane 

pelimination reaction 507 

kinetic data for substitution and T13.7 PCBlSO 
see 2,2’,3,4,4’.5,5’-Heptachloro- biphenyl elimination reactions 

PCB185 Pentachlorophenol PCP 39 
see 2,2’,3.4.5.5’,6-Heptachloro- biphenyl 2.3.4.5.6-Pentachloro-phenol 
PCDD 
s e e  Dibenzo-p-dioxine, polychlorinated 

PCDF anion 
see  Dibenzo-furan. polychlorinated 

absorbance spectrum of light P15.5 

absorbance spectrum of light of P15.5 

acidic biocide 39 
PCE 
see Tetrachloroethene 

acidity constant T8.1, 
F8.9 

acidity constant, calculation E8.2 

distribution ratio of anion into polar FIO. 14 

PCP 
see  Pentachlorophenol 

Penicillin V F2.25 
3,3-Dimethyl-7-0~0-6-(2-phenoxy-acetylarnin0)-4 
- thia-I -aza-bicyclo[3.2.0]heptane-2-carboxylic lethal concentration vs. F10.15 
acid liposome-water distribution ratio 

2,2’,4,4’,5-Pentachloro and pH 

lipids and into octanol 377 

n-octanol-water distribution ratio F8.9 antibiotic F2.25 

biphenyl 

vapor pressure as function of F4.4 
2,4,5,2’,4‘-Pentachloro-biphenyl 

temperature 

2,2’,4,5,5’-Pentachloro PCB I0 1 E9.3 

2,4,5,2’,5’-Pentachloro-biphenyl 

sediment concentration, 
calculation 

sediment 

difhsivity in water 

ratio, calculations 

biphenyl 

concentration in pore water from E9.3 

concentrations in lake water and T10.3 

molar volume and molecular E19.3 

organic carbon-water distribution E9.3 

partition constants E19.3 

partition properties and TI 0.3 
accumulation factors in aquatic 
organisms 

calculations 
sediment to open water diffusion, E19.3 

organic carbon-water distribution F9. I7  
ratio and oH 

phenolate anion as biocide 39 

reaction quantum yield of direct P15.5 

reaction quantum yield of direct T15.7 

species fractions at different pHs, E8.1 

photolysis 

photolysis of anion 

calculations 

Pentanal 
Pentanal 

salting constant, seawater TS. 7 

n-Pentane 
Pentane 

air-teflon partition constant and F3.7 

aqueous solution data T5.3 

salting constant, seawater TS. 7 

water saturated. mole fraction T5. I 

dispersive vdW parameter 

1-Pentanol 
Pentan-1-01 

aqueous solution data T5.3 

rate constant with hydroxyl radical F16.7 

water saturated, mole fraction T5.1 

in troposphere 

molecular diffusivity in air F18.9 

2-Pentanone 
Pentan-2-one 

aqueous solution data T5.3 

water saturated, mole fraction T5.1 

1-Pentylamine 
Pentylamine 

free energy change of cation of ion F11.14 
exchange on montmorillonite 

Permethrin T17.3 
3-(2.2-dichloro-vinyI)-2,2-dimethyl-cyclopropane 
carboxylic acid 3-phenoxy-benzyl ester 

enzymatic hydrolysis 707 

Perylene F2.13 
Perylene 

biological organic phases-water T10.2 

H-donor (a)  and T4.3 

octanol-water partition constant T10.2 

partition coefficients 

H-acceptor property ( p )  

Phenanthrene F2.11 
Phenanthrene 

air-quartz and air-teflon surface E4.2 

aqueous solution data T5.2, 
T5.3 

aromatism 

as model compound in aquatic 950 

partition constants, calculations 

environment, qualitative 
description 

carboxylic acid 

soil 

and air 

coefficient 

H-acceptor property ( p )  

concentrations on soils and 
sediments 

constant 

in troposphere 

photolysis 

carboxylation to phenanthrene 733 

concentrations in earthworm and P10.2 

concentrations in ryegrass, yarrow P10.3 

decadic molar absorption F15.3 

H-donor (a) and T4.3 

measured and predicted E9.2 

organic carbon-water partition E9.2 

rate constant with hydroxyl radical F16.7 

reaction quantum yield of direct T15.7 
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retardation factor in groundwater, E9.4 

retardation factor in water with E9.4 

salting constant, seawater T5.7 

soil-water and sediment-water E9.2 

sorption on teflon and on quartz E l  f .I 

standard enthalpies of vaporization T6.3 

standard enthalpy and entropy of 

calculations 

cosolvent, calculations 

distributions, calculations 

surfaces from air, calculations 

and of water-air transfer 

fusion, experimental and predicted 
data 

standard enthalpy and standard T4.2 
entropy of evaporation 

standard enthalpy of air-plant PZ0.3 
transfer 

value of pmx and K i ~  T1 7.6 

vapor pressure of subcooled liquid E4.2 

T4.5 

at given temperature, calculation 

Phenol F2.15 
Phenol 

acidity constant T8.1 
T8.6 
F8.6 

acidity constant and resonance F8.3 

air-water partition constant 198 

aqueous solution data T5.2, 
T5.3 

H-donor (a)  and T4.3 

Hammett constant for ortho T8.7 

Hammett susceptibility factor T8.6, 
F8.7 

molecular diffusivity in air T20.5 

molecular diffusivity in water T20.5 

nucleophilicity of phenolate in water 499 

polarizability T5.5 

structur 

T20.5 

H-acceptor property (j3) 

substitution 

radicals of oxidation and products of F14.18 

rate constant with hydroxyl radical F16.3 

rate constant with hydroxyl radical F16.7 

salting constant, seawater T5.7 

Schmidt number in water T20.5 

solvent-water partition constants for T7. I 

standard enthalpies of vaporization T6.3 

standard enthalpy and standard T4.2 

coupling 

in troposphere 

five solvents 

and of water-air transfer 

entropy of evaporation 

transfer velocities in air, in water T20.5, 
and overall at two wind speeds F20.7 

value of kX and KzM T f  7.6 

nucleophilicity in water 499 

Phorate P13.11 
Dithiophosphoric acid 0,O-diethyl ester 
S-ethylsulfanylmethyl ester 

rate constants of hvdrolvsis P13.11 Phenoxyacetic acid T8.6 
Phenoxy-acetic acid 

acidity constant T8.6 Phosphoric acid diethyl P13.9 
3-bromophenyl ester 

Hammett susceptibility factor T8.6 Phosphoricacid 3-bromo-phenyl ester diethyl 
ester 

3-Phenoxy-benzylalcohol 
(3-Phenoxy-phenyl)-methanol 

T17.3 
rate constant of base catalyzed PI 3.9 

of permethrin Phosphoric acid diethyl P13.9 

hydrolysis 
formation by enzymatic hydrolysis 707 

3-chlorophenyl ester 
Phosphoric acid 3-chloro-phenyl ester diethyl 2-Phenoxy-phenol F14.18 

2-Phenoxy-phenol ester 
product of oxidative coupling of F14.18 rate constant of base catalyzed Pf3.9 

phenol oxidation hydrolysis 

4-Phenoxy-phenol F14.18 Phosphoric acid diethyl P13.9 
4-Phenoxy-phenol 3-methoxyphenyl ester 

product of oxidative coupling of F14.18 Phosphoric acid diethyl ester 3-methoxy-phenyl 
phenol oxidation ester 

F14.19 rate constant of base catalyzed P13.9 
hydrolysis 

N-Phenyl-[1,4] benzoquinone- 
imine 

(4-lmino-cyclohexa-2,5-dienylidene)- 
phenyl-amine 

product of oxidative coupling of F14.19 
aniline oxidation 

Phenyl sulfide 
Benzenethiol 

nucleophilicity in water TZ3.3 

phenylenediamine 

product of oxidative coupling of F14.19 

N-Phenyl-l,4- F14.19 

N-Phenyl-benzene-I ,4-diamine 

aniline oxidation 

Phenylacetic acid T8.6 
Phenyl-acetic acid 

acidity constant T8.6 
F8.6 

Hammett susceptibility factor T8.6, 
F8.7 

rate constant with hydroxyl radical F f  6.3 

Phenyl N-methyl-N-phenyl P13.6 
carbamate 

Methyl-phenyl-carbamic acid phenyl ester 
rate constant of base catalvzed PZ3.6 

hydrolysis 

5-Phenyl-pentanoic acid F17.4 
5-Phenyl-pentanoic acid 

f!-oxidation and degradation to F f  7.4 

3-Phenyl-propionic acid T8.6 
3-Phenyl-propionic acid 

acidity constant T8.6 

formation by degradation of F f  7.4 

Hammett susceptibility factor T8.6, 
F8.7 

3-phenyl-propionic acid 

5-Phenyl-pentanoic acid 

Phenylamine 
see  Aniline 

Phosphoric acid diethyl P13.9 

Phosphoric acid diethyl ester 3-methyl-phenyl 
ester 

3-methylyphenyl ester 

rate constant of base catalysed P13.9 

Phosphoric acid diethyl P13.9 

Phosphoric acid diethyl ester 3-nitro-phenyl 
ester 

rate constant of base catalyzed PZ3.9 

Phosphoric acid diethyl P13.9 

Phosphoric acid 4-acetyl-phenyl ester diethyl 
ester 

hydrolysis 

3-nitrophenyl ester 

hydrolysis 

4-acetylphenyl ester 

rate constant of base catalyzed PI 3.9 

Phosphoric acid diethyl P13.9 

Phosphoric acid 4-bromo-phenyl ester diethyl 
ester 

hydrolysis 

4-bromopbenyl ester 

rate constant of base catalyzed P13.9 

Phosphoric acid diethyl P13.9 

hydrolysis 

4-chlorophenyl ester 
Phosphoric-acid-4-chloro-phenyl ester diethyl 
ester 

rate constant of base catalyzed P13.9 

Phosphoric acid diethyl P13.9 

hydrolysis 

4-cyanophenyl ester 
Phosphoric acid 4-cyano-phenyl ester diethyl 
ester 

rate constant of base catalyzed PZ3.9 

Phosphoric acid diethyl P13.9 

Phosphoric acid diethyl ester 4-ethyl-phenyl 
ester 

hydrolysis 

4-ethylyphenyl ester 

rate constant of base catalyzed P13.9 
hydrolysis 
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Phosphoric acid diethyl P13.9 Propanil T17.3 

Phosphoric acid diethyl ester 4-rnethoxy-phenyl 
ester 

4-methoxyphenyl ester N-(3.4-Dichloro-phenyI)-propionarnide 

enzymatic hydrolysis 707 

rate constant of base catalyzed P13.9 1-Propanol T5.8 
hydrolysis Propan-1-01 

as cosolvent T5.8 Phosphoric acid diethyl P13.9 

Phosphoric acid diethyl ester 4-nitro-phenyl 
ester 

rate constant of base catalyzed P13.9 

4-nitrophenyl ester 2-Propanol F18.9 
Propan-2-01 

molecular diffusivity in air F18.9 

hvdrolvsis Propionic acid T17.3 

ester 
Phosphoric acid diethyl ester phenyl ester 

rate constant of base catalyzed P13.9 
hydrolysis 

Phthalates F2.17 

production rate, usage as plasticizer 42 

o-Phthalic acid o-PA E8.1 
Phthalic acid 

reaction of anion with mineral T11.4 

sorption on goethite PI I. 12 

acidity constants E8. I 

species fractions at different pHs, E8. I 

surfaces 

calculations 

1,2-Phthalic acid 
s e e  o-Phthalic acid 

Picolinate PHP F13.21 
Pyridine-2-carboxylic acid phenyl ester 

oxide surface catalyzed hydrolysis F13.21, 
F13.22 

Piperidine T8.2 
Piperidine 

acid 

acid at different temperatures 

acidity constant of corresponding T8.2 

acidity constant of corresponding T8.3 

PNA 
see para-Nitroanisol 

PNAP 
see para-Nitroacetophenone 

Polychlorinated PCDD F2.15 
dibenzo-( 1,4]-dioxins 

environmental source and fate 41 

dibenzo-furans 

environmental source and fate 41 

Polychlorinated PCDF F2.15 

Preventol F2.17 
pesticide 42 

Propachlor 501 
2-Chloro-N-isopropyl-N-phenyl-acetamide 

reaction with nucleophiles 501 

Propane F2.3 
Propane 

bond angles F2.3 

value of pmax and K,M TI 7.6 

. a  

Propionic acid 
Phosphoric acid diethyl phenyl p13*9 

formation by enzymatic hydrolysis 707 . .  
ofpropanii 

n-Propylbenzene 
Propyl-benzene 

aqueous solution data T5.3 

salting constant, seawater T5.7 

standard enthalpy and standard T4.2 

water saturated, mole fraction T5.1 

entropy of evaporation 

Purine F16.3 
7H-Purine 

rate constant with hydroxyl radical F16.3 

Pyrene F2.13 
Pyrene 

black carbon-water distribution E9.3 

concentration in pore water from E9.3 

coefficient 

sediment concentration, 
calculation 

and air 

distribution coefficient for 
different organic matters 

for estimating vapor pressure 

H-acceptor property (p) 

carbon-water distribution 
coefficients 

ratio, calculations 

photolysis 

concentrations in ryegrass, yarrow P 10.3 

dissolved organic carbon-water F9.14 

Fishtine and structural parameters T4.4 

H-donor (a)  and T4.3 

organic carbon- and black 304 

organic carbon-water distribution E9.3 

reaction quantum yield of direct T15.7 

refractive index T3.1 

salting constant, seawater T5. 7 

sorption isotherm to kaolinite in F11.6 

standard enthalpies of vaporization T6.3 

standard enthalpy and entropy of 

aqueous solution 

and of water-air transfer 

fusion, experimental and predicted 
data 

standard enthalpy of air-plant P10.3 
transfer 

T4.5 

value of kax and KrM T17.6 

Pyridine F2.11 
Pyridine 

acidity constant of corresponding T8.2 
acid T8.6 

conjugated x-electron system 30 

H-donor (a)  and T4.3 

Hammett susceptibility factor of T8.6 

nucleophilicity in water 499 

rate constant with hydroxyl radical F16.3 

rate constant with hydroxyl radical F16.7 

reactant in binary actinometer 648 

solvent-water partition constants for P.1 

H-acceptor property (B) 

corresponding acid 

in troposphere 

five solvents 

Pyrimidine F16.3 
Pyrirnidine 

rate constant with hydroxyl radical F16.3 

Pyrrole F16.7 
1 H-Pyrrole 

rate constant with hydroxyl radical F16.7 
in troposphere 

Pyruvate 
2-0x0-propionic acid 

standard redox potential T14.2 

Q 
Quadricyclane P13.11 
Tetracycl0[3.2.0.O~~'.O~~~]heptane 

rate constants in water at various P 13. 11 
PHS 

Quartz 

as bipolar surface sorbent for 71 
sorbates of different polarity 

Quaternary ammonium salts F2.18 
cationic surfactants F2.18 

Quinoline 48.5 
Quinoline 

acid 
acidity constant of corresponding Q8.5 

distribution to huniic acid and pH F9.18 

Hammett susceptibility factor QS.5 

sorption isotherm of cation on Fl l .9  

value of kax and K,M T17.6 

natural solid 

R 
Radon 
Radon 

profile of lake for vertical turbulent F22.8 
diffusivity calculations 1029 

profile of the bottom of the north PZ2.6 
atlantic 
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transfer velocity in water and wind F20.3 
speed 

Ronnel 542 
Thiophosphoric acid 0,O-dimethyl ester 
0’-(2,4,5-trichIoro-phenyl) ester 

influence of metals on hydrolysis 542 
rate and mechanism 

S 
Salicylic acid T11.4 
2-Hydroxy-benzoic acid 

microbial oxidation to catechol 699 

reaction of anion with mineral T11.4 
surfaces 

Sarin F2.22 
Isopropyl-methylphosphono-fluoridoate 

nerve poison F2.22 

Semiquinone SQ 568 
Semiquinone 

intermediate in redox reaction 568 

Stearic acid 
see Octadecanoic acid 

tram-Stilbene 
1 ,l’-(E)-Ethene-I ,2-diyl-dibenzene 

decadic molar absorption F15.2 
coefficient 

Styrene F2.13 
Vinyl-benzene 

coefficient 

in troposphere 

decadic molar absorption F15.2 

rate constant with hydroxyl radical F16.7 

Sucrose 
2-(3,4-Dihydroxy-2,5-bis-hydroxymethyl- 
tetrahydro-furan-2-yloxy)-6-hydroxymethyl- 
tetrahydro-pyran-3,4,5-triol 

molecular diffusivity in water Fl8. I0 

Sulcotrion Q8.7 
2-(2-Chloro-4-methanesulfonyl-benzoyl)- 
cyclohexane-I .3-dione 

acidity constant Q8.7 

Sulfadiazine F2.20 
4-Arnino-N-(4.6-dimethyl-pyrimidin-2-yl). 
benzenesulfonamide 

therapeutical drug F2.20 

Sulfomethuron F2.20 
2-[(4.6-Dimethyl-pyrimidin-2-ylcarbamoyl)- 
sulfamoyll-benzoic acid 

herbicide F2.20 

Sulfur hexafluoride 
Sulfur hexafluoride 

transfer velocity in water and wind FZ0.3 
speed 

T 
TBT 
see Tributyltin 

1,2,3,4-TCDD 
see 1,2,3,4-Tetrachloro- dibenzo[l,4]dioxin 

see 1.2,3,7-Tetrachloro-dibenzo[l,4]dioxin 
1,2,3,7-TCDD 

2,3,7,8-TCDD 
see 2,3,7,8-Tetrachloro-dibenzo[l,4]dioxin 

TCE 
see Trichloro-ethene 

2,4,5-TCP 
see 2,4,5-TrichlorophenoI 

see 2,4,6-TrichlorophenoI 

Teflon 
Poly-tetrafluoro-ethene 

2,4,6-TCP 

as nonpolar surface sorbent for F 3.7 
sorbates of different polarity 

a-Terpinene P16.3 

p-Cymene 
rate constant with hydroxyl radical P16.3 

in troposphere 

Tetrahromo-methane T14.3 
Tetrabromo-methane 

standard reduction potential T14.3, 
F14.4 

1,1,2,2-Tetrachloro- T13.7 
1-fluoroethane 

1,1,2,2-Tetrachloro-l -fluoro-ethane 
kinetic data for substitution and T13.7 

3,3’,4,4’-Tetrachloro- 459 

elimination reactions 

azobenzene 

highly toxic reaction product in soils 459 

1,2,3,4-Tetrachlorobenzene P10.1 

bioaccumulation factor of soybean PIO. I 

biological organic phases-water TI0.2 

octanol-water partition constant T10.2 

polarizability T5.5 

Bis-(3,4-dichloro-phenyl)-diazene 

1,2,3,4-Tetrachloro-benzene 

leaves and roots to water 

partition coefficients 

1,2,4,5-TetrachIorobenzene P9.5 
1,2,4,5-Tetrachloro-benzene 

Freundlich isotherm parameters P9.5 

organic carbon-water partition P9.5 

polarizability T5.5 

constant 

concentrations in lake water and T10.3 
sediment 

concentrations in water, sediment E10.4 
and mussel 

equilibrium bioaccumulation factor, EIO. I 
K,%i0, calculations E10.2 

food chain concentrations and F10.9 
biomagnification in trout 

fugacites in water, sediment and F10.8 
biolipid 

fugacities and activities in water, 
sediment and mussel, calculations 

fugacities in air and pasture, EI0.5 
equilibrium concentration in 
pasture, calculations 

chain 

chain 

0rg.C and lipids with water 

accumulation factors in aquatic 
organisms 

E10.4 

fugacities in air and terrestrial food FIO.11 

fugacities in arctic terrestrial food F10.12 

partition constants for octanol, air, E10.4 

partition properties and TI 0.3 

saturation concentration in water E10.4 

standard enthalpies of vaporization T6.3 

standard enthalpy of air-lipid T10.5 

standard enthalpy of air-pasture E10.5 

standard enthalpy of air-plant 363 

1,2,3,4-Tetrachloro- F16.7 

1,2,3,4-Tetrachloro-dibenzo[ 1.4ldioxin 

and of water-air transfer 

transfer 

transfer 

transfer 

dibenzo[ 1,4jdioxin 

rate constant with hydroxyl radical FI 6.7 
in troposphere P16.3 

1,2,3,7-Tetrachloro P5.5 
-dibenzo [ 1,4] dioxin 

1,2,3,7-Tetrachloro-dibenzo[l.4]dioxin 

2,3,7,8-Tetrachloro TCDD 41 

2,3,7,8-Tetrachloro-dibenzo[l.4]dioxin 
dibenzo [ 1,4jdioxin 

concentrations in air, soil, grass and P10.4 

rate constant with hydroxyl radical P16.3 

2,2’,5,5’-Tetrachlorobiphenyl PCBS2 E10.3 milk 
2,5,2,5’-Tetrachloro-biphenyl 

in trooosDhere air-lipid partition coefficient T10.5 
L .  

standard enthalpy of evaporation P10.4 

1,1,1,2-TetrachIoroethane T13.7 
1,l ,I  .2-Tetrachloro-ethane 

air-octanol partition constant E10.5 

air-plant equilibrium coefficient El  0.3 

aqueous solution data T5.Z 

bioconcentration factor in El  0. I H-donor (a) and T4.3 

biomagnification factors from T10.6 

concentrations in air and in pasture E10.5 1,1,2,2-Tetrachloroethane T13.2 

concentrations in air, pasture and T10.5 

phytoplankton H-acceptor property (B) 

pasture to animal fat 
kinetic data for substitution and T13.7 

elimination reactions 

32,2-Tetrachloro-ethane 

milk @elimination reaction T13.2 
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pelimination reaction 510 

kinetic data for substitution and T13.7 

polarizability T5.5 

elimination reactions 

Tetrachloroethene PCE F2.2 
1 , I  ,2,2-Tetrachloro-ethene 

air-water partition constant T20.5 

aqueous solution data T5.2, 
T5.3 

as air pollutant in cyclohexane at E6.1 
5 "C, calculations 

as model compound in different 947 

as terminal electron acceptor 729 

bond angles F2.3 

characteristic amount, input and B21.2 

concentration in air over a Swiss B21.2 

concentrations in a river at different P20.4 

Fishtine and structural parameters T4.4 

formation by microbial reduction of 726 

one-box model calculations 

output data of a Swiss lake 

lake 

flow distances 

for estimating vapor pressure 

hexaxhloroethane by heme 
proteins 

H-acceptor property (p) 
H-donor (a )  and T4.3 

Henry constant P12. I 

major use T2.4 

microbial reduction catalyzed by F17.10 

microbial reduction to 721 

molecular diffusivity in air T20.5 

molecular diffusivity in water T20.5 

one-box lake model, calculations B21.2 

one-box lake model with variable B21.2 

overall air-water exchange velocity P21.2 

pathways of reduction by zinc F14.15 

polarizability T5.5 

cobalamin 

trichloroethene 

input, calculations 

product of reductive 557 
dihalo-elimination reaction of HCE 

rate constant with hydroxyl radical F16.3 

rate constant with hydroxyl radical F16.7 

reactant of a higly toxic reaction 459 

reduction to trichloroethene by 704 

relative rates of reduction by three F14.17 

salting constant, seawater T5. 7 

Schmidt number in water T20.5 

in troposphere 

product in landfills 

metallo-enzymes 

metals 

soil surface-air equilibrium, E11.2 
calculations 

standard enthalpies of vaporization T6.3 
and of water-air transfer 

standard Gibbs energy P12.1 

standard reduction potential T14.3, 
F14.4 

transfer velocities in air, in water T20.5, 
and overall at two wind speeds F20.7 

two-box lake model (stratification), E21.5 
calculations 

two-box lake model with E21.6 
stratification and mixing periods, 
c a 1 c u 1 at i o n s 

value of /*max and KLM TI 7.6 

vapor pressure as function of F4.4 

vapor pressures at four P4.1 

water saturated, mole fraction T5.1 

temperature 

temperatures 

Tetrachloromethane CT 292 
Tetrachloro-methane 

aqueous solution data T5.3 

H-donor (a)  and T4.3 
H-acceptor property (p)  

elimination reactions 
kinetic data for substitution and T13.7 

microbial reduction to chloroform 721 

organic carbon-water distribution F9.7 

pathways of reduction to various F14.14 

polarizability T5.5 

reduction by heme proteins to the 726 

relative rates of reduction in F14.16 

salting constant, seawater T5.7 

solid-water distribution and organic F9.7 

standard reduction potential T14.3, 
F14.4 

water saturated, mole fraction T5.1 

and quality of solid 

products 

trichloro-methyl radical 

different media 

carbon content of solid 

2,3,4,6-Tetrachlorophenol 
2,3,4,6-Tetrachloro-phenol 

standard enthalpy of air-water P8.2 
transfer 

1,1,2,3-Tetrachloro-propene 767 
1 , I  ,2.3-Tetrachloro-propene 

Tetrachloroethene PCE F2.2 
1 .I ,Z,Z-TetrachIoro-ethene 

well due to sorption in 
groundwater system 

change of a time-variable input in E25.6 

characteristic times of air-water E24.2 
exchange in river, two flow 
regimes 

flow time and air exchange 

model, calculated vs. measured 
values for Greifensee 

model, numerical calculations with 
MASAS 

groundwater system 

concentration change in river due to E24.2 

one-dimensional vertical lake F23.7 

one-dimensional vertical lake 1091 

retardation by sorption in E25.6 

l,l,l,Z-Tetrafluoroethane P4.3 

vapor pressures at six temperatures P4.3 

world production rate, major use T2.4 

1,l ,I ,2-Tetrafluoro-ethane 

Tetrahydrofuran E16.3 
Tetrahydro-furan 

indirect photolysis half-life by El 6.3 
hydroxyl radical in troposphere, 
calculation of 

1,2,4,5-Tetramethylbenzene TeMB 
1,2,4,5-TetramethyI-benzene 

Fishtine and structural parameters T4.4 
for estimating vapor pressure 

standard enthalpy and standard E4. I 
entropy of fusion, calculations 

vapor pressure at given E4.1 
temperatures, calculation 

Thioacetic acid T8.1 
Thioacetic acid 

acidity constant T8. I 

Thiometon T13.12 
Dithiophosphoric acid S-(2-ethylsulfanyl-ethyl) 
ester 0.0-dimethyl ester 

rate constants of hydrolysis reaction T13.12 

Thiophenol F2.20 
Benzenethiol 

acidity constant T8. I 

chemical intermediate F2.20 

TNT 
see 2,4,6-Trinitrotoluene 

Toluene F2.13 
Toluene 

activity coefficients in six organic T6.1 

activity coefficients of five solutes T6. I 

addition to fumarate 730 

air-solvent partition constants for six T6.1 

air-teflon and air-quartz partition F3.7 

solvents 

in toluene 

organic solvents 

constants and dispersive vdW 
parameter 

five solutes 
air-toluene partition constants for T6.1 

air-water partition constant 198 

aqueous solution data T5.3 
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biological organic phases-water TI0.2 

enzymatic addition to fumarate 704 

H-donor (a)  and T4.3 
H-acceptor property (j?) 

methylbenzene-water partition T7.1 
constants for nine organic solutes 

microbial oxidation to 717 
cis- 1,2-dihydroxy-3-methyI- 
cyclohexa-3,s-diene 

partition coefficients 

molecular diffusivity in air F18.9 

molecular diffusivity in water FI 8. I 0  

octanol-water partition constant T10.2 

polarizability T5.5 

rate constant with hydroxyl radical F16.7 
in troposphere 

salting constant, seawater T5.7 

solvent-water partition constants for T7.1 

standard enthalpies of vaporization T6.3 

standard enthalpy and standard T4.2 

value of KrMM and V,, TI 7.7 

value of hx and K M  TI 7.6 

water saturated, mole fraction T5.1 

five solvents 

and of water-air transfer 

entropy of evaporation 

Toluene-4-sulfonic acid T8.l 
Toluene-4-sulfonic acid 

acidity constant T8.1 

anion as hardener and stabilizer F 2.20 

uptake by organisms 738 

TPT 
see Triphenyltin 

1,2,3-TrCB 
see 1,2,3-Trichlorobenzene 

1,2,4-TrCB 
see 1,2,4-Trichlorobenzene 

1,3,5-TrCB 
see 1,3,5-TrichIorobenzene 

2,4,6-Triaminotoluene TAT F14.6 
2-Methyl-benzene-I ,3,5-triamine 

endproduct in TNT reduction F14.6 

1,1,2-Tribromoethane T13.7 
l,I,Z-Tribromo-ethane 

kinetic data for substitution and T13.7 
elimination reactions 

Tribromo-methane T13.7 
Tribromo-methane 

concentration in air E20.1 

concentration in arctic ocean E20.1 

Henry constant E20. I 

Henry constant in seawater E20.1 

Henry constant in seawater, E20. I 
temperature dependence 

kinetic data for substitution and T13.7 

molecular diffusivity, calculation of E20.3 

overall transfer velocity at wind EZ0.3 

polarizability T5.5 
refractive index T3.1 
relative rates of reduction in F14.16 

Schmidt number in water at 

elimination reactions 

speed, calculation of 

different media 

different temperatures, calculation 
of 

seawater-air flux, calculation of E20. I 

standard reduction potential T14.3, 
F14.4 

E20.3 

Tributyltin TBT 325 

humic acid-water distribution ratio F9.19 
and pH 

Tricapryline 
Octanoic acid 
2-octanoyloxy-I -octanoyloxymethyl-ethyl ester 

Tricapryline-water vs. F10.4 
octanol-water partition 

Trichlorfon F2.22 
(2.2,2-Trichloro-l -hydroxy-ethyl)-phosphonic 
acid dimethyl ester 

insecticide F2.22 

Trichloroacetic acid F2.17 
Trichloro-acetic acid 

42 presence in the environment by 
direct input and by hydrolysis of 
esters 

rate constant with hydroxyl radical F16.3 

1,2,3-Trichlorobenzene 
1.2.3-Trichloro-benzene 

lethal body burden (LBB) for fish E1 0.6 

polarizability T5.5 

theoretical bioaccumulation E10.6 

volume fraction in fish membrane E10.6 

potential (TBP) in fish, calculations 

lipids, calculations 

1,2,4-Trichlorobenzene F16.7 
1,2,4-Trichloro-benzene 

air-water partition constant T20.5 

molecular diffusivity in air T20.5 

molecular diffusivity in water 720.5 

rate constant with hydroxyl radical F16.7 

Schmidt number in water 720.5 

transfer velocities in air, in water T20.5, 
and overall at two wind speeds F20.7 

in troposphere 

1,3,5-Trichlorobenzene P9.4 

biological organic phases-water T10.2 

octanol-water partition constant T10.2 

polarizability T5.5 

1,3,5-Trichloro-benzene 

partition coefficients 

value of KMM and Tmax TI 7.7 

2',3,4-Trichlorobiphenyl PCB33 1065 
3,4,2'-Trichloro-biphenyl 

Summary of models and T23.8 

two-box coupled waterkediment T23.7 

concentrations, inputs and outputs in T23.4 

one-box three phase model in Lake 1068 

one-box two phase model in Lake 1065 

physico-chemical properties 723.4 

surface mixed sediment layer model 1065 

two-box waterkediment model in 1079 

measurements in Lake Superior 

system in Lake Superior 

Lake Superior 

Superior 

Superior 

in Lake Superior 

Lake Superior 

2,4,4'-Trichlorobiphenyl 
2,4.4'-Trichloro-biphenyl 

aqueous solution data T5.2 

standard enthalpies of vaporization T6.3 
and of water-air transfer 

l,l,l-Trichloroethane TrCE T13.7 
l,l,l-Trichloro-ethane 

concentration in air EZ0.I 

concentration in arctic ocean E20. I 

density E20.2 

evaporation time, calculation of E20.2 

H-donor (a) and T4.3 

Henry constant E20.1 

Henry constant in seawater EZO. I 

Henry constant in seawater, E20.1 

kinetic data for substitution and T13.7 

major use T2.4 

molecular diffusivity, calculation of EZ0.3 

overall transfer velocity at wind E20.3 

rate constant with hydroxyl radical F16.3 

rate constant with hydroxyl radical FI 6.7 

salting constant, seawater T5.7 

saturation pressure of pure liquid E20.2 

Schmidt number in water at 
different temperatures, calculation 

seawater-air flux, calculation of E20, I 

typical concentration in air P6.3 

typical concentration in Arctic P6.3 

H-acceptor property (p) 

temperature dependence 

elimination reactions 

speed, calculation of 

in troposphere 

E20. 3 

surface waters 
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1,1,2-Trichloroethane T13.7 
1 ,I ,2-Trichloro-ethane 

indirect photolysis half-life by E16.3 
hydroxyl radical in troposphere, 
calculation of 

elimination reactions 
kinetic data for substitution and T13.7 

rate constant with hydroxyl radical F16.3 

Trichloroethene TCE F14.15 
1 ,I ,2-Trichloro-ethene 

aqueous solution data T5.3 

co-metabolic degradation with El  7.8 

diffusion from groundwater to E19.2 

diffusion plus advection from ,522.4 

methane 

atmosphere, calculations 

groundwater to atmosphere, 
calculations 

formation by microbial reduction of 721 
tetrachloroethene 

H-donor (a )  and T4.3 
H-acceptor property (p) 

microbial oxidation to 7 17 
trichloro-oxirane 

molar volume, calculations 804 

molecular diffusivity in water, 813 

pathways of reduction by zinc F14.15 

product in tetrachloroethane T13.2 

rate constant with hydroxyl radical F16.3 

rate constant with hydroxyl radical FI 6.7 

relative rates of reduction by three F14. I7 

salting constant, seawater T5.7 

standard enthalpies of vaporization T6.3 

standard free energy of formation P14. I 

standard oxidation potential T14.3, 
F14.4 

value of K,MM and P",, TI 7.7 

water saturated, mole fraction T5.1 

T18.3 

calculations 

/?-elimination reaction 

in troposphere 

metals 

and of water-air transfer 

world production rate, major use T2.4 
Trichloro-fluoromethane CFC-11 T2.4 
Trichloro-fluoro-methane 

air-water partition constant T20.5 

major use T2.4 
molecular diffusivity in air T20.5 

molecular difhsivity in water T20.5 

salting constant, seawater 7'5.7 

Schmidt number in water T20.5 

standard enthalpies of vaporization T6.3 
and of water-air transfer 

temperature dependence of B18.4 
molecular diffusivity in water 

transfer velocities in air, in water T20.5, 
and overall at two wind speeds ~ 2 0 . 7  

Trichloromethane E5.3 
Trichloro-methane 

activity coefficients of four organic T3.2 

air-teflon partition constant and F3.7 

aqueous solution data T5.2, 
T5.3 

formation by microbial reduction of 721 

H-donor (a) and T4.3 

kinetic data for substitution and T13.7 

molecular diffusivity in water P18.4 

polarizability T5.5 

rate constant with hydroxyl radical F16.3 

rate constant with hydroxyl radical F16.7 

refractive index T3. I 

salting constant, seawater T5. 7 

solvent fitting coefficients for T6.2 
air-trichloromethane partition 
constant i 

trichloromethane-water partition 
constant of organic compounds 

and of water-air transfer 

solutes in trichloromethane 

dispersive vdW parameter 

tetrachloromethane 

H-acceptor property ( p )  

elimination reactions 

in troposphere 

solvent fitting coefficients for T7.2 

standard enthalpies of vaporization T6.3 

standard reduction potential T14.3, 
FI 4.4 

trichloromethane-water partition T7.1 
constants for nine organic solutes 

water saturated, mole fraction T5.1 

Trichloro-oxirane 717 
2,2,3-Trichloro-oxirane 

trichloroethene 
formation by microbial oxidation of 717 

2,4,5-TrichlorophenoI 323 
2,4,5-Trichloro-phenol 

organic carbon-water distribution F9.17 
ratio and pH 

2,4,6-TrichlorophenoI Q8.6 
2,4,6-Trichloro-phenoI 

acidity constant Q8.6, 
P8.3 

butyl acetate-water partition P8.3 

3,4,5-TrichlorophenoI Q8.6 
3,4,5-Trichloro-phenol 

constant 

acidity constant 13.6 

acidity constant, calculation E8.2 

2,4,5-Trichlorophenoxy acetic 2,4,5-T 271 
acid 

(2,4.5-Trichloro-phenoxy)-acetic acid 
acidity constant F8. 9 

acidity constant, calculation E8.2 

n-octanol-water distribution ratio F8.9, 
and pH and K+-concentration F8.10 

3,4,5-TrichlorophenyI E13.6 

Phenyl-carbamic acid 3,4.5-trichloro-phenyl 
ester 

N-phenyl carbamate 

rate constant of hydrolysis, E13.6 
calculations 

Trichloromethane E5.3 
Trichloro-methane 

fate of along Mississippi River after 1132 

maximum concentration change 1132 

two peak spills, case study 

along flow in Mississippi River, 
case study 

Mississippi River, case study 
total mass change along flow in 1132 

Trichloromethyl radical 726 
Trichloromethyl 

formation by microbial reduction of 726 
tetrachloromethane with heme 
proteins 

Triethylphosphate T13.12 
Phosphoric acid triethyl ester 

mechanism of base catalyzed 538 

rate constant with hydroxyl radical F16.3 

rate constants of hydrolysis reaction T13.12 

hydrolysis 

Triethylamine F2.18 
Triethyl-amine 

solvent, wetting agent F2.18 

Trifluoroacetic acid T8.1 
Trifluoro-acetic acid 

acidity constant T8. I 

Trifluralin F15.7 
(2,6-Dinitro-4-trifluoromethyl-phenyl)- 
dipropyl-amide 

reaction pathway of direct F15.7 
photolysis 

Trimethyl-[3-(methyl-phenyl- P13.6 
carbamoy1oxy)-phenyl]- 
ammonium 

N,N,N-Trimethyl-3-(([methyl-(phenyl)-amino]- 
carbony1)-oxy)benzenaminium 

rate constant of base catalyzed P13.6 
hydrolysis 

Trimethylphosphate T13.2 
Phosphoric acid trimethyl ester 

mechanism of base catalyzed 538 

nucleophile substitution reaction T13.2 

rate constant with hydroxyl radical F16.3 

rate constants of hydrolysis reaction T13.12 

hydrolysis 
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1,2,3-Trimethylbenzene 
1,2,3-Trimethyl-benzene 

polarizability T5.5 

1,3,5-Trimethylbenzene F16.7 
Mesitylene 

aqueous solution data T5.2, 
T5.3 

polarizability T5.5 

rate constant with hydroxyl radical F16.7 
in troposphere 

water saturated, mole fraction TSI  

2,3,5-Trimethylhexane P16.3 
2,3,5-Trimethyl-hexane 

rate constant with hydroxyl radical P16.3 
in troposphere 

2,4,6-Trimethylphenol T8.1 
2,4,6-Trimethyl-phenol 

acidity constant T8.1 

Trimethylamine F2.3 
Trirnethyl-amine 

acidity constant of corresponding T8.2 

bond angles F2.3 

molar volume, calculation T18.3 

rate constant with hydroxyl radical F16.3 

acid 

1,3,5-Trinitrobenzene F11.6 
1,3,5-Trinitro-benzene 

sorbed to clay mineral, schematic F11.8 

sorption isotherm to kaolinite in F11.6 

drawing 

aqueous solution 

2,4,6-Trinitrophenol T8.1 
Picric acid 

acidity constant T8.1 

2,4,6-Trinitrotoluene TNT F2.18 
2-Methyl-I ,3.5-trinitro-benzene 

exchange constant T11.2 
water-aluminosilicate surface 
(KNACEDA) 

explosive 45 

microbial reduction to 72 1 

nonlinear isotherm with mineral 409 

one-electron reduction potential T14.4 

organic carbon-water partition P11.5 

pathways of reduction to F14.6 

reaction quantum yield of direct TI5. 7 

sorption on illite from water, E11.4 

2,6-Dinitro-4-nitroso-toluene 

surfaces 

constant 

triaminotoluene 

photolysis 

calculations 

Trinitroglycerol F2.18 
1,2,3-Tris-nitrooxy-propane 

explosive F2.18 

Triolein 
Octadec-9-enoic acid 
2-octadec-9-enoyloxy- 1 -0ctadec-9- 
enoyloxymethyl-ethyl ester 

Triolein-water vs. octanol-water F10.4 
partition 

Triphenylphosphate F2.22 
Phosphoric acid triphenyl ester 

plasticizer and fire retardant F2.22 

rate constants of hydrolysis reaction T13.12 

Triphenyltin TPT 325 
humic acid-water distribution ratio F9.19 

and pH 

U 
Urea F18.10 
Urea 

molecular diffusivity in water F18.10 

V 
Vanillic acid 699 
4-Hydroxy-3-rnethoxy-benzoic acid 

oxidative cleavage to 699 
protocatechuic acid 

Vinyl acetate 
s e e  Acetic acid ethenyl ester 

Vinyl chloride VC 
see Chloroethene 

W 
Water  F2.3 
Water 

acidity constant at different T8.3 

activity coefficients of four organic T3.2 

air phase transfer velocity and wind T20.4 

amount adsorbed on mineral oxide F11.3 

amount of in a cloud P6.2 

bond angles F2.3 

characteristics of lakes T23.1 

characteristics of oceans T23.1 

content in atmosphere 889 

film renewal time in substance 908 

film thickness in substance 908 

flux of evaporation, annual 898 

H-bonding structures in pure liquid F3.5 

temperatures 

solutes in water 

speed 

surface and relative humidity 

exchange models 

exchange models 

evaporation rate 

H-donor (a) and 2-4.3 
H-acceptor property (p) 

kinematic viscosity at different T20.3, 
temperatures F20.6 

layer thickness on mineral surface 394 
and affinity to organic sorbates 

molecular diffusivity in air F18.9 

molecular order in bulk and cavity 10 
mono- and multilayer film on 392 

sorbed to clay mineral, schematic F11.8 

standard Gibbs energy of pure E13.1 

surface of droplets in atmospheric 889 

transfer velocity at evaporation 896 
transfer velocity of vapor in air and F20.2 

typical transfer velocity of a 893 

mineral surfaces 

drawing 

water 

clouds 

wind speed 

substance in water 

X 
m-Xylene F17.11 
rn-Xylene 

addition to fumarate 73 1 

m/g-Xylene F2.13 
m/p-Xylene 

air-quartz partition constant and F3.7 

concentration in diesel fuel T19.3 

density T19.3 

dissolution from diesel fuel into E19.4 

molecular diffusivity in water and in T19.3 

dispersive vdW parameter 

aqueous phase, calculations 

diesel fuel 
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Chapter 2 

Chapter 3 

Chapter 4 
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Determining the Oxidation States of the Carbon Atoms Present in Organic 
Molecules 

The “Soup Bowl” Problem 

Basic Vapor Pressure Calculations 

Deriving Liquid Aqueous Solubilities, Aqueous Activity Coefficients, and 
Excess Free Energies in Aqueous Solution from Experimental Solubility 
Data 

Evaluating the Factors that Govern the Aqueous Activity Coefficient of a 
Given Compound 

Evaluating the Effect of Temperature on Aqueous Solubilities and Aqueous 
Activity Coefficients 

Quantifying the Effect of Inorganic Salts on Aqueous Solubility and 
Aqueous Activity Coefficients 

Estimating the Solubilities and Activity Coefficients of Organic Pollutants 
in Organic Solvent-Water Mixtures 

Assessing the Contamination of Organic Liquids by Air Pollutants 

Evaluating the Direction of Air-Water Gas Exchange at Different Tempera- 
tures 

Assessing the Effect of Solution Composition on Air-Aqueous Phase 
Partitioning 

Estimating Air-Water Partition Constants by the Bond Contribution Method 

Evaluating the Factors that Govern the Organic Solvent-Water Partitioning 
of a Compound 

Estimating Octanol-Water Partition Constants from Structure Using the 
Atodragment  Contribution Method 

Estimating Octanol-Water Partition Constants Based on Experimental Kiow’s 
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Estimating the Concentrations of Individual PCB Congeners in Water that Is 
in Equilibrium with an Aroclor and an Aroclor/Hydraulic Oil Mixture 

Assessing the Speciation of Organic Acids and Bases in Natural Waters 

Estimating Acidity Constants of Aromatic Acids and Bases Using the 
Hammett Equation 

Assessing the Air-Water Distribution of Organic Acids and Bases in a 
Cloud 
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Evaluating Lethal Body Burdens of Chlorinated Benzenes in Fish 

Estimating the Fraction of Phenanthrene Present in the Gas Phase and 
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A Benzyl Chloride Spill Into a Pond 

Evaluating the Thermodynamics of Hydrolysis Reactions 
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Deriving Kinetic Parameters for Hydrolysis Reactions from Experimental 
Data 
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Estimating Hydrolysis Rate Constants Using the Hammett Relationship 

Calculating Standard Reduction Potentials from Free Energies of Formation 
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Calculating the Reduction Potential of an Aqueous Hydrogen Sulfide (H2S) 
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Calculating Free Energies of Reaction from Half Reaction Reduction 
Potentials 
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Diffusion of a Volatile Compound from the Groundwater Through the 
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Release of PCBs from the Historically Polluted Sediments of Boston Harbor 
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Air-Water Exchange of Benzene in Rivers 

Air-Water Exchange Enhancement for Formaldehyde and Acetaldehyde 

Assessing the Behavior of Nitrilotriacetic Acid (NTA) in a Lake 

How Certain Is the Degradation Rate of Nitrilotriacetic Acid (NTA) in 
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