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. . - .  ... , . ,: : . .  1.8.3 One way is to  have the two team captains each toss the coin once. If one obtains a 
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head and the other a tail, then the one with the head wins (this could just as well be 
.. 

. !:::!:/ . . .  . . . : , done the other way around so that the one with the tail wins, as long as it is decided 
. . : . . . . .  _ .  , ,~ 

. . 
beforehand). If both captains obtain the same result, that is if there are two heads 

. or two tails, then the procedure is repeated. 
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1.8 Supplementary Problems ;'I <.. yo c*uos & ,;",>, , , 
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. . 1.8.4 See Figure 1.10. . 

There w e  36 equally likely outcomes, 16 of which have scores differing by no more 
than one. 

... 
Thus, P(scores on two dice differ by no more than one) = = $. 
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1.8.5 Number of ways to pick a card = 52. 
Number of ways to pick a diamond picture card = 3. 
Thus, P(picking a diamond picture card) = A. 

: . . . .  c;z .? 

1.8.1 S = (1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5, 5.5, 6) 2 0  
5 6  8% 7 
G j 
5 '- < 

r& C _ i  
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1.8.2 If the four contestants are labeled A, B, C, D and the notation (X,Y) is used to 
. : . !:.; - 

. . .  indicate that contestant X is the winner and contestrant Y is the runner up, then 

1.8.6 With replacement, P(drawing two hearts) = x g = & = 0.0625. 

Without replacement, P(drawing two hearts) = g x 8 = & = 0.0588. 

The probability decreases without replacement. 

:.=c 4 
. . ?'i 
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the sample space is S = {(A,B), (A$), (A,D), @,A), (B,C.), (B,D), (C,A), (C,B), 
........ 

. r : .  , -. .-. . . . .  
. . , . .- :,>I $3: .. (C,D), (D,A), (D,B), (D,C)). 

., . ~- - 

. . . . .  ,:. ... . (a) A n B = {(1,1), (2,2)} and P(A f l  B) = 6 = A. 
(b) A u B = {(l,l), (1,219 (1,3)1 (2,119 (2921, (3,113 (3,319 (4,411 (5,519 (616)) 

:. 5 a n d P ( A U B ) =  g=ig. 
. . .  

. . .  

..... . . . .  
. . 

. . .  
(c) A' u B = {(l,l), (1141, (1,5), (I$), (2,2), (2,313 (2,4), (2,5), (2961, (3,219 (3,3),' 

, . . . I  :. : : . .  

. .: ...; ,,[:, . .: .. : 
(3,419 (3,5), (3,613 (4,1), (4,2), (4,3), (4,4), (4351, (4,613 (5,113 (5,211 (5,3), (5,413 

. - (5,519 (5,619 (6911, (6,219 (6131, (6,419 (6,513 (616)) I!::, , ..': . . 
.:.,: f < :.- - and P(A1 U B) = = i. 

. . 
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1 
1.8.8 See Figure 1.10. Let the notation (x, y) indicate that the score on the red die is x 

and the score on the blue die is y. 
t 

(a) The event the sum of the scores on the two dice is eight consists of the outcomes , , 

{(2,6), (3151, (4,413 (5,3), (6,2)1. 
Thus P(red die is 5 1 sum of scores is 8) = P(red die is 5 n sum of scores is 8) 

P(sum"of scores is 8) 

(b) P(either, score is 5 1 sum of scores is 8) = 2 x = a. 
(c) The event the score on either die is 5 consists of the 11 outcomes 

C(1,5), (2,517 (3,519 (4,5), (5,5), (6,5), (5361, (5141, (5,313 (5,2), (5,111. 

P(sum of scores is 8 n either score is 5) Thus P(sum of scores is 8 1 either score is 5) = 'P(either score is 5) 

1.8.9 P(A) = P(either switch 1 or 4 is open or both) 
= 1 - P(both switches 1 and 4 are closed) = 1 - 0.15~.= 0.9775. 

P(B) = P(either switch 2 or 5 is open or both) 
= 1 - P(both switches 2 and 5 are closed) = 1- 0.15~ = 0.9775. 

P(C) = P(switches 1 and 2 are both open) = 0.85~ = 0.7225 

P(D) = P(switches 4 and 5 are both open) = 0.85~ = 0.7225 

If E = C U D then P(E) = 1 - (P(Cf)  x P(D1)) = 1 - (1 - 0 . 8 5 ~ ) ~  = 0.923. 

P (message gets .through the network) 
= (P(switch 3 is open) x P(A) x P(B)) + (P(switch 3 closed) x P(E)) 
= (0.85 ~ ( 1 -  0 . 15~ )~ )  + (0.15 x (1 - (1 - 0 .85~)~ ) )  = 0.9506. 

1.8.10 The sample space for the experiment of two coin tosses consists of the equally likely 
outcomes {(H,H), (H,T), (T,H), (T,T)). Three of these four outcomes contain at 
least one head so that P(at least o;e head in two coin tosses) = 9. 
The sample space for four tosses of a coin consists of 24 = 16 equally likely outcomes 
of which the following 11 outcomes contain at  least two heads 
{ (HHTT) , (HTHT) , (HTTH) , (THHT) , (THTH) , (TTHH) , (HHHT) , (HHTH) , (HTHH) , 
(THHH), (HHHH)). 
Therefore  at least two heads in four coin tosses) = which is smaller than the 
previous probability. 
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1.8.11 (a) P(b1ue ball) = (P(bag 1) x P(b1ue ball I bag 1)) 
+ (P(bag 2) x P(b1ue ball I bag 2)) + (P(bag 3) x P(b1ue ball I bag 3)) 
+ (P(bag 4) x P(b1ue ball I bag 4)) 
= (0.15 x 6 )  + (0.2 x &) + (0.35 x 9) + (0.3 x &) = 0.5112. 

(b) P (bag 4 1 green ball) = 4) x P(green ball I bag 4) 
P (greenball) 

- - 0.3XO ' 
P (green ball) = 0. 

(c) P(bag 1 1 blue ball) = P(bag 1) x P(b1ue ball I b&g 1) - 0<15x& 
- 0.5112 : P(b1ue ball) 

--- - ~:~~~~ - 0.128. 

1.8.12 (a) S =  (-1, 2, '3,4,5,6,  10) 
(b) P(10) = P(score on die is 5) x P(tai1s) = Q x 1 2 - - 1 12-  

(c) P(3) = P(score on die is 3) x P(heads) = Q x f = A. 
(d) P(6) = P(score on die is 6) + (P(score on die is 3) x P(tails)) 

= Q  + ( Q X f ) = $ .  

( 4  0. 

(f) P(score on die is odd 1 6 is recorded) = P(score on die is odd n 6 is recorded) 
P(6 is recorded) 

- - P(score on die is 3) x P (tails) 
= (# = 3. P(6 is recorded) 

1.8.13 5* = 625 
45 = 1,024 
In this case 54 < 45 and in general, n? < ny when 3 5 nl < nz. 

1.8.16 Let A be the event that the order is from a first time customer and let B be the 
event that the order is dispatched within one day. It is given that P(A) = 0.28, 
P(B1A) = 0.75 and P(A1 n B1) = 0.30. 

Therefore P(A1 n B) = P(A1) - P(At n B1) = (1 - 0.28) - 0.30 = 0.42, P(A n B) = 
P(A] x P(BJA) = 0.28 x 0.75 = 0.21, P(B) = P(At n B) + P(An B) = 0.42f 0.21 = 

P AnB 0.63, &d finally P(A1B) = # = f. 
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1.8.17 It is given that P(Puccini) = 0.26, P(Verdi) = 0.22, P(other composer) = 0.52, 

1 P(female1Puccini) = 0.59, P(female1Verdi) = 0.45 and P(fema1e) = 0.62. 

(a) Since P(femaJe) = P(Puccini) x P(femalelPuccini)+P(Verdi) x P(female1Verdi) + 
P(other composer) x P(female1other composer) it follows that 
0.62 = (0.26 x 0.59) + (0.22 x 0.45) + (0.52 x P(female1other composer)) 
so that P(female1other composer) = 0.7069. 

w 

(b) P(Puccini ]male) = ~(Puccini)x~(male~Puccini~  male) - - o.mx(1-0.59) 1-0.62 = 0.281, 

1.8.18 The total number of possible samples is c!:. 

(a) The number of samples that don't contain any fibers of polymer B is c::. The 
c75 75 a n ~ w e r i s - # & = ~ x  g... x E -  ,, - 0.115. 
c10 

(b) The number of samples that contain exactly one fiber of polymer B is 17 x Ci5. 
17xC'~ The answer is -+ = 0.296. 

C,o 

(c) The number of samples that contain three fibers of polymer A, three fibers of 
polymer B and four fibers of polymer C is Ci3 x Ci7 x ci2. The answer is 
Ct3 x cc,17 x cZ2 

c,g: = 0.042. 

1.8.19 The total number of possible sequences of heads and tails is 25 = 32, each being 
equally likely, and sixteen of which don't include a sequence of three outcomes of the 
same kind. Therefore the probability is = 0.5. 

1.8.20 (a) Calls answered by an experienced operator that last over five minutes. 

(b) Successfully handled calls that were answered either within ten seconds or by 
an inexperienced operator (or both). 

(c) Calls answered after ten seconds that lasted more than five minutes and that 
weren't handled successfully. 

(d) Calls that were either answered within ten seconds and lasted less than five 
minutes, or that were answered by an experienced operator and were handled 
successfully. 

1.8.21 (a) 71,".!,61. = 133,024,320. 

(b) If the fist and the second job are assigned to production line I, the number of 
assignments is ,!$!,,! = 14,702,688. If the first and the second job are assigned 
to production line 11, the number of assignments is 7!;:k,! = 14,702,688. If 
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the first and the second job are assigned to production line 111, the number of 
assignments is - - - 10,501,920. The answer is 14,702,688f 14,702,688+ 
10,501,920 = 39,907,296. 

(c) The  answer is 133,024,320 - 39,907,296 = 93,117,02 
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.7 Supplementary Problems 

2.7.1 (a) X i 1 2  3 4 5 6 

2.7.2 (a) Xi 0 1 2 3 4 5 6 
F ( x ~ )  0.21 0.60 0.78 0.94 0.97 0.99 1.00 

(d) The expectation is 1.51 x 60 = 90.6 and the variance is 1.61 x ou = 96.6. 

2.7.3 (a) xi 1 2 3 4 5 
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U 

2.7.4 Let Xi be the value of the ith card dealt. Then 

The total score of the hand is Y = X1 + . . . + X13 which has an expectation 

2.7.5 (a) /rl1 A(!)' d z  = 1 A = 
ln(1.5) - 1 - -  

1.511 - 1.5 209.6' 

for 1 1  x 5 11. 

-- (c) Solving F(x) = 0.5 gives x = 9.332. 

(d) Solving F(x) = 0.25 gives x = 7.706. 
SolvingF(x)=0.75givesx=10.305. . 

The interquastile range is 10.30 - 7.71 = 2.599. 
-..I_ 

2 
2.7.6 (a) fx(x) = 1 4x(2-y) dy = 21  for 0 5 x 5  1. 

1 

(b) f i (y)  = 1 4x(2-y) dx = 2(2-y) for l 5 y  5.2.  

Since f (x, y) = fx(x) x fr(y) the random variables are independent. 
. . 

(c) Cov(X, Y) = 0 since the random variables are independent. 

(d) fXIY=1.5(x) = fX(x) since the random variables are independent., 
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2.7.10 Notice that  E(Y) = a E ( X )  + b and V a r ( Y )  = a2var (X) .  Also 

' ! which is 1 if a > 0 and -1 if a < 0. 
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2.7.11 The expected amount of a claim is 

11800 ~ ( 1 , 8 0 0  - 2) 
E(X) = 1 972,000,000 

dsc = $900. 
0 

Consequently theexpected profit from each customer is $100-$5- (0.1 x $900) = $5. 
The,expected profit from 10,000 customers is 10,000 x,$5 = $50,000. 

The profits may or may not be independent depending on the type of insurance and 
pool of customers.. If large natural disasters affect the customers then the claims 
would not be independent. 

2.7.12 (a) The expectation is 5 x 320 = 1600 seconds. 
The variance is 5 x 632 = 19,845 and the standard deviationis 495845 = 140.9 . 
seconds. 

(b) The expectation is 320 seconds. 
The variance is 632/10 = 396.9 and the standard deviation is d m  = 19.92 
seconds. 

2.7.13 (a) The state space is the positive integers from 1 to n, with each outcome having 
a probability value of l l n .  

(b) E ( X )  = (! x 1) + (i x 2) +. .. + (! x n) = T .  
n+1) (2n+l) (c) E ( x ~ )  = (i x 12) f (; x 22) + ... + (! x n2) = ( 6 

Therefore Var(X) = E ( x 2 )  - (E(x))~ = 6 - (Y)~ = 12 ' 

. - 

.2.7.14 (a) In this case X = XI +Xz , the sum of the times of the two rides. The expectation 
is E ( X )  = E (XI) + E(X2) = 87 + 87 = 174 minutes. The variance is Var (X) = 
Var (XI) + V a r  (Xz) = 32 + 32 = 18, and the standard deviation is J18 = 4.24 
minutes. 

. (b) In this case X = 2 x XI, twice the time of the ride. The expectation is E ( X )  = 
2 x E(X1) = 2 x 87 = 174 minutes. The variance is Var(X) = 22 x Var(Xl) = 
22 x 32 = 36, and the standard deviation is = 6 minutes. 

, , , . . .  . y.;.: 
b.l . . 

,l,ll:...:., !!I\<, 
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3.6 Supplementary Problems 

3.6.1 . (a) P(B(18,0.085) 2 3) = 1 - P(B(18,0.085) 5 2) = 0.1931. 

(b). P(B(18,0.085) 5 1) = 0.5401. 

(c) 18 x 0.085 = 1.53. 

3.6.2 P(B(13,0.4)23) = 1-P(B(13,0.4)52)=0.9421. 

The expected number of cells is 13 + (13 x 0.4) = 18.2. 

. . 

8! 
3.6.3 (a) x 0.40~ x 0.25~ x 0.35~ = 0.0600. 

2! x 3! x 3! 

(b) 
81 

x 0.40~ x 0.25' x 0.35' = 0.0672. 
3! x l !  x 4! 

(c) P(B(8,0.35) < 2) = 0.4278. 

3.6.4 (a) P (X=O)  = 
e-'I3 x (213)' 

= 0.5134. 
, O! 

(b) . P ( X = l )  = 
e-2/3 x (2/3)l 

= 0.3423; 
1 ! 

3.6.6 (a) Consider a negative binomial distribution with parameters p = 0.55 and r = 4. 

(b) P (X  = '7) = (i) x (1 - 0.55)~ x 0.55' = 0.1668. 

(c) P(X = 6) = (i) x (1 - 0.55)' x 0.55' = 0,1853. 

(d) The probability that team A wins the series in game 5 is 

(:) x (1 - 0.55)' x 0.55' = 0.1647. , 

The probability that team B wins the series in game 5 is 

(:) x (1 - 0.45)' x 0.45~ = 0.0902, 

The probability that the series is over after game five is 0.1647+0.0902 = 0.2549. 
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(e) The probability that team A wins the series in game 4 is 0.55' = 0.0915. 
The probability that team A wins the series is 0.0915 + 0.1647 + 0.1853 + 0.1668 
= 0.6083. 

3.6.7 (a) Consider a negative binomial distribution with parameters p = 0.58 and r = 3. 

P ( X  = 9 )  = (i) x ( 1  - 0 . 5 8 ) ~  x 0 . 5 8 ~  = 0.0300 * 

(b) Consider a negative binomial distribution with parameters p = 0.42 and r = 4. 
P ( X  5 7)  = P ( X  = 4 )  + P ( X  = 5 )  + P ( X  = 6 )  + P ( X  = 7 )  = 0.3294. 

Then 

P ( t w o  red balls) = (P(head)  x P ( t w o  red ballslhead)) 

+ (P(tai1) x P ( t w o  red ballsltail)) 

and 

P(head and t w o  red balls) 
P(head1two red balls) = 

P ( t w o  red balls) 

- - P(head)  x P ( t w o  red ballslhead) - 5 - - 
P ( t w o  red balls) 9' 

3.6.9 Using the hypergeometric distribution, the answer is 
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For a collection of 4,000,000 items of which 400,000 are defective, a B(5,O.l) distri- 
bution can be used. 



SUE 'PLEMEIVTARY PROBLEMS 

upplementary Problems 
1 F(0)  = P(winnings = 0) = x, 

F(x)  = P(winnings < x) = a + 6 for 0 5 x 5 360, 

F(x)  = P(uinnings 5 x) = for 360 5 x ' s  57,060, 

F(x)  = 1 for 57,060 5 x. 

(a) = 1.5 +- X = 0.462. 

(b) P ( X  > 2) = 1 - F(2) = 1 - (1 - e-0.462x2) = e-0.924 = 0 - .  397 

(a) E(X)  = &, = 1.4286. 

(b) P ( X  > 3) = 1 - F(3) = 1 - (1 - e-0.7X3 ) = e-2.1 = 0.1225. 

(c) = 0.9902. 

(d) A Poisson distribution with parameter 0.7 x 10 = 7. 

(e) P ( X  2 5 )  = 1 - P ( X = O ) - P ( X = l ) - P ( X = 2 ) - P ( X = 3 )  
= 0.8270. 

(f) A gamma distribution with parameters k = 10 and .A = 0.7. 

E(X)  = = 14.286. Var(X) = && = 20.408. 

(a) E(X)  = = 0.1923. 

(b) P ( X  5 116) = F(1/6) = 1 - e-5.2x1/B= 0.5796. 

(c) A gamma distribution with parameters k = 10 and X = 5.2. 

(d) E ( X )  = $ = 1.923. 

(e) P ( X  > 5) = 0.4191 where the random variable X has a Poisson 
with parameter 5.2. 

(a) The total area under the triangle is one so the height at the midp 

. distribution 

2 oint is G. 
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Supplementary Problems 

(a) ~ ( N ( 5 0 0 ,  502) 2 625) = 0.0062. 

(b) Solving P(N(500, 502) < x) = 0.99 gives x = 616.3. 
Y 

(c) P(N(500, 502) 2 700) N 0. 
Strong suggestion that an eruption is imminent. 

(a) P(N(12500,200000) 2 13,000) = 0.1318. 

(b) P(N(12500,200000) < 11,400) = 0.0070. 

(c) P(12,200 < ~(12500,200000) 5 14,000) = 0.7484. 

(d) Solving P(N(12500,200000) 5 x) = 0.95 gives x = 13,200. 

(a) P(N(70, 5.42) 1 80) = 0.0320. 
"i' 

(b) P(N(70, 5.42) 5 55) = 0.0027. 

. . 
(d) Need c = a x z0.02;= 5.4 x 1.9600 = 10.584. 

(a) P(X1 - X2 2 0) = P(N(O,2 x 5.42) 2 0) = 0.5. 

(b) P (Xl  - Xz >_ 10) = P(N(O,2 x 5.42) 2 10) = 0.0952. 

(c) P ( ~ ~ : ~ ~  - X3 2 10) = P(N(O,1.5 x 5.42) > 10) = 0.0653. 

E ( X )  = 
1.43$1.60 = 1.515. 

y,,(x) = ('.60-'.43)' 
12 = 0.002408. 

The required probability can be estimated as 
P(180 5 N(120 x 1.515,120 x 0.002408) < 182) = 0.6447. 
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Supplementary Problems 

5.1 The population from which the sample is drawn should be all the birds on the island. 
However, the sample may not be representative if some species are more likely to be 
observed than others. 

It appears that the grey markings are the most common followed by the black mark- 
ings. 

-5.2 There do not appear to be any seasonal effects although there may possibly be a 
correlation from one month to the next. 

The sample mean is Z = 17.79. 

The sample median is 17. 
. . 

The sample trimmed mean is 17.36. 

The sample standard deviatioil is s = 6.16. 

The upper sample quartile is 21.75. 

The lower sample quartile is 14. 

One question of interest in interpreting the data set is whether the month of sampling 
is representative of other months. 

The sample is skewed. 

The most frequent data value (the sample mode) is one error. 

The sample mean is Z = 1.633. 

The sample median is 1.5. 

The sample trimmed mean is 1.615. 

The sample standard deviation is s = 0.999. 

The upper samplequartile is 2. 

The lower sample quartile is 1. 
=... , 

(.., 

6.5.4 The population could be all adult males who visit the clinic. This could be repre- 
., . . .?.. .. . . 

5 ." ,.. 
, , . , . . . 

sentative of all adult males in the population unless there is something special about 
':.,. 

L$w,. ;<.:.,.. . 
the clientele of the clihic. ,e>,: . . 

T.&7!87". -: 
~+&~~;  The largest observation 75.9 looks like an outlier on a histogram but may be a valid 
'$+?c:. 
: . .=:,.. . :<.-:e>!T ... ,*. ,.... observation. 
:&$;,:. 'ir. 

.$~&&2? ., 

?$$;$;.:: . . . 
The sample mean is Z = 69.618. 

;).B:+,; ,.,. ?*  . . 
0.. 
::. 

?;,< l*. . ' . ":-, 7 . . .  . 
The sample median is 69.5. 

;<.=d:+; :. . ' 

r. . . .. .. 
,=;:L<>. .. 
-...? zt3?.17 ,. The sample trimmed mean is 69.513. 
.;.:$.,>:-.. . r-. ..: .. ' - ,.2 ? <.~,.. 

.j;.qgr:*ll . - The sample standard deviation is s = 1.523. 
,*;.;~<::, 
>.__;. _ . ..,.: . 

.:..,;n".- . ..,. , .. :,,>,. ?:...<?: .;. The upper sample quartile is 70.275. 
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7.5 Supplementary Problems 

7.5.2 (a) bias($) = -;. 
\ 

1 

(c) MSE@) = + (:)2 = 
- 

(d) MSE(XI12) = 9. 

7.5.3 (a) F ( t ) = P ( T < t ) = P ( X I < t ) x  ... x P ( X , < t )  
= i ~ . . . x i = ( Q ) ~  for O < t < B .  

(b) f ( t ) = q = n g  for 0 5 t < B .  

( c )  Notice that 

so that ~ ( 8 )  = 0. 

(d) Notice that 
a 

so that 

Consequently, 
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and 

(e) 8 = 5 x 7.3 = 8.03. 

s.e.(d) = 10x12 = 0.733. 

7.5.4 Recall that f (xi, 0) = 6 for 0 5 xi < 9 (and f (xi)$) = 0 elsewhere) so that the 
likelihood is & as long as xi 5 0 for 1 5 i 5 n and is equal to  zero otherwise. 

0 bias(0) = -a. 

7.5.5 ' Using the method of moments 

1 which gives 9 = z.  
The likelihood is 

which is maximimized at f i  = $. 
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