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Preface

A systematic control of mixture formation with modern high-pressure injection 
systems enables us to achieve considerable improvements of the combustion proc-
ess in terms of reduced fuel consumption and engine-out raw emissions. However, 
because of the growing number of free parameters due to more flexible injection 
systems, variable valve trains, the application of different combustion concepts 
within different regions of the engine map, etc., the prediction of spray and mix-
ture formation becomes increasingly complex. For this reason, the optimization of 
the in-cylinder processes using 3D computational fluid dynamics (CFD) becomes 
increasingly important. 

In these CFD codes, the detailed modeling of spray and mixture formation is a 
prerequisite for the correct calculation of the subsequent processes like ignition, 
combustion and formation of emissions. Although such simulation tools can be 
viewed as standard tools today, the predictive quality of the sub-models is con-
stantly enhanced by a more accurate and detailed modeling of the relevant proc-
esses, and by the inclusion of new important mechanisms and effects that come 
along with the development of new injection systems and have not been consid-
ered so far.  

In this book the most widely used mathematical models for the simulation of 
spray and mixture formation in 3D CFD calculations are described and discussed. 
In order to give the reader an introduction into the complex processes, the book 
starts with a description of the fundamental mechanisms and categories of fuel in-
jection, spray break-up, and mixture formation in internal combustion engines. 
They are presented in a comprehensive way using data from experimental investi-
gations. Next, the basic equations needed for the simulation of mixture formation 
processes are derived and discussed in order to give the reader the basic knowl-
edge needed to understand the theory and to follow the description of the detailed 
sub-models presented in the following chapters. These chapters include the model-
ing of primary and secondary spray break-up, droplet drag, droplet collision, wall 
impingement, and wall film formation, evaporation, ignition, etc. Different model-
ing approaches are compared and discussed with respect to the theory and 
underlying assumptions, and examples are given in order to demonstrate the 
capabilities of today’s simulation models as well as their shortcomings. Further 
on, the influence of the computational grid on the numerical computation of spray 
processes is discussed. The last chapter is about modern and future mixture 
formation and combustion processes. It includes a discussion of the potentials and 
future developments of high-pressure direct injection diesel, gasoline, and 
homogeneous charge compression ignition engines. 



VI      Preface 

This book may serve both as a graduate level textbook for combustion engi-
neering students and as a reference for professionals employed in the field of 
combustion engine modeling. 

The research necessary to write this book was carried out during my employ-
ment as a postdoctoral scientist at the Institute of Technical Combustion (ITV) at 
the University of Hannover, Germany. The text was accepted in partial fulfillment 
of the requirements for the postdoctoral Habilitation-degree by the Department of 
Mechanical Engineering at the University of Hannover. 

There are many people who helped me in various ways while I was working on 
this book. First, I would like to thank Prof. Dr.-Ing. habil. Günter P. Merker, the 
director of the Institute of Technical Combustion, for supporting my work in every 
possible respect. Prof. Dr.-Ing. Ulrich Spicher, the director of the Institute of Re-
ciprocating Engines, University of Karlsruhe, and Prof. Dr.-Ing. habil. Dieter 
Mewes, the director of the Institute of Process Engineering, University of Han-
nover, contributed to this work by their critical reviews and constructive com-
ments. 

I would also like to thank my colleagues and friends at the University of Han-
nover who gave me both, information and helpful criticism, and who provided an 
inspiring environment in which to carry out my work. Special thanks go to Mrs. 
Christina Brauer for carrying out all the schematic illustrations and technical 
drawings contained in this book. 

Hannover, October 2005                                                            Carsten Baumgarten 
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ATDC after top dead center 
B Spalding transfer number 
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M third body species in chemical reactions 
MEF maximum entropy formalism 
MW molecular weight 
NTC negative temperature coefficient 
Nu Nusselt number 



XII      Nomenclature 

ON octane number 
PDF probability density function 
PFI port fuel injection 
PM particulate matter (soot) 
Pr Prandtl number 
RANS Reynolds averaged Navier-Stokes equations 
Re Reynolds number 
RT Rayleigh-Taylor model 
Sc Schmidt number 
Sh Sherwood number 
SI spark ignition 
SMD Sauter mean diameter 
SOC start of combustion 
SR swirl ratio 
St Stokes number 
T Taylor number 
TAB Taylor-analogy break-up model 
TDC top dead center 
UIS unit injector system 
UPS unit pump system 
VCO valve covered orifice 
VVT variable valve train 
We Weber number 
Z Ohnesorge number 

Symbols

a  sound speed [m/s], 
 acceleration [m2/s2],

thermal diffusivity [m2/s],
major semi axis of ellipsoid [m] 

A  area [m2],
constant [ / ] 

b  minor semi axis of ellipsoid [m], 
spray width [m] 

B  non-dimensional impact parameter [ / ] 
c  molar density, concentration [mol/m3]
C  constant [ / ] 

cC  contraction coefficient [ / ] 

dC  discharge coefficient [ / ] 

DC  drag coefficient [ / ] 

fc  wall friction coefficient [ / ] 



Nomenclature      XIII 

pc  specific heat capacity at constant pressure [J/(kg K)] 

vc  specific heat capacity at constant volume [J/(kg K)] 

vc  molar specific heat at constant volume [J/mol K] 

pc  molar specific heat at constant pressure [J/mol K] 

d  diameter [m], 
damping constant [kg/s] 

D  nozzle hole diameter [m], 
blob diameter [m], 
binary diffusivity [m2/s]

ˆD,D,D  binary diffusion coefficients (cont. thermodynamics) [m2/s]
e  specific internal energy [J/kg] 
E  energy [J] 
f  function, 

body force [N/m3]
F  force [N] 
h  enthalpy [J/kg], 

liquid film thickness [m] 

0fh  latent heat of vaporization [J/kg] 

fgh  molar heat of vaporization [J/mol] 

I  mod. Bessel function of first kind, 
distribution variable, usually molecular weight [kg/kmol] 

J  moment of inertia [kg m2]
k  wave number [m-1],

specific turbulent kinetic energy [J/kg], 
loss coefficient [ / ], 
spring constant [N/m], 
constant [ / ], 

 k-factor [µm]
K  wave number of fastest growing wave [m-1],

modified Bessel function of second kind, 
constant [ / ] 

CK  form loss coefficient [ / ] 

l  length [m] 
L  length of nozzle hole [m], 

angular momentum [(kg m2)/s] 

AL  atomization length scale [m] 

tL  turbulence length scale [m] 
m  mass [kg] 
M  momentum [N·m] 
n  engine speed [min-1],

number, quantity [ / ] 



XIV      Nomenclature 

n  molar flux [mol/(m2 s)] 
n  unit vector normal to a surface 
N  number, quantity [ / ] 
p  pressure [Pa] 

P  probability [ / ] 
q  heat flux per unit area, [W/m2],

distribution parameter (Rosin-Rammler dist.) [ / ] 
Q  heat, [J] 

Q  heat flux [W] 
r  radius [m] 
R  radius of bubble or drop [m], 

gas constant [J/(kg K)] 
R  (universal) molar gas constant [J/(mol K)], R = 8.314151 J/(mol K) 
s  entropy [J/(kg K)] 
S  spray penetration length [m] 

fgs  molar entropy of evaporation [J/(mol K)] 

S  Shannon entropy [ / ] 
t  time, [s] 
T  temperature [K] 
T  dimensionless temperature [ / ] 

bT  boiling temperature [K] 
u  velocity component, usually in x-direction [m/s] 

1 2 3u ,u ,u  velocity components in a Cartesian coordinate system [m/s] 
U  velocity [m/s] 

u  non-dimensional velocity [ / ] 
v  velocity component, usually in y-direction [m/s] 
V  volume [m3]
w  velocity component, usually in z-direction [m/s] 
W  work [J] 
x  coordinate [m], 

mole fraction in liquid phase [ / ] 

1 2 3x ,x ,x  coordinates in a Cartesian system [m] 

X  impact parameter [m] 
y  coordinate [m], 

mole fraction in gas phase [ / ], 
non-dimensional droplet deformation [ / ] 

y  non-dimensional distance from wall [ / ] 

Y  deformation [m], 
mass fraction in gas phase [ / ] 

z  coordinate [m] 



Nomenclature      XV 

Greek Letters 

 void fraction [ / ], 
 convection heat transfer coefficient [W/(m2 K)],
 spray angle [deg], 
 shape parameter of gamma function [ / ] 

 shape parameter of gamma function [ / ], 
 spray angle [deg] 

 shape parameter of gamma function [ / ] 

 gamma function [ / ] 
 thickness [m] 
 difference [ / ], 

 diameter ratio [ / ] 
 compression ratio [ / ], 

 dissipation rate of turbulent kinetic energy [m2/s3]
 efficiency [ / ], 

 disturbance on gas/liquid interface [m] 
 spray cone angle [rad], [deg], 

 first moment (mean value) of a distribution 
 energy ratio [ / ], 

 adiabatic exponent [ / ], 
 constant [ / ] 

 air-fuel equivalence ratio ( 1 / ) [ / ], 
 wave length [m], 
 thermal conductivity [W/(m K)] 
 Lagrange multiplier (MEF) 

 wave length of fastest growing wave [m] 
 dynamic viscosity [(N s)/m2]

 kinematic viscosity [m2/s],
 collision frequency [s-1]

random number [ / ] 

 density [kg/m3]
 surface tension [N/m], 

 variance of a distribution 
 characteristic time scale [s], 

 shear stress [N/m2]

A  atomization time scale [s] 

t  turbulence time scale [s] 
angle [rad], [deg] 

 fuel-air equivalence ratio [ / ], 

 spray cone angle [rad], [deg] 
 angle [rad], [deg], 



XVI      Nomenclature 

turbulence energy spectrum [ / ], 
viscous dissipation [W], 
dissipation function [W/m3]
angle [rad], 
second moment of a distribution 

 growth rate [s-1],
angular frequency [s-1]

 growth rate of most unstable wave [s-1]

Subscripts and Superscripts 

0 reference value, initial condition 
 condition at infinity or ambient 

a atomization 
ad adiabatic 
aero aerodynamic 
amb ambient 
av average 
ax axial 
b break-up 
bu break-up 
cav cavitation 
coll collapse, 

 collision 
cond conduction 
conv convection 
crit critical value, 

at critical point 
cs control surface 
cv control volume 
cyl cylinder 
eff effective 
EGR recycled gas 
eq equilibrium 
evap evaporation 
f fuel 
g gas 
i variable index, 

imaginary part of imaginary number 
ign ignition 
imp impingement 
in incoming 
inj injection 



Nomenclature      XVII 

k variable index, 
 kernel 
kin kinetic 
l liquid, 
 laminar 
lam laminar 
m variable index, 
 model, 
 mass 
max maximum 
min minimum 
mix mixture 
n normal, 
 variable index 
osc oscillation 
out outgoing 
pl plasma 
r radial, 
 real part of imaginary number 
R at radius R 
rel relative 
ref reference 
res resulting, 
 residence 
rot rotation 
s surface, 
 source term, 
 splash, 
 sac hole 
sat saturation 
sp spark 
sto stoichiometric 
surf surface 
t turbulent, 
 tangential, 
 total 
turb turbulent 
u unburned 
vap vapor 
w wall 

 surface tension 
d(  )/dt
d2(  )/dt2

¯ averaged value 
 vector 



Contents

Preface.................................................……………..........……….…………….. V 

Contents……………………………………………………..……………….... VII 

Nomenclature………………………………………………………………..… XI 

1 Introduction………………………………………………………………….... 1 
 1.1 Modeling of Spray and Mixture Formation Processes………………...…. 1 
 1.2 Future Demands…………………………………………………...……... 3 

2 Fundamentals of Mixture Formation in Engines…………………………… 5 
 2.1 Basics………………………………………………………………....…... 5 
  2.1.1  Break-Up Regimes of Liquid Jets……………………………....…… 5 
  2.1.2  Break-Up Regimes of Liquid Drops………………………………… 8 
  2.1.3  Structure of Engine Sprays…………………………………...……. 10 
  2.1.4  Spray-Wall Interaction…………………………………………...... 29 
 2.2 Injection Systems and Nozzle Types……………………………...……. 32 
  2.2.1  Direct Injection Diesel Engines………………………………....…. 32 
  2.2.2  Gasoline Engines………………………………………………...… 38 
 References……………………………………………………………...….... 43 

3 Basic Equations…………………………………………………………....… 47 
 3.1 Description of the Continuous Phase………………………………...…. 47 
  3.1.1  Eulerian Description and Material Derivate…………………...…... 47 
  3.1.2 Conservation Equations for One-Dimensional Flows………...…… 49 
  3.1.3 Conservation Equations for Multi-Dimensional Flows…………..... 54 
  3.1.4 Turbulent Flows………………………………………………....…. 66 
  3.1.5 Application to In-Cylinder Processes…………………………...…. 79 
 3.2 Description of the Disperse Phase……………………………………… 81 
  3.2.1 Spray Equation…………………………………………………….. 81 
  3.2.2 Monte-Carlo Method…………………………………………….… 82 
  3.2.3 Stochastic-Parcel Method…………………………………....…….. 82 
  3.2.4 Eulerian-Lagrangian Description…………………………..…...…. 83 
 References…………………………………………………………….....….. 83 

4 Modeling Spray and Mixture Formation………………………...……... 85 
 4.1 Primary Break-Up……………………………………………….……… 85 



VIII      Contents 

  4.1.1  Blob-Method……………………………………………………….. 86 
  4.1.2  Distribution Functions…………………………………………..…. 90 
  4.1.3  Turbulence-Induced Break-Up…………………………………….. 94 
  4.1.4  Cavitation-Induced Break-Up……………………………………… 98 
  4.1.5  Cavitation and Turbulence-Induced Break-Up………………..….. 100 
  4.1.6  Sheet Atomization Model for Hollow-Cone Sprays…………….... 109 
 4.2 Secondary Break-Up………………………………………………...…. 114 
  4.2.1  Phenomenological Models……………………………………...… 115 
  4.2.2  Taylor Analogy Break-Up Model……………………………….... 116 
  4.2.3  Droplet Deformation and Break-Up Model…………………...….. 122 
  4.2.4  Kelvin-Helmholtz Break-Up Model…………………………….... 125 
  4.2.5  Rayleigh-Taylor Break-Up Model……………………………...… 128 
 4.3 Combined Models……………………………………………………... 130 
  4.3.1  Blob-KH/RT Model……………………………………….……… 130 
  4.3.2  Blob-KH/DDB Model……………………………………….……. 131 
  4.3.3  Further Combined Models………………………………………... 132 
  4.3.4  LISA-TAB Model……………………………………………...…. 133 
  4.3.5  LISA-DDB Model…………………………………………...…… 135 
 4.4 Droplet Drag Modeling…………………………………………..……. 136 
  4.4.1  Spherical Drops……………………………………………….….. 136 
  4.4.2  Dynamic Drag Modeling………………………………….……… 136 
 4.5 Evaporation……………………………………………………...…….. 139 
  4.5.1  Evaporation of Single-Component Droplets…………………...…. 140 
  4.5.2  Evaporation of Multi-Component Droplets…………………...….. 144 
  4.5.3  Flash-Boiling…………………………………………………….... 158 
  4.5.4  Wall Film Evaporation………………………………….………… 162 
 4.6 Turbulent Dispersion……………………………………………….….. 166 
 4.7 Collision and Coalescence………………………………………….….. 169 
  4.7.1  Droplet Collision Regimes…………………………………….….. 169 
  4.7.2  Collision Modeling…………………………………………….…. 172 
  4.7.3  Implementation in CFD Codes…………………………..……….. 178 
 4.8 Wall Impingement………………………………………………...…… 180 
  4.8.1  Impingement Regimes………………………………………….… 181 
  4.8.2  Impingement Modeling…………………………………………… 183 
  4.8.3  Wall Film Modeling………………………………………….…… 191 
 4.9 Ignition…………………………………………………………...……. 197 
  4.9.1  Auto-Ignition………………………………………………...……. 197 
  4.9.2  Spark-Ignition…………………………………………………….. 200 
 References…………………………………………………………………. 203 

5 Grid Dependencies…………………………………………………………. 211 
 5.1 General Problem……………………………………………………..… 211 
 5.2 Improved Inter-Phase Coupling……………………………………..… 216 
 5.3 Improved Collision Modeling……………………………………….… 220 
 5.4 Eulerian-Eulerian Approaches……………………………………...….. 221 
 References…………………………………………………………………. 223 



Contents      IX 

6 Modern Concepts…………………………………………………………... 225 
 6.1 Introduction……………………………………………………………. 225 
 6.2 DI Diesel Engines…………………………………………………..….. 226 
  6.2.1 Conventional Diesel Combustion………………………………… 226 
  6.2.2 Multiple Injection and Injection Rate Shaping……………...……. 230 
  6.2.3 Piezo Injectors……………………………………………………. 234 
  6.2.4 Variable Nozzle Concept…………………………………………. 236 
  6.2.5 Increase of Injection Pressure………………………………..…… 237 
  6.2.6 Pressure Modulation………………………………………...……. 239 
  6.2.7 Future Demands………………………………………………..…. 241 
 6.3 DI Gasoline Engines…………………………………………………… 242 
  6.3.1 Introduction…………………………………………………….…. 242 
  6.3.2 Operating Modes……………………………………………….… 244 
  6.3.3 Stratified-Charge Combustion Concepts……………………...….. 246 
  6.3.4 Future Demands………………………………………………..…. 251 
 6.4 Homogeneous Charge Compression Ignition (HCCI)………………… 253 
  6.4.1 Introduction……………………………………………………….. 253 
  6.4.2 HCCI Chemistry………………………………………………….. 256 
  6.4.3 Emission Behavior………………………………………...…….. 261 
  6.4.4 Basic Challenges………………………………………………….. 264 
  6.4.5 Influence Parameters and Control of HCCI Combustion……..….. 270 
  6.4.6 Transient Behavior – Control Strategies………………………..… 279 
  6.4.7 Future HCCI Engine Applications…………………………...…… 279 
 References…………………………………………………………………. 280 

7 Conclusions…………………………………………………………………. 287 

Index……………………………………………………………………………291 



1 Introduction 

1.1 Modeling of Spray and Mixture Formation Processes 

Due to the growing importance of future emission restrictions, manufacturers of 
internal combustion engines are forced continuously to improve the mixture for-
mation and combustion processes in order to reduce engine raw emissions. In 
many applications, even an additional reduction of the remaining emissions with 
after-treatment systems like catalysts and filters will be necessary in order to 
achieve the required exhaust gas quality in the future.  

In this context, the numerical simulation and optimization of mixture formation 
and combustion processes is today becoming more and more important. One ad-
vantage of using simulation models is that in contrast to experiments, results can 
often be achieved faster and cheaper. Much more important is the fact that despite 
the higher uncertainty compared to experiments, the numerical simulation of mix-
ture formation and combustion processes can give much more extensive informa-
tion about complex in-cylinder processes than experiments could ever provide. 
Using numerical simulations, it is possible to calculate the temporal behavior of 
every variable of interest at any place inside the computational domain. This al-
lows the obtainment of a detailed knowledge of the relevant processes and is a 
prerequisite for their improvement.  

Furthermore, numerical simulation can be used to investigate processes that 
take place at time and length scales or in places that are not accessible and thus 
cannot be investigated using experimental techniques. In the case of high-pressure 
diesel injection for example, the spray break-up near the nozzle is mainly influ-
enced by the flow conditions inside the injection holes. However, because of the 
small hole diameters (less than 200 µm for passenger cars) and the high flow ve-
locities (about 600 m/s and more), the three-dimensional turbulent and cavitating 
two-phase flow is not accessible by measurement techniques. One very costly and 
time-consuming possibility of getting some insight into these processes is to 
manufacture a glass nozzle in real-size geometry and to use laser-optical meas-
urement techniques. Outside the nozzle in the very dense spray measurements of 
the three-dimensional spray structure (droplet sizes, velocities etc.) become even 
more complicated, because the dense spray does not allow any sufficient optical 
access of the inner spray core. In these and other similar cases numerical simula-
tions can give valuable information and can help to improve and optimize the 
processes of interest.  

Finally, the enormous research work which is necessary to develop and con-
tinuously improve the numerical models must be mentioned. This research work 
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continuously increases our knowledge about the relevant processes, reveals new 
and unknown mechanisms, and is also a source of new, unconventional ideas and 
improvements. 

There are three classes of models that can be used in numerical simulations of 
in-cylinder processes. If very short calculation times are necessary, so-called 
thermodynamic models are used. These zero-dimensional models, which do not 
include any spatial resolution, only describe the most relevant processes without 
providing insight into local sub-processes. Very simple sub-models are used, and a 
prediction of pollutant formation is not possible. The second class of models are 
the phenomenological models, which consider some kind of quasi-spatial resolu-
tion of the combustion chamber and which use more detailed sub-models for the 
description of the relevant processes like mixture formation, ignition and combus-
tion. These phenomenological models may be used to predict integral quantities 
like heat release rate and formation of nitric oxides (NOx). The third class of mod-
els are the computational fluid dynamics (CFD) models. In CFD codes, the most 
detailed sub-models are used, and every sub-process of interest is considered. For 
example, in case of mixture formation, the sub-processes injection, break-up and 
evaporation of single liquid droplets, collisions of droplets, impingement of drop-
lets on the wall etc. are modeled and calculated for every individual droplet, de-
pendent on its position inside the three-dimensional combustion chamber. Thus, 
this class of models is the most expensive regarding the consumption of computa-
tional power and time. The turbulent three-dimensional flow field is solved using 
the conservation equations for mass, momentum and energy in combination with 
an appropriate turbulence model. The CFD codes are especially suited for the in-
vestigation of three-dimensional effects on the in-cylinder processes, like the ef-
fect of tumble and swirl, the influence of combustion chamber geometry, position 
of injection nozzle, spray angle, number of injection holes, etc.  

Although all of the three model categories mentioned above are needed and are 
being used today, the anticipated further increase of computer power will espe-
cially support the use of the more detailed CFD models in the future. As far as 
modeling of in-cylinder processes is concerned, most of the research work today 
concentrates on the development of CFD sub-models.  

Summarizing the situation today, it must be pointed out that the predictive qual-
ity of the models currently used in CFD codes has already reached a very high 
level, and that the use of CFD simulations for the research and development ac-
tivities of engine manufacturers with respect to the design of new and enhanced 
mixture formation and combustion concepts is not only practical but already nec-
essary. Today, the complex task of developing advanced mixture formation and 
combustion concepts can only be achieved with a combination of experimental 
and numerical studies. 
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1.2 Future Demands 

Fulfilling emission restrictions will be of growing importance in the future and is 
even expected to become the most challenging task of future engine development. 
However, the development of the fuel cell, which is often proposed as a possible 
future alternative to the internal combustion engine, will last at least for the next 
two or three decades. Thus, the internal combustion engine will keep its leading 
position and will continuously be improved in order to fulfill future requirements. 

Because a systematic control of mixture formation with modern high-pressure 
injection systems enables considerable improvements in the combustion process in 
terms of reduced fuel consumption and raw emissions, the optimization of injec-
tion system and mixture formation is becoming more and more important today. 
In this respect, the development and improvement of highly flexible direct injec-
tion (DI) systems for gasoline as well as diesel injection currently has a key posi-
tion. 

While DI technology has already become the standard concept for passenger 
car diesel engines, most of today’s spark ignition engines still rely on port fuel in-
jection, where the fuel is injected into the intake manifold and most of the mixture 
formation process is already completed when the charge has entered the combus-
tion chamber. Only very recently have direct injection spark ignition (DISI) en-
gines become of interest, because the direct injection of gasoline offers the oppor-
tunity to run the engine in the stratified-charge mode under part load conditions 
and to reduce significantly the well-known throttling losses of homogeneously op-
erated SI engines. Furthermore, the evaporation of fuel inside the combustion 
chamber cools the charge down and allows an increase of the compression ratio, 
which improves the efficiency at full load. However, the stable ignition of the 
charge in the stratified-charge mode is one of the most challenging tasks that still 
has to be solved. The motion of the in-cylinder charge must be controlled in such a 
way that, at the moment of ignition, the fuel-rich and ignitable zones of the cylin-
der charge stay at the spark plug. Various techniques like the wall-guided, the air-
guided and the spray-guided techniques are the focus of current research. Accord-
ing to the different demands, different sprays have to be produced, and new injec-
tion systems and injection nozzles have to be designed. 

A considerable amount of research work is already spent on developing appro-
priate CFD models for the description of spray and mixture formation in the case 
of direct injection of both gasoline and diesel fuel. Important effects that have to 
be described by these models are the high-pressure injection of gasoline using 
multi-hole injectors, flexible injection rate shaping (e.g. multi-pulse injection), the 
modulation of injection pressure during the injection event, etc. 

Models describing the relevant processes as well as their interactions and inter-
dependencies are needed. Usually, the output data of a sub-model is used as input 
data for the subsequent process. For this reason, a detailed and accurate descrip-
tion of the relevant mechanisms and processes is absolutely necessary in order to 
guarantee a high level of predictive quality in the final result. For example, the de-
tailed and accurate description of the disintegration of the coherent liquid inside 
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the injection nozzle into millions of small droplets in the combustion chamber is a 
prerequisite for the correct calculation of subsequent processes like evaporation, 
ignition, combustion, and formation of emissions. Because, in the case of high-
pressure injection, the flow conditions inside the injectors (e.g. turbulence, cavita-
tion, flash-boiling) are of growing importance for the spray break-up, enhanced 
spray models must also include the effect of the injection system. 

Considering the fact that the importance of synthetic and so-called tailored fu-
els as well as that of new combustion concepts with auto-ignition of homogeneous 
fuel-air mixtures will significantly increase in the near future, simulation models 
describing the spray and mixture formation of multi-component fuels must also be 
developed. 

Altogether, the internal combustion engine has currently reached a high level of 
sophistication. However, important improvements especially with regard to the 
spray and mixture formation process have to be realized in the near future in order 
to fulfill emission restrictions. The development of highly flexible injection sys-
tems for diesel as well as gasoline direct injection and the use of new combustion 
concepts like the auto-ignition of homogeneous fuel-air mixtures and synthetic fu-
els increases the need to improve and develop appropriate CFD models, which are 
able to describe the relevant processes during spray break-up and mixture forma-
tion, and which can be used in order to design and optimize future injection strate-
gies. This book shall contribute to this future development. 



2 Fundamentals of Mixture Formation in Engines 

2.1 Basics 

2.1.1 Break-Up Regimes of Liquid Jets 

Dependent on the relative velocity and the properties of the liquid and surrounding 
gas, the break-up of a liquid jet is governed by different break-up mechanisms. 
These different mechanisms are usually characterized by the distance between the 
nozzle and the point of first droplet formation, the so-called break-up length, and 
the size of the droplets that are produced. According to Reitz and Bracco [44], 
four regimes, the Rayleigh regime, the first and second wind-induced regime, and 
the atomization regime, can be distinguished. 

In order to give a quantitative description of the jet break-up process, Ohne-
sorge [37] performed measurements of the intact jet length and showed that the 
disintegration process can be described by the liquid Weber number 

2
l

l
u DWe (2.1)

Fig. 2.1. Ohnesorge diagram: jet break-up regimes 
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and the Reynolds number 

l

l

uD
Re . (2.2)

Eliminating the jet velocity u, Ohnesorge derived the dimensionless Ohnesorge 
number,

l l

l

We
Z

Re D
, (2.3)

which includes all relevant fluid properties (  surface tension at the liquid-gas in-
terface, l: density of liquid µl: dynamic viscosity of liquid) as well as the nozzle 
hole diameter D. Figure 2.1 shows the Ohnesorge diagram, where Z is given as a 
function of Re. For stationary conditions, the boundaries between the four differ-
ent jet break-up regimes can be drawn in. However, it has turned out that includ-
ing only the liquid phase properties in the description of the regimes is not suffi-
cient, because atomization can be enhanced by increasing the gas density (e.g. 
Torda [56], Hiroyasu and Arai [20]). Thus, Reitz [43] suggested to include the 
gas-to-liquid density ratio and to extend the two-dimensional Ohnesorge diagram 
into a three-dimensional one as shown in Fig. 2.2. 

A schematic description of the different jet break-up regimes is given in Fig. 
2.3. If the nozzle geometry is fixed and the liquid properties are not varied, the 
only variable is the liquid velocity u. Figure 2.4 shows the corresponding break-up 
curve, which describes the length of the unbroken jet as a function of jet velocity 
u.

Fig. 2.2. Schematic diagram including the effect of gas density on jet break-up 
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Fig. 2.3. Schematic description of jet break-up regimes 

Fig. 2.4. Jet surface break-up length as function of jet velocity u [44]. ABC: Drip flow, CD: 
Rayleigh break-up, EF: first wind-induced break-up, FG (FH): second wind-induced break-
up, beyond G (H): atomization regime 

At very low velocities, drip flow occurs and no jet is formed. An increase of u
results in the formation of an unbroken jet length, which increases with increasing 
velocity. This regime is called Rayleigh break-up. Break-up occurs due to the 
growth of axis-symmetric oscillations of the complete jet volume, initiated by liq-
uid inertia and surface tension forces. The droplets are pinched off the jet, and 
their size is greater than the nozzle hole diameter D. This flow has already been 
described theoretically by Rayleigh [42]. Further advanced analyses have been 
published by Yuen [62], Nayfey [36], and Rutland and Jameson [48] for example. 

A further increase in jet velocity results in a decrease of the break-up length, 
but it is still a multiple of the nozzle diameter. The average droplet size decreases 
and is now in the range of the nozzle diameter. In this first wind-induced regime, 
the relevant forces of the Rayleigh regime are amplified by aerodynamic forces. 
The relevant parameter is the gas phase Weber number Weg = u2

relD g/ , which 
describes the influence of the surrounding gas phase. A detailed theoretical analy-
sis is given in Reitz and Bracco [44]. 

In the second wind-induced break-up regime, the flow inside the nozzle be-
comes turbulent. Jet break-up now occurs due to the instable growth of short 
wavelength surface waves that are initiated by jet turbulence and amplified by 
aerodynamic forces due to the relative velocity between gas and jet. The diameter 
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of the resulting droplets is smaller than the nozzle diameter, and the break-up 
length decreases with an increasing Reynolds number, line FG in Fig. 2.4. A de-
tailed theoretical analysis is again given in Reitz and Bracco [44]. The jet now no 
longer breaks up as a whole. Due to the separation of small droplets from the jet 
surface, the disintegration process begins at the surface and gradually erodes the 
jet until it is completely broken up. Now two break-up lengths, the length describ-
ing the beginning of surface break-up (intact surface length) and the length de-
scribing the end of jet break-up (core length) should be accounted for. While the 
intact surface length decreases with increasing jet velocity, the core length may 
increase. However, it must be pointed out that measurements of both lengths be-
come extremely difficult at increased Reynolds numbers, and, for this reason, ex-
perimental results from different authors may differ in this regime. 

The atomization regime is reached if the intact surface length approaches zero. 
A conical spray develops, and the spray divergence begins immediately after the 
jet leaves the nozzle, i.e. the vertex of the spray cone is located inside the nozzle. 
An intact core or at least a dense core consisting of large liquid fragments may 
still be present several nozzle diameters downstream the nozzle. This is the rele-
vant regime for engine sprays. The resulting droplets are much smaller than the 
nozzle diameter. The theoretical description of jet break-up in the atomization re-
gime is much more complex than in any other regime, because the disintegration 
process strongly depends on the flow conditions inside the nozzle hole, which are 
usually unknown and of a chaotic nature. The validation of models is also diffi-
cult, because experiments are extremely complicated due to the high velocities, 
the small dimensions, and the very dense spray.  

2.1.2 Break-Up Regimes of Liquid Drops 

The break-up of drops in a spray is caused by aerodynamic forces (friction and 
pressure) induced by the relative velocity urel between droplet and surrounding 
gas. The aerodynamic forces result in an instable growing of waves on the 
gas/liquid interface or of the whole droplet itself, which finally leads to disintegra-
tion and to the formation of smaller droplets. These droplets are again subject to 
further aerodynamically induced break-up. The surface tension force on the other 
hand tries to keep the droplet spherical and counteracts the deformation force. The 
surface tension force depends on the curvature of the surface: the smaller the drop-
let, the bigger the surface tension force and the bigger the critical relative velocity, 
which leads to an instable droplet deformation and to disintegration. This behavior 
is expressed by the gas phase Weber number, 

2
g g relWe u d / , (2.4)

where d is the droplet diameter before break-up,  is the surface tension between 
liquid and gas, urel is the relative velocity between droplet and gas, and g is the 
gas density. The Weber number represents the ratio of aerodynamic (dynamic 
pressure) and surface tension forces. 
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Fig. 2.5. Drop break-up regimes according to Wierzba [59] 

From experimental investigations it is known that, depending on the Weber 
number, different droplet break-up modes exist. A detailed description is given in 
Hwang et al. [27] and Krzeczkowski [30] for example. Figure 2.5 summarizes the 
relevant mechanisms of drop break-up. It must be pointed out that the transition 
Weber numbers that are published in the literature are not consistent. This holds 
especially true for break-up mechanisms at high Weber numbers, where some au-
thors also distinguish between additional sub-regimes. While the transition Weber 
numbers of Wierzba [59] are in the same range as the ones of Krzeczkowski [30], 
Arcoumanis et al. [4] distinguish between two different kinds of stripping break-
up, Table 2.1, that cover the Weber number range from 100 to 1000, and the cha-
otic break-up is beyond Weg = 1000, see also Chap. 4, Sect. 4.2.1.  

The vibrational mode occurs at very low Weber numbers near the critical value 
of Weg  12, below which droplet deformation does not result in break-up. Bag 
break-up results in a disintegration of the drop due to a bag-like deformation. The 
rim disintegrates into larger droplets, while the rest of the bag breaks up into 
smaller droplets, resulting in a bimodal size distribution. An additional jet appears 
in the bag-streamer regime. In the stripping regime, the drop diameter gradually 

Table 2.1. Transition Weber numbers of the different drop break-up regimes 

Wierzba [59] Weber number Arcoumanis et al. [4] Weber number 
1.  Vibrational  12 1.  Vibrational  12 
2.  Bag < 20 2.  Bag < 18 
3.  Bag-jet  
 (Bag-streamer) 

< 50 3. Bag-jet 
 (bag-streamer) 

< 45 

4.  Chaotic break-up < 100 
4.  Stripping < 100 5.  Sheet stripping  < 350 

6.  Wave crest 
 stripping 

< 1000 

5.  Catastrophic > 100 7.  Catastrophic > 1000 
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reduces because very small droplets are continuously shed from the boundary 
layer due to shear forces. This break-up mode also results in a bimodal droplet 
size distribution. Catastrophic break-up shows two stages: Because of a strong de-
celeration, droplet oscillations with large amplitude and wavelength lead to a dis-
integration in a few large product droplets, while at the same time surface waves 
with short wavelengths are stripped off and form small product droplets. 

In engine sprays, all of these break-up mechanisms occur. However, most of 
the disintegration processes take place near the nozzle at high Weber numbers, 
while further downstream the Weber numbers are significantly smaller because of 
reduced droplet diameters due to evaporation and previous break up, and because 
of a reduction of the relative velocity due to drag forces. 

2.1.3 Structure of Engine Sprays 

2.1.3.1 Full-Cone Sprays 

A schematic description of a full-cone high-pressure spray is given in Fig. 2.6. 
The graphic shows the lower part of an injection nozzle with needle, sac hole, and 
injection hole. Modern injectors for passenger cars have hole diameters of about 
180 µm and less, while the length of the injection holes is about 1 mm. 

Fig. 2.6. Break-up of a full-cone diesel spray 
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Fig. 2.7. Spray development during injection [53], prail = 70 MPa, pback = 5 MPa,              
Tair = 890 K 

Today, injection pressures of up to 200 MPa are used. The liquid enters the 
combustion chamber with velocities of 500 m/s and more, and the jet breaks up 
according to the mechanisms of the atomization regime.  

Immediately after leaving the nozzle hole, the jet starts to break up into a coni-
cal spray. This first break-up of the liquid is called primary break-up and results in 
large ligaments and droplets that form the dense spray near the nozzle. In case of 
high-pressure injection, cavitation and turbulence, which are generated inside the 
injection holes, are the main break-up mechanisms. The subsequent break-up 
processes of already existing droplets into smaller ones are called secondary 
break-up and are due to aerodynamic forces caused by the relative velocity be-
tween droplets and surrounding gas, as described in the previous section.  

The aerodynamic forces decelerate the droplets. The drops at the spray tip ex-
perience the strongest drag force and are much more decelerated than droplets that 
follow in their wake. For this reason the droplets at the spray tip are continuously 
replaced by new ones, and the spray penetration S increases, see Fig. 2.7. The 
droplets with low kinetic energy are pushed aside and form the outer spray region. 

Altogether, a conical full-cone spray (spray cone angle ) is formed that is 
more and more diluted downstream the nozzle by the entrainment of air. Most of 
the liquid mass is concentrated near the spray axis, while the outer spray regions 
contain less liquid mass and more fuel vapor, see Fig. 2.8. Droplet velocities are 
maximal at the spray axis and decrease in the radial direction due to interaction 
with the entrained gas. In the dense spray, the probability of droplet collisions is 
high. These collisions can result in a change of droplet velocity and size. Droplets 
can break up into smaller ones, but they can also combine to form larger drops, 
which is called droplet coalescence.  

In the dilute spray further downstream the main factors of influence on further 
spray disintegration and evaporation are the boundary conditions imposed by the 
combustion chamber such as gas temperature and density as well as gas flow 
(tumble, swirl). The penetration length is limited by the distance between the noz-
zle and the piston bowl. In the case of high injection pressure and long injection 
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duration (full load) or low gas densities (early injection) the spray may impinge on 
the wall, and the formation of a liquid wall film is possible. Liquid wall films usu-
ally have a negative influence on emissions, because the wall film evaporates 
slower and may only be partially burnt. 

Numerous fundamental experiments and semi-empirical relations about the 
general behavior of the relevant spray parameters of full-cone diesel sprays such 
as spray cone angle, spray penetration, break-up length, and average droplet di-
ameter as a function of the boundary conditions have been performed and pub-
lished by many different authors. Because these experiments have usually been 
performed with quasi-stationary sprays, most of the results can only be used to de-
scribe the main injection phase (full needle lift) of full-cone sprays. In the follow-
ing, the most relevant relations will be presented. The most detailed investigations 
are from Hiroyasu and Arai [20]. 

According to Hiroyasu and Arai [20], the time-dependent development of the 
spray penetration length S can be divided into two phases. The first phase starts at 
the beginning of injection (t = 0, needle begins to open) and ends at the moment 
the liquid jet emerging from the nozzle hole begins to disintegrate (t = tbreak). Be-
cause of the small needle lift and the low mass flow at the beginning of injection, 
the injection velocity is small, and the first jet break-up needs not always occur 
immediately after the liquid leaves the nozzle. During this time, a linear growth of 
S over t is observed, Eq. 2.5a. During the second phase (t > tbreak), the spray tip 
consists of droplets, and the tip velocity is smaller than during the first phase. The 
spray tip continues to penetrate into the gas due to new droplets with high kinetic 
energy that follow in the wake of the slower droplets at the tip (high exchange of 
momentum with the gas) and replace them. The longer the penetration length, the 

Fig. 2.8. Distribution of liquid (black) and vapor (gray) in an evaporating high-pressure 
diesel spray from a multi-hole nozzle under engine like conditions. Measurement tech-
nique: superposition of Schlieren technique (vapor and liquid) and Mie scattering (liquid) 
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smaller the energy of the new droplets at the tip and the slower the tip velocity. 
Altogether, the authors give the following relations: 
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In Eq. 2.5, p in [Pa] is the difference of injection pressure and chamber pressure, 
l and g are the liquid and gas densities in [kg/m3], t is the time in [s], and D is 

the nozzle hole diameter in [m]. A higher injection pressure results in increased 
penetration, while an increase in gas density reduces penetration. An increase in 
the nozzle diameter increases the momentum of the jet and increases penetration. 
Up to gas temperatures of 590 K, no effect of the gas temperature on spray pene-
tration could be detected. Further empirical equations are published by Dent [10] 
and Fujimoto et al. [13]. Dent [10] also includes the effect of gas temperature Tg,
which shortens the penetration if the spray is injected in hot combustion chambers 
(all quantities in SI units): 
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The spray cone angle is another characteristic parameter of a full-cone spray 
that has been investigated by Hiroyasu and Arai [20]. For sac hole nozzles, the au-
thors give the following relation for the stationary spray cone angle (full needle 
lift):
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In Eq. 2.7,   is the spray cone angle in [deg], Ds is the sac hole diameter in [m], 
and L is the length of the nozzle hole in [m]. In case of small L/D ratios cavitation 
structures do not collapse inside the injection holes but enter the combustion 
chamber, collapse outside the nozzle and increase the spray cone angle. A large 
value of D/Ds promotes the reduction of effective cross-sectional area at the en-
trance of the nozzle hole (vena contracta), reduces the static pressure at this point 
and facilitates the inception of cavitation. The most important influence parameter 
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is the density ratio. The higher the gas density, the smaller the penetration and the 
more the fuel mass inside the combustion chamber is pushed aside by the new 
droplets.  

Another relation for the spray cone angle is given by Heywood [19], 
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where A is a constant depending on the nozzle design and may be extracted from 
experiments or approximated by A = 3.0 + 0.28(L/D). The last term on the right 
hand side of Eq. 2.8 is a weak function of the physical properties of the liquid and 
the injection velocity [9]: 
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For high-pressure sprays and thus increasing values of , f( ) becomes asymptoti-
cally equal to 31/2/6 [44]. However, Kuensberg et al. [31] have shown that in case 
of high-pressure injection the predicted spray cone angles are underpredicted 
compared to experimental results. 

One quantity characterizing the average droplet size of a spray, and thus the 
success of spray break-up, is the Sauter mean diameter (SMD). The SMD is the 
diameter of a model drop (index: m) whose volume-to-surface-area ratio is equal 
to the ratio of the sum of all droplet volumes (V) in the spray to the sum of all 
droplet surface areas (A):
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Equating Eq. 2.10a and Eq. 2.10b yields  

3

1

2

1

n

i
i
n

i
i

d
SMD

d
. (2.11)

The smaller the SMD, the more surface per unit volume. The more surface, the 
more effective evaporation and mixture formation. Although the SMD is a well-
known quantity in characterizing the spray formation process, it is important to 
remember that it does not provide any information about the droplet size distribu-
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tion of the spray. In other words, two sprays with equal SMD can have signifi-
cantly different droplet size distributions.  

Based on their experimental work, Hiroyasu and Arai [20, 21] give the follow-
ing relation for the SMD: 
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In Eq. 2.12, SMD is in [m], and µ is the dynamic viscosity in [N·s/m2]. The units 
of the other quantities are already given in the equations above. The Sauter mean 
diameter increases with increasing gas density due to the higher number of colli-
sions (coalescence) and with increased nozzle hole diameter (larger initial drops). 
An increase in injection pressure results in improved atomization and thus in a de-
crease of the SMD. 

However, it must be pointed out that the measurement of droplet sizes is only 
possible in the dilute spray regions at the edge of the spray or at greater distances 
from the nozzle. Correlations describing the SMD of a complete spray always in-
clude a high degree of uncertainty and can only be used to get a qualitative estima-
tion. 

At the beginning of experimental investigations of the inner structure of high-
pressure full-cone diesel sprays, it was unclear whether the spray core directly at 
the nozzle is an intact liquid core whose diameter is reduced downstream due to 
the separation of droplets, or whether it already consists of large ligaments and 
droplets. The idea of an intact liquid core was based on electrical conductivity 
measurements that have been performed by Hiroyasu et al. [22] in order to draw 
conclusions about the inner structure of the spray. The authors measured the elec-
trical resistance between the nozzle and a fine wire detector located in the spray 
jet. Chehroudi et al. [8] performed similar experiments, but they showed that the 
conductivity of dense spray regions (droplets) is comparable to those consisting of 
pure liquid, and that the measurement technique is not suitable to prove the exis-
tence of an intact liquid core. The authors measured core lengths 
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that were only half as large as the ones detected by Hiroyasu et al. [22]. Equation 
2.13 expresses the fact that the core length is dependent on the ratio of liquid and 
gas density, and that it is directly proportional to the nozzle hole diameter D. The 
empirical constant C expresses the influence of the nozzle flow conditions and 
other effects that cannot be described in detail and is in the range of C = 3.3 to C = 
11. Youle and Saltes [61] have shown that the radial extent of the core region in-
creases with increasing distance from the nozzle, and that it cannot consist of pure 
liquid. The authors use the expression break-up zone instead of intact core and 
draw the conclusion that this region consists of a very dense cluster of ligaments 
and drops. Gülder et al. [15, 16] have performed laser-optical investigations of the 
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inner spray structure of high-pressure sprays directly at the nozzle hole and have 
proven that this break-up zone consists of areas with a very high content of liquid, 
and that these areas are clearly separated from each other by gaseous zones. Fi-
nally, optical measurements in combination with transparent nozzles in real size 
geometry [5, 7, 52] could prove the fact that due to the turbulent and often cavitat-
ing flow the disintegration of high-pressure diesel sprays begins already inside the 
nozzle holes, and that the jet leaving the nozzle hole consists of a very dense spray 
of ligaments and droplets. Nevertheless, Eq. 2.13 can be used to describe the 
length of this break-up zone. Another more detailed expression is given by Hiro-
yasu and Arai [20], 
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Both relations result in similar break-up lengths. In Eq. 2.14, u is the initial jet 
velocity in [m/s], and r in [m] is the radius of the inlet edge of the hole. The units 
of the remaining quantities are already given in the equations above. In addition to 
Eq. 2.13, Eq. 2.14 includes the effect of the inlet edge rounding. A rounded inlet 
edge shifts the inception of cavitation to higher injection pressures and increases 
Lb. The influence of cavitation and turbulence is also included via the cavitation 
number pg/( lu

2).
In the following, the mechanisms of primary break-up of high-pressure full-

cone sprays shall be described in detail. Primary break-up is the first disintegration 
of the coherent liquid into ligaments and large drops. Figure 2.9 summarizes pos-
sible break-up mechanisms. 

Fig. 2.9. Mechanisms of primary break-up 
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The very high relative velocities between jet and gas phase induce aerodynamic 
shear forces at the gas-liquid interface. Due to the liquid turbulence that is created 
inside the nozzle, the jet surface is covered with a spectrum of infinitesimally 
small surface waves. Some of these waves are amplified by the aerodynamic shear 
forces, become instable, are separated from the jet, and form primary droplets. 
However, the instable growth of waves due to aerodynamic forces is a time-
dependent process and cannot explain the immediate break-up of the jet at the 
nozzle exit. Furthermore, aerodynamic forces can only affect the edge of the jet, 
but not its inner structure, which has been shown to be also in train of disintegra-
tion. Hence, aerodynamic break-up, which is the relevant mechanism of secondary 
droplet disintegration, is of secondary importance. 

A second possible break-up mechanism is turbulence-induced disintegration. If 
the radial turbulent velocity fluctuations inside the jet, which are generated inside 
the nozzle, are strong enough, turbulent eddies can overcome the surface tension 
and leave the jet to form primary drops as discussed by Wu et al. [60]. Turbu-
lence-induced primary break-up is regarded as one of the most important break-up 
mechanisms of high-pressure sprays. 

A further potential primary break-up mechanism is the relaxation of the veloc-
ity profile. In the case of fully developed turbulent pipe flow (large L/D ratios, no 
cavitation), the velocity profile may change at the moment the jet enters the com-
bustion chamber. Because there is no longer a wall boundary condition, the vis-
cous forces inside the jet cause an acceleration of the outer jet region, and the ve-
locity profile turns into a block profile. This acceleration may result in instabilities 
and in break-up of the outer jet region. However, in the case of high-pressure in-
jection, cavitation occurs, L/D ratios are small, and the development of the veloc-
ity profile described above is very unlikely. 

Another very important primary break-up mechanism is the cavitation-induced 
disintegration of the jet. Cavitation structures develop inside the nozzle holes be-
cause of the decrease of static pressure due to the strong acceleration of the liquid 
(axial pressure gradient) combined with the strong curvature of the streamlines 
(additional radial pressure gradient) at the inlet edge. Hence, a two-phase flow ex-
ists inside the nozzle holes. The intensity and spatial structure of the cavitation 
zones depends on nozzle geometry and pressure boundary conditions. The cavita-
tion bubbles implode when leaving the nozzle because of the high ambient pres-
sure inside the cylinder. Different opinions exist regarding whether the energy that 
is released during these bubble collapses contributes to the primary break-up ei-
ther by increasing the turbulent kinetic energy of the jet or by causing a direct lo-
cal jet break-up. However, experimental investigations have shown that the transi-
tion from a pure turbulent to a cavitating nozzle hole flow results in an increase of 
spray cone angle and in a decrease of penetration length (Arai et al. [2], Hiroyasu 
et al. [22], Bode [6], Soteriou et al. [51], Tamaki et al. [55]). Implosions of cavita-
tion bubbles inside the nozzle holes increase the turbulence level and thus also in-
tensify the spray disintegration. Hence, the two main break-up mechanisms in the 
case of high-pressure full-cone jets are turbulence and cavitation. Usually, both 
mechanisms occur simultaneously and cannot be clearly separated from each 
other.  
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Because of the importance of so-called hydrodynamic cavitation in injection 
nozzles, its development shall be described in detail. Hydrodynamic cavitation is 
the formation of bubbles and cavities in a liquid due to the decrease of static pres-
sure below the vapor pressure, caused by the geometry through which the liquid 
flows. Usually, liquids cannot stand negative pressures, and if the vapor pressure 
is reached, the liquid evaporates. The growth of cavitation bubbles and films starts 
from small nuclei, which are either already present in the liquid (micro-bubbles 
filled with gas or gas that adheres to the surface of solid particles) or at the wall 
(surface roughness and imperfections, small gaps filled with gas). 

Figure 2.10 shows the difference between boiling and hydrodynamic cavitation. 
In the case of boiling, the temperature is increased at constant pressure, while in 
the case of hydrodynamic cavitation the temperature is not altered, and the pres-
sure decreases. Because fuels usually consist of many different components with 
different vapor pressure curves, the components with the highest vapor pressures 
evaporate first and fill the cavitation zones.  

Up to now, only a small number of authors, e.g. Bode [6], Badock [5], Busch 
[7] and Arcoumanis et al. [3], have investigated the phenomenon of cavitation in 
transparent nozzles in real-size geometry (optical access, shadowgraphy, laser-
optical techniques). According to these authors, the inception of cavitation can be 
explained as follows. The liquid entering the injection hole is strongly accelerated 
due to the reduction of cross-sectional area. Assuming a simplified one-
dimensional, stationary, frictionless, incompressible, and isothermal flow, the Ber-
noulli equation, 

2 2
1 1 2 22 2

p u p u , (2.15)

can be used to explain the fact that an increase in flow velocity u from a point 1 to 

Fig. 2.10. Hydrodynamic cavitation, example: a single-component liquid 
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nozzle hole 
spray 

a point 2 further downstream results in a decrease in static pressure p (axial pres-
sure gradient). At the inlet of the injection hole, the inertial forces, caused by the 
curvature of the streamlines, result in an additional radial pressure gradient, which 
is superimposed on the axial one. The lowest static pressures are reached at the 
inlet edges in the recirculation zones of the so-called vena contracta, see Fig. 2.12. 
If the pressure at the vena contracta reaches the vapor pressure of the liquid, the 
recirculation zones fill with vapor. An additional effect enhancing the onset of 
cavitation in this low-pressure zone is the strong shear flow that is caused by the 
large velocity gradients in the region between recirculation zone and main flow. 
This shear flow produces small turbulent vortices. Due to centrifugal forces, the 
static pressure in the centers of these eddies is lower than in the surrounding liq-
uid, and cavitation bubbles may be generated. The cavitation zones develop along 
the walls, can separate from the walls, disintegrate finally into bubble clusters, and 
may already begin to collapse inside the nozzle hole. A good description of the 
possible cases is given in Kuensberg et al. [31]. In the case of high-pressure diesel 
injection, the cavitation structures usually leave the hole and collapse in the pri-
mary spray.  

The nozzle geometry at the inlet of the injection holes is of great importance 
concerning the development of cavitation. The more the inlet edges are rounded, 
the smaller the flow contraction and the smoother the decrease of static pressure. 
Schugger et al. [50, 49] have performed experimental investigations using nozzles 
with different inlet edge roundings and have shown that during full needle lift 
sharp-edged inlets produce stronger cavitation, smaller ligaments near the nozzle, 
and larger spray cone angles than nozzles with rounded inlet edges. Further inves-
tigations are published in Su et al. [54] and König et al. [29]. Another geometrical 
influence parameter is the angle between the needle axis and the hole axis. The 
bigger this angle, the more the main flow direction is changed at the entrance of 
the hole, and the more the centrifugal forces push the liquid to the bottom of the 
injection hole. The lowest static pressures are then reached at the upper part of the 
inlet edge, where cavitation structures start to grow. This can result in asymmetric 
three-dimensional flow structures, where the upper part of the hole is occupied by 
cavitation and the lower part is filled with liquid.  

An asymmetric nozzle hole flow results in an asymmetric primary spray [11, 6, 
28, 7]. As an example, Fig. 2.11 shows such a flow in a single-hole transparent 

Fig. 2.11. Effect of an asymmetric distribution of cavitation inside the nozzle holes on the 
primary spray [36], prail : 60 MPa, pchamber: 5 MPa, shadowgraphy 
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test nozzle in real-size geometry with cavitation on the upper side (due to secon-
dary flow, some cavitation structures are also transported into the lower half). The 
white areas inside the hole are pure liquid, while the black areas are cavitation 
structures. It is obvious that the concentration of cavitation in the upper half of the 
nozzle hole directly affects the primary spray structure. Due to the increased 
break-up energy per unit mass, the upper part of the spray diverges stronger than 
the lower one. Altogether, this example very clearly shows the fact that in case of 
high-pressure injection the flow inside the injection holes directly influences the 
primary jet break-up. This must be taken into account when developing primary 
break-up models. 

A second source of cavitation is the needle seat. During opening and closing 
the smallest cross-sectional flow area is no longer located at the inlet of the holes, 
but at the needle seat. The cavitation structures that are produced in this region ei-
ther collapse before entering the holes and increase the turbulence of the flow, or 
enter the holes and alter the flow conditions there. Optical investigations of this ef-
fect are published in Busch [7] for example. However, with the exception of small 
needle lifts, the smallest cross-sectional flow area is always located at the inlet of 
the injection holes. 

Different opinions exist concerning whether the presence of cavitation has a 
positive or negative effect on engine performance and emissions. On the one hand, 
cavitation reduces the effective cross-sectional flow area and complicates the in-
jection of large fuel masses (full load) through small nozzle holes. On the other 
hand, cavitation enhances mixture formation and cleans the exit of the nozzle hole 
from deposits that are caused by carbonization (injector fouling). In order to re-
duce the extent of cavitation, low local pressures due to a sudden reduction of 
cross-sectional area have to be avoided. The effective cross-sectional area must be 
smoothly decreased until it reaches its minimal value at the hole exit. Then, the 
static pressure cannot fall below the combustion chamber pressure, and the forma-
tion of cavitation bubbles is significantly reduced, see Sect. 2.2.1. In order to sup-
press cavitation completely, any imperfections of the wall, especially at the hole 
entrance, have to be avoided. Furthermore, the formation of strong vortices, which 
can also produce cavitation, as well as low pressures at the needle seat, must be 
suppressed. Altogether, it is possible to reduce the extent of cavitation signifi-
cantly, but it is hardly possible to produce completely cavitation-free injectors for 
engine applications. 

Because of the very small dimensions, the high flow velocities, and the very 
dense spray, which does not allow optical access to the inner spray directly at the 
nozzle tip, no detailed experimental investigations about the structure and size of 
the cavitation bubbles in the primary spray have been published up to now. First 
investigations at low and thus not engine-like injection pressures are published by 
Fath [12] and Heimgärtner et al. [18]. Hence, statements about the behavior and 
size of cavitation bubbles in the primary spray under engine-like conditions are 
solely based on mathematical models. A good summary of mathematical models 
describing the dynamics of bubble growth and collapse is given in Prosperetti and 
Lezzi [41]. 
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Fig. 2.12. Cavitating and non-cavitating nozzle hole flow 

Whether cavitation occurs in a nozzle or not can be estimated using a dimen-
sionless characteristic number, the so-called cavitation number K. Different defini-
tions of K exist in the literature, so that the cavitation number either increases or 
decreases with increasing cavitation. The most-used form is 

1 2 1 2
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p p p p
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p p p
, (2.16)

where pvap is the vapor pressure. The other pressures are explained in Fig. 2.12. 
This cavitation number represents the ratio of pressure decrease inside the hole 
(increase of flow velocity) to the backpressure. A strong decrease of pressure in-
side the hole enhances cavitation, while a high level of backpressure suppresses 
cavitation. The larger the value of K1, the more intensive the cavitation. The incep-
tion of cavitation is strongly dependent on the nozzle geometry.  

A second well-known definition of the cavitation number is  
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, (2.17)

where the intensity of cavitation increases with decreasing values of K2. Further 
definitions of cavitation numbers as well as relations showing the interrelation 
among each other are given in He and Ruiz [17]. 

Finally, the temporal development of a typical full-cone diesel spray shall be 
discussed. The injection can be divided into three phases. During the first phase, 
the needle opens. During this early phase, the small cross-sectional flow area at 
the needle seat is the main throttle reducing the mass flow through the injector. 
Cavitation at the needle seat usually produces a highly turbulent nozzle hole flow. 
This holds especially true for common rail systems, where high injection pressures 
are already present at the start of injection. Due to the low axial velocity and the 
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strong radial velocity fluctuations (turbulence), the first spray angle near the noz-
zle is usually large, Fig. 2.13. This effect is supported by the low momentum of 
the injected mass, resulting in an increasing amount of mass near the nozzle that is 
pushed aside by the subsequent droplets. As soon as the axial velocity increases, 
the resulting spray cone angle near the nozzle becomes smaller. Hence, the early 
spray structure depends on the speed of the needle: a very slow opening results in 
larger spray angles, a fast opening in smaller angles. 

A second class of injection systems are systems with intermittent pressure gen-
eration, Sect. 2.2.1. Whether cavitation occurs in these systems during the first 
phase of injection or not depends on the pressure needed to open the spring-loaded 
needle.

Fig. 2.13. Spray formation during injection. Data from [7], CR injector, prail = 60 MPa,   
pback = 0.1 MPa, Tair  = 293 K 
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As soon as the cross-sectional flow area at the needle seat is larger than the sum 
of the nozzle hole areas, the nozzle hole inlets become the main throttle of the sys-
tem. The extent of cavitation now depends on the hole geometry. Strongly cavitat-
ing nozzle flows produce larger overall spray cone angles and smaller penetration 
lengths than non-cavitating ones. The spray penetration increases with time due to 
the effect that new droplets with high kinetic energy continuously replace the slow 
droplets at the spray tip. 

At the end of injection, the needle closes and the injection velocity decreases to 
zero, resulting in a disruption of the spray in the axial direction. Due to the de-
creasing injection velocity, droplet and ligament sizes increase and atomization 
deteriorates. It is obvious that a rapid closing of the needle is advantageous in or-
der to minimize the negative influence of these large liquid drops on hydrocarbon 
and soot emissions. 

2.1.3.2 Hollow-Cone Sprays 

In order to achieve maximum dispersion of the liquid at moderate injection pres-
sures and low ambient pressures, hollow-cone sprays are usually used. Hollow-
cone sprays are typically characterized by small droplet diameters, effective fuel-
air mixing, reduced penetration, and consequently high atomization efficiencies. 
These sprays are used in conventional gasoline engines, where the fuel is injected 
into the manifold, and in direct injection spark ignited (DISI) engines as well, see 
Sect. 2.2.2.  

Fig. 2.14. Hollow-cone spray. Example: outwardly opening nozzle 
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Fig. 2.14 shows the typical structure of such a spray. The liquid emerging from 
the nozzle forms a free cone-shaped liquid sheet inside the combustion chamber, 
which thins out because of the conservation of mass as it departs from the nozzle 
and subsequently disintegrates into droplets. Two nozzle concepts exist: the in-
wardly opening pressure-swirl atomizer and the outwardly opening nozzle. In the 
case of a swirl-atomizer, a cylindrical and strongly rotating liquid film leaves the 
nozzle. The radial velocity component, which is caused by the rotational motion, 
results in the formation of the free cone-shaped liquid sheet. In the case of an out-
wardly opening nozzle, the geometry of the needle causes the liquid to form the 
cone-shaped liquid sheet. More details are discussed in Sect. 2.2.2. 

The primary break-up of the liquid sheet is induced by turbulence and aerody-
namic forces. First, the liquid film with initial thickness hs and spray angle  be-
comes thinner because of the conservation of mass as it departs from the nozzle. 
The turbulence, which is produced inside the nozzle, causes the formation of ini-
tial perturbations on the liquid surface, the frequency and amplitude spectrum of 
which is dependent on the internal nozzle hole flow. These waves grow instable 
due to the aerodynamic interaction with the surrounding gas. At critical ampli-
tudes, the liquid film breaks up into ligaments, which, under the influence of sur-
face tension and gas forces, rapidly disintegrate into drops. Besides these oscilla-
tion phenomena, a spontaneous separation of small satellite droplets directly at the 
nozzle exit is possible, if sufficient turbulent kinetic energy is present. This effect 
mainly occurs at high injection pressures. 

The secondary break-up of the droplets is aerodynamically induced, and is gov-
erned by the break-up mechanisms already described in Sect. 2.1.2.  

A special case of spray break-up, which is usually not desired because it 
changes the spray structure completely, is so-called flash-boiling. Flash-boiling 
may occur at low ambient pressures and increased fuel temperatures, and results in 
a boiling of the fuel at the exit cross section of the nozzle. This causes foaming 
and results in a complete alteration of the spray structure, see Sect. 4.5.3.  

Figures 2.15 and 2.16 show the temporal development of a typical spray pro-
duced by a pressure-swirl atomizer. Fig. 2.17 represents a schematic illustration of 
the fully developed spray.  

Fig. 2.15. Temporal development of a spray from a pressure-swirl atomizer [25],             
prail = 10 MPa, pchamber = 0.24 MPa, Tchamber = 393 K 
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Fig. 2.16. Temporal development of the secondary gas flow around a spray from a pres-
sure-swirl atomizer [14], prail = 7 MPa, pchamber = 0.102 MPa, Tchamber = 298 K 

Fig. 2.17. Typical spray from a pressure-swirl atomizer (schematic illustration) 

Due to the small flow velocity inside the nozzle at the beginning of injection, 
the first amount of fuel entering the swirl chamber inside the nozzle does not re-
ceive sufficient rotational motion, leaves the nozzle with nearly zero swirl, and 
forms a kind of solid-cone spray with narrow spray cone angle and large drops, 
the so-called pre-spray. As the fuel velocity increases, the liquid inside the swirl 
chamber forms a hollow-cylinder structure. This structure is then transformed into 
a hollow-cone spray as it leaves the nozzle. The hollow-cone spray starts to pene-
trate into the gas atmosphere with an initial cone angle , see Fig. 2.17. Due to 
momentum transfer between liquid droplets and gas, the air inside the hollow cone 
is accelerated in the axial direction. A strong initial acceleration is already 
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achieved by the compact full-cone pre-spray. This acceleration results in the for-
mation of a region of low static pressure inside the hollow cone. As a conse-
quence, a secondary airflow develops, transporting gas from outside the spray into 
its center. This secondary flow reduces the radial velocity components of the drop-
lets and results in the typical decrease of the spray cone angle with increasing 
distance from the nozzle. Hence, the spray width b stagnates while the penetration 
length S continues to increase, forming the typical bell-shaped spray. Small drop-
lets follow the secondary gas flow, fill the center of the spray, and improve fuel-
air mixing. At the leading edge of the spray, the aerodynamic drag forces result in 
a strong deceleration of the drops and cause the formation of a three-dimensional 
torus-like vortex at the spray tip, which also enhances mixture formation. 

The temporal development and structure of hollow-cone sprays produced by 
pressure-swirl atomizers is strongly dependent on the boundary conditions im-
posed by the ambient gas. The most important influence factor is the gas density. 
Figs. 2.18 and 2.19 show experimental results from Gindele [14]. An increase of 
ambient pressure strongly reduces the spray cone angle  and increases the mean 
droplet size (SMD), while the spray penetration S remains relatively unchanged if 
the injection pressure is high enough and is reduced in case of lower injection 
pressures. It is assumed that due to the higher gas density the secondary gas flow 
is more effective at increased ambient pressures, causing a stronger reduction of 
the radial droplet velocities (decrease of ) and supporting the flow in the axial di-
rection inside the hollow cone. For this reason, the spray penetration is not re-
duced at moderate ambient pressures. However, experiments from Homberg [25] 
have shown that at higher ambient pressures (1 MPa to 3 MPa) there is also a sig-
nificant reduction of spray penetration length. At sufficiently high gas densities, 
the hollow-cone spray structure collapses into a kind of full-cone spray. This be-
havior is extremely disadvantageous with regard to the use of pressure-swirl atom-
izers in DISI engines. Depending on the start of injection, the chamber pressures 
differ strongly enough in these engines to produce the complete range of spray 
structures and to cause significant changes regarding the quality of mixture forma-
tion.  

In contrast to this behavior, the sprays from outwardly opening nozzles do not 
collapse if the ambient pressure is increased, but do show reduced penetration. A 
possible explanation for such differing behavior may be a reduced overall influ-
ence of the secondary flow effects. The outwardly opening nozzle does not need 
any rotational motion of the liquid in order to form a hollow-cone spray, and 
therefore there is no pre-spray at the beginning of injection and no strong initial 
acceleration of the gas inside the hollow cone. Hence, the development of a low-
pressure gas region inside the cone, inducing the strong secondary flow, is much 
slower and weaker compared to the spray from a pressure-swirl injector. 

In contrast to full-cone sprays, only few semi-empirical relations describing the 
behavior of the main spray parameters have been published in the literature. The 
most-described parameter is the droplet size. An increase of injection decreases 
the Sauter mean diameter (SMD), while the spray penetration is slightly increased 
[38, 23, 24], Fig. 2.19. An increase of ambient pressure increases the SMD [32, 
40]. However, the exact values do strongly depend on the design and type of injec- 
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Fig. 2.18. Influence of ambient pressure on the spray structure (pressure-swirl atomizer) 
[14], pictures at 2 ms after energizing the injector, Tchamber = 298 K, prail = 7 MPa 

Fig. 2.19. Influence of ambient pressure and injection pressure on the spray structure (pres-
sure-swirl atomizer) [14], Tchamber = 298 K, prail = 7 MPa, t = 0.0 ms: energizing of injector 

tor. The most-used design is the pressure-swirl atomizer. The SMD of such an in-
jector can be expressed by the semi-empirical relation [33]: 

0 25 0 25 0 25 0 5 0 252 25 . . . . .
l l gSMD . m p . (2.18) 

The exponents are dependent on the special nozzle geometry. A more detailed re-
lation, also including the effect of the spray cone angle, is given in Lefebvre [33]: 
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In Eq. 2.19
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is the thickness of the liquid sheet at the nozzle exit (Fig. 2.14),  is the initial 
spray cone angle, and D is the nozzle hole diameter. More details about droplet 
sizes from pressure-swirl atomizers and other nozzle types are given in [33]. 

An increase in gas temperature causes a reduction of spray width b and an in-
crease in spray penetration S, Fig. 2.20, and thus results in a similar effect as the 
increase of ambient pressure. One possible explanation is as follows. First, a faster 
evaporation reduces the overall spray width. Second, due to the increased gas vis-
cosity, the secondary flow is more effective and entrains more drops into the cen-
ter of the hollow cone. This causes an additional reduction of b and an increase in 
the axial spray penetration. 

Fig. 2.20. Influence of ambient temperature on the spray structure (pressure-swirl atomizer) 
[14], pictures at 2 ms after energizing the injector, prail = 7 MPa 
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2.1.4 Spray-Wall Interaction 

Spray-wall interactions occur if a spray penetrating into a gaseous atmosphere im-
pacts a wall, which can be the backside of the intake valve or the wall of the in-
duction system in case of port fuel injection, or the combustion chamber wall in 
case of a direct injection engine. Two main physical processes can be involved: 
wall-spray development and wall film evolution. Both processes may strongly in-
fluence combustion efficiency and the formation of pollutants. Whether wall im-
pingement occurs or not depends on the penetration length of the spray and on the 
distance between injection nozzle and wall. High injection pressures as well as 
low gas densities and temperatures increase penetration and the possibility of wall 
impact.

Depending on wall temperature and on the amount of liquid deposited on the 
wall, spray-wall impingement can have both negative and positive effects. In the 
case of low wall temperature, under cold starting conditions for instance, the for-
mation of a liquid wall film will significantly increase the unburned hydrocarbon 
and soot emissions because of partial burning due to the very slow evaporation of 
the wall film. On the other hand, shattering of droplets at the wall may intensify 
droplet disintegration and increase the total spray surface. The formation of a 
large-scale gas vortex near the wall may also promote air entrainment and enhance 
mixture formation. Furthermore, contact with a hot wall intensifies evaporation. In 
some DI engines, the fuel spray has been intentionally impinged on a surface as a 
method to control combustion. One early system which used such a technique was 
the M-combustion developed by MAN [57], in which the fuel is injected on the 
surface of the piston bowl, forming a liquid film. Vaporization of this film con-
trols the rate of combustion allowing the use of low cetane number fuels.  

In the case of port-injected engines, the low gas densities promote spray pene-
tration, and a liquid film may form on the cold walls of the induction system. This 
causes difficulties in the transient control of the engine, because only a part of the 
injected fuel enters the combustion chamber during the corresponding cycle, and  

Fig. 2.21. Schematic illustration of an impinging full-cone spray 
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Fig. 2.22. a Typical flow field around an impinging full-cone spray, b droplet velocities 
[35], pinj = 100 MPa, pchamber = 1.0 MPa (N2), dnozzle = 0.25 mm, Twall = 298 K  

the rest is added to the wall film and slowly transported to the valve. Here it enters 
the combustion chamber many cycles later and adds an unknown and often not 
well-dispersed amount of fuel to the actual injection. This can cause decreased en-
gine response, increased fuel consumption and increased hydrocarbon emissions.  

Figures 2.21 and 2.22 show a schematic illustration of a full-cone spray 
impinging on a wall and a typical gas flow field around such a spray [35]. In Fig. 
2.23 the temporal development of the wall spray is shown. As is known from non-
impinging sprays, the main jet region forms a dense full-cone spray surrounded by 
a region of increased air entrainment containing finely atomized droplets. When 
the spray impinges on the wall, a large number of droplets is formed at the periph-
ery of the spray tip, which develops along the wall. Whether the drops stick to the 
wall and continue to evaporate, spread out to form a liquid film, reflect, or break 
up into smaller droplets, depends on the kinetic energy of the incident drops and 
on the wall temperature, see also Sect. 4.8. A large-scale vortex is formed around 
the wall spray entraining a considerable amount of hot gas into the spray. In the 
case of small distances between nozzle and wall as well as high injection rates and 
cold walls, a liquid wall film can be generated, Fig. 2.21.  

Detailed investigations of wall-spray development are reported in Mohammadi 
et al. [35] and Allocca et al. [1] for example. Increasing the injection pressure in-
creases the wall spray penetration tangential and normal to the surface and pro-
motes air entrainment into the spray, see Figs. 2.24a and 2.24b. An increase of 
chamber pressure results in a decrease of wall-spray penetration, similar to the ef-
fect of gas density on the penetration length of a free spray, see Figs. 2.24c and 
2.24d. Even though the entrained air contains more mass per unit volume, the 
overall entrained gas mass can be reduced by this effect. An increase of wall tem-
perature, Figs. 2.24e and 2.24f, reduces wall wetting and promotes droplet re-
bound and reflection because of the vapor layer formed between droplet and wall. 
Especially at high wall temperature, this effect may result in the existence of lar-
ger droplets with higher momentum in the wall-spray region and in increase in 
penetration. 
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Fig. 2.23. Time evolution of an impinging spray, [1], pinj = 120 MPa, pchamber = 0.1 MPa 
(N2), dnozzle = 0.18 mm, Twall = 298 K 

Fig. 2.24. Effect of injection pressure, chamber pressure and wall temperature on wall-
spray impingement, data from [1], pinj : 80 MPa and 120 MPa, chamber gas: N2,
dnozzle = 0.18 mm 
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2.2 Injection Systems and Nozzle Types 

2.2.1 Direct Injection Diesel Engines 

The task of the injection system is to achieve a high degree of atomization in order 
to enable sufficient evaporation in a very short time and to achieve sufficient spray 
penetration in order to utilize the full air charge. The fuel injection system must be 
able to meter the desired amount of fuel, depending on engine speed and load, and 
to inject that fuel at the correct time and with the desired rate. Further on, depend-
ing on the particular combustion chamber, the appropriate spray shape and struc-
ture must be produced. 

Usually a supply pump draws the fuel from the fuel tank and carries it through 
a filter to the high-pressure injection pump. Dependent on the area of application 
and engine size, pressures between 100 and 200 MPa are generated. The high-
pressure injection pump carries the fuel through high-pressure pipes to the injec-
tion nozzles in the cylinder head. Excess fuel is transported back into the fuel tank.  

Today, two main groups of high-pressure injection systems exist. Concepts be-
longing to the first one are the so-called common rail injection systems, Fig. 2.25. 
Here, pressure generation and the injection event are not coupled, and the injection 
pressure is not dependent on engine speed. Compared to the injection systems that 
are driven by a camshaft, this enables a significantly greater flexibility of injection 
and mixture formation. Fuel under high pressure is stored inside the rail, which 
usually consists of a thick-walled closed pipe. A high-pressure fuel pump continu-
ously feeds the rail. A pressure sensor adjusts the desired rail pressure via an addi-
tional valve that controls the mass flow of excess fuel back to the fuel tank. 
Hence, the rail pressure is not dependent on engine speed, and an optimal adjust-
ment to the actual operating point of the engine can be achieved. Short pipes con-
nect the rail with the injectors.  

Fig. 2.25. The common rail injection system 
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The volume of the rail is large enough to suppress pressure fluctuations due to 
injection. Injection timing and duration are controlled by solenoid valves and are 
independent of the pressure generation. Hence, the common rail injection system 
is capable of keeping the injection pressure at the desired level and of performing 
pre-injections (reduction of noise and nitric oxides), main injections, and post-
injections (reduction of soot raw emissions, heating of catalysts) with variable 
duration and timing according to the demands of the actual operating point. 

Fig. 2.26 shows a typical common rail injector. The needle movement is con-
trolled by a solenoid valve. In Fig. 2.26, the needle is closed. The spring force 
Fspring and the hydraulic force F1 of the high-pressure fuel on top of the control rod 
are larger than the hydraulic force F2 on the circular ring area, and the needle is 
kept closed. As soon as the solenoid valve opens, the pressure in the control 
chamber above the control rod decreases and the needle begins to open, because 
the inlet throttle connecting the control chamber with the high-pressure fuel sup-
ply is smaller than the outlet throttle. Excess fuel passes off through the outlet 
throttle and then flows back to the fuel tank. Hence, the motion of the needle is a 
hydraulically controlled process. The opening speed of the needle is determined 
by the size ratio of both throttles. The closing process is initiated by closing the 
solenoid valve. The pressure inside the control chamber increases and the control 
rod closes the needle. The closing speed is again influenced by the size of the 
throttle. 

Fig. 2.26. A typical common rail injector [47] 
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Fig. 2.27. Unit Injector [46] 

The second main group of high-pressure injection systems are those in which 
the generation of injection pressure and the injection itself occur synchronously. 
These systems are driven by a camshaft, which is mechanically coupled with the 
engine. A basic characteristic of these systems is the intermittent pressure genera-
tion: high pressure is only available during a small crank angle interval.  

In the case of the so-called unit injector system (UIS), the pump and the injec-
tion nozzle are combined into a single unit, see Fig. 2.27. Each cylinder of the en-
gine is equipped with such a unit, which is driven by the cam via a rocker arm for 
example. The omission of the high-pressure pipes between the pump and the 
injector allows significantly higher peak injection pressures (about 200 MPa and 
more) than in the case of the unit pump system, see below. The shape of the cam 
determines the motion of the plunger and thus the generation of pressure as a func-
tion of crank angle. The spring at the upper part of the injector presses the plunger 
against the rocker arm and the rocker arm against the cam, and guaranteeing force 
closure during operation.  

Fig. 2.28a shows a simplified picture of the unit injector with a closed needle. 
The solenoid valve is opened, and as soon as the plunger is pushed down, excess 
fuel is carried into the scavenge line. According to the desired start of injection, 
the control unit of the engine closes the solenoid valve, and the plunger com-
presses the fuel. As soon as the pressure is large enough to lift the spring-loaded 
needle, injection begins, Fig. 2.28b. Due to the large feed rate of the plunger, the  
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Fig. 2.28. Unit injector: schematic of injection control [46] 

Fig. 2.29. Typical injection rate profiles of common rail and unit injector system 

injection pressure strongly increases during injection, resulting in a triangle-
shaped injection rate profile, Fig. 2.29. In contrast to the common rail system, in 
which the maximum injection pressure is already present at the start of injection 
(resulting in a rectangular-shaped injection rate profile and in maximum spray at-
omization during the complete injection event), the atomization of the early spray 
is considerably slower and enhances during injection. At the end of injection, the 
solenoid valve opens again, excess fuel is carried into the scavenge line, and the 
injection pressure decreases. As soon as the spring is able to close the needle, the 
injection is stopped. Finally, the plunger moves up and the chamber below the 
plunger fills again with fuel from the low-pressure supply. 

Because the motion of the plunger is directly coupled with the engine, the 
maximum injection pressure increases with engine speed. At high engine speed, 
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the fuel volume below the plunger is forced much faster through the nozzle, result-
ing in significantly higher injection pressures than in the case of low engine speed. 
Furthermore, high injection pressures are not available at any crank angle, compli-
cating the generation of pre- and post-injections.  

It is obvious that, due to the intermittent pressure generation, the flexibility of 
high-pressure injection systems driven by a camshaft is much more limited com-
pared to the common rail system. However, a considerable advantage of these sys-
tems are the increase of injection pressure during the injection event and the very 
high maximum injection pressures at the end of injection, which cannot be pro-
vided by today’s common rail systems and are known to have a very positive in-
fluence on mixture formation, combustion and reduction of pollutants. However, 
an insufficient atomization due to the low injection pressures causes problems in 
the case of pre-injections. More details are discussed in Chap. 6.  

The functionality of the so-called unit pump system (UPS) is practically identi-
cal to that of the unit injector system and offers the same advantages and disad-
vantages. However, the pump and nozzle are not combined into one unit. The 
high-pressure pump is again driven by a camshaft and thus directly coupled with 
the engine speed, see Fig. 2.30. The injection nozzle is located inside a so-called 
nozzle holder in the cylinder head and connected via a high-pressure pipe with the 
pump. An advantage of this system is that the pump and nozzle must not be in-
stalled at the same place. This reduces the size of the components that have to be 

Fig. 2.30. Unit pump system [58] 
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Fig. 2.31. Nozzle types 

integrated into the cylinder head and simplifies the assembly of the injection sys-
tem. The maximum attainable injection pressures of the UPS are smaller than 
those of the UIS. 

The most important part of the injection system is the nozzle. The fuel is in-
jected through the nozzle holes into the combustion chamber. The number and 
size of the holes depends on the amount of fuel that has to be injected, the com-
bustion chamber geometry, and the air motion (swirl) inside the cylinder. In direct 
injection diesel engines, two main nozzle types, the sac hole nozzle and the valve 
covered orifice nozzle (VCO), are used, see Fig. 2.31. Compared to the VCO noz-
zle, the sac hole nozzle has an additional volume below the needle seat. Due to the 
increased distance between needle seat and injection hole, an eccentricity or radial 
motion of the needle tip does not influence the mass flow through the different 
holes, and a very symmetric overall spray is produced. However, the large liquid 
volume between the needle seat and the combustion chamber causes problems in 
terms of increased hydrocarbon emissions. It is important to keep this volume as 
small as possible, because otherwise some of this fuel can enter the cylinder after 
the end of injection. This fuel is usually not well dispersed and increases soot 
emissions. A late evaporation of the fuel inside the sac hole increases the hydro-
carbon emissions of the engine. From this point of view, the VCO nozzle is supe-
rior to the sac hole nozzle. However, special constructive actions must be taken in 
order to suppress any radial eccentricity of the needle tip, because an eccentricity 
directly results in an uncontrollable variation of the discharge through the different 
nozzle holes and thus strongly deteriorates the overall spray quality. 

The inlets of the nozzle holes are usually rounded (hydro-grinding) in order to 
enhance the inflow conditions and to produce abrasion in advance, which would 
otherwise occur during operation and change the spray characteristics. Depending 
on the particular application, different nozzle hole geometries are used today, Fig. 
2.32. The cylindrical hole produces the strongest cavitation and results in an in-
creased spray break up with a large spray divergence near the nozzle. The axis-
symmetric conical geometry suppresses cavitation by gradually reducing the ef-
fective cross-sectional area along the hole.  
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Fig. 2.32. Nozzle hole geometries 

The sprays from conical holes usually show an increased penetration. The degree 
of conicity, the so-called k-factor [39], is defined by Bosch as 

10
inlet exitD µm D µm

k . (2.21)

The last category are the conical and flow optimized geometries (ks nozzles, 
German: konisch strömungsoptimiert), where the reduction of cross-sectional area 
is dependent on the distribution of mass flow, and which are designed to com-
pletely suppress cavitation. For example, if most of the mass flow enters the hole 
from the upper side, the largest cross-sectional areas and the strongest rounding of 
the inlet are produced at the upper wall of the hole. The sprays generated by these 
nozzles are characterized by small spray cone angles, especially near the nozzle, 
and large penetration lengths. Detailed optical investigations of the effect of noz-
zle hole geometry on the primary spray structure are published by Schugger et al. 
[49] and König et al. [29], for example. 

2.2.2 Gasoline Engines 

In contrast to modern diesel engines, which are exclusively equipped with high-
pressure direct injection systems, two main categories of injection techniques exist 
for gasoline engines. Injection systems belonging to the first category (port fuel 
injection) inject the fuel into the manifold, injection systems of the second cate-
gory (direct injection) inject the fuel directly into the cylinder. Depending on the 
position of the injector, the first category is divided into the two sub-categories 
single-point injection and multi-point injection, Fig. 2.33. 

2.2.2.1 Port Fuel Injection  

In the case of single-point injection, a central injection unit replaces the well-
known carburetor. The more or less well-prepared mixture of fuel vapor, fuel 
droplets, and air is delivered to the cylinders via the intake manifold. Depending 
on the operating point, a part of the mixture is deposited on the walls, leading to 
the formation of a liquid wall film, which flows at substantial lower velocities than 
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the remaining mixture stream to the individual cylinders. Any change in load point 
results in a change of the wall film thickness. Consequently, the mixture varies 
constantly both in quality and quantity under transient operating conditions. In the 
case of single-point injection, the manifold has to distribute the centrally prepared 
mixture to the individual cylinders. Due to the complex geometry of the manifold 
and the many parameters determining the multiphase flow mixture along the rela-
tively long way from the point of central mixture preparation to the individual cyl-
inders, it is obvious that it is impossible to achieve a completely uniform distribu-
tion of the mixture. 

A much more sophisticated system is the multi-point injection, in which one in-
jector per cylinder is placed near the intake valve and is used in order to inject the 
desired amount of fuel at the desired time into the part of the manifold belonging 
to the individual cylinder, see Fig. 2.33. This avoids the problems related to the 
unequal fuel distribution of single-point injection systems. Hence, the major part 
of the induction system is only filled with air, the numerous problems of multi-
phase flow do not occur upstream of the injector, and the intake system can be op-
timized with regard to gas-dynamic supercharging effects. Downstream of the in- 

Fig. 2.33. Single-point and multi-point injection system 

Fig. 2.34. Solenoid injector [34] 
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Fig. 2.35. Typical design of injectors, classified by the spray shape [34] 

jector, the mixture formation process is similar to that of the single-point injection 
system. Immediately after the start of injection, droplet vaporization and wall film 
formation begin with varying intensity, depending on temperature and pressure 
boundary conditions. However, because of the small wettable surface area and the 
higher temperatures near the inlet valve, the amount of fuel stored in the liquid 
film is much smaller than in the case of the single-point injection, resulting in a 
much more accurate metering of the desired fuel quantity to the actual cycle, and 
thus in advantages regarding fuel consumption and emissions. Most port injection 
today occurs with the intake valve closed. This improves evaporation and mixture 
formation outside the cylinder and prevents large droplets from directly entering 
the combustion chamber. If large drops enter the cylinder, they may be deposited 
on the walls, due to the low pressure and density of the gas, and increase HC emis-
sions. 

The classical gasoline injector today is the solenoid injector. Despite the vari-
ous nozzle types, the basic function is the same for all injectors, Fig. 2.34. While 
the injector is closed, a spring presses the needle on the seal seat. In order to start 
the injection, a current, sent by the control unit, is applied to the coil in the valve 
body and lifts an armature that is connected to the needle. The majority of injec-
tors used these days are low- and medium-pressure injectors with injection pres-
sures in the range of 0.5 to 1.5 MPa.  

Injectors for port fuel injection differ mainly in the type of nozzle used to gen-
erate the desired spray shape, see Fig. 2.35. The pintle-type injector produces a 
cone-shaped spray, the single-hole injector a pencil-shaped spray, and the multi-
hole plate injector produces multiple sprays according to the number of holes. An 
additional type of injector is the swirl injector, which has already been discussed 
in Sect. 2.1.3.2. Further on, the spray can be influenced by a front attachment in 
order to split the spray into two branches and to inject the fuel into the two intake 
ports of a four-valve engine. Whether a special injector design is suitable for a 
given port fuel application depends on many influence parameters, such as port 
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geometry, injector position, injection timing (injection during closed or opened 
inlet valve), maximum gas temperatures, fuel quality (deposit formation at the 
nozzle tip), minimum gas pressure inside the manifold (prevention of flash-
boiling), etc. More information about port fuel injection systems and nozzle types 
are included, for example, in the detailed review of Zhao et al. [63] and in Lenz 
[34].

2.2.2.2 Direct Injection 

The direct injection spark ignition (DISI) engine promises significant advantages 
over the port fuel injection engine, especially in improving fuel consumption and 
reducing CO2 emissions, see also Sect. 6.3. In order to provide highly dispersed 
sprays in the very short amount of time available for spray disintegration and mix-
ture formation inside the cylinder, common-rail injection systems are used, and 
the injection pressures are significantly increased. Compared to diesel fuel, gaso-
line however does not serve well as lubricant. In order to avoid excessive pump 
wear, the maximum injection pressures are limited to approx. 15 MPa today. 

Compared to the conventional diesel injection near top dead center, the direct 
injection of gasoline may occur already during the induction stroke in the case of 
homogeneous mixture formation (full load), or very late during the compression 
stroke in the case of stratified charge operation (part load), see also Sect. 6.3. 
Hence, the gas pressure inside the cylinder varies significantly, and fuel injectors 
are needed that are able to produce the desired spray quality. Fig. 2.36 shows three 
possible injector categories that are suitable for use in DISI engines.  

The first kind of nozzle is the multi-hole nozzle. The functional principle as 
well as the shape and structure of the individual sprays produced by each hole are 
well-known from the high-pressure diesel injection. This nozzle produces a num-
ber of compact sprays with relatively large penetration (low gas density) and large 
droplet sizes (low injection pressure compared to diesel applications). Hence, the 
overall spray is strongly inhomogeneous, consisting of fuel-rich zones that are 
separated by very lean regions, Fig. 2.37. During combustion, such inhomogeneity 
of the mixture may result in different burning velocities as well as increased emis-
sions of soot and nitric oxides. An advantage of the multi-hole injector is that the 
spray structure and the spray cone angle do not change with increasing backpres-
sure, which is an important criterion for the realization of the so-called spray-
guided DISI engine, see Sect. 6.3. Further on, the overall spray shape can be easily 
influenced by the position and number of the individual holes. 

The other two nozzle categories, the outwardly opening nozzle and the in-
wardly opening pressure-swirl injector, produce a hollow-cone spray. The key ad-
vantage of hollow-cone sprays over solid-cone sprays is the high area-to-volume 
ratio, which leads to the required level of atomization without large penetration. 
The average droplet size is usually smaller than that of the multi-hole injector. De-
tails of the spray structure have already been discussed in Sect. 2.1.3.2. 

In a high-pressure swirl atomizer, the fuel passes through tangentially arranged 
swirl ports and gets a rotational motion inside the swirl chamber, Fig. 2.38. The 
centrifugal motion of the liquid forms a hollow air core. Because the area of the 
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swirl chamber reduces to a nozzle, the rotational motion is further increased. The 
liquid passes through the nozzle and forms a free cone-shaped liquid sheet inside 
the combustion chamber, which thins because of the conservation of mass as it 
departs from the nozzle and subsequently disintegrates into droplets. 

Fig. 2.36. Direct injection of gasoline: injector geometries [14] 

Fig. 2.37. Effect of injection pressure on the spray structure [26], prail = 10 MPa 

Fig .2.38. Example of a high-pressure swirl atomizer with tangentially arranged swirl ports 
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In contrast to the swirl atomizer, the hollow-cone spray of an outwardly open-
ing nozzle does not collapse at higher backpressures and does not have any pre-
spray, Fig. 2.37. This is an important advantage with regard to the mixture forma-
tion process in DISI engines, Sect. 6.3. However, the formation of deposits due to 
high temperatures at the needle tip and at the seat may be critical [14].  

Today, the pressure-swirl injector is the most-used injector for the first genera-
tion of series production DISI engines. However, in order to realize the full benefit 
of direct injection and to minimize fuel consumption, the next generation of DISI 
engines needs sprays whose general structure and spray cone angle is independent 
of backpressure. 
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3 Basic Equations 

3.1 Description of the Continuous Phase 

3.1.1 Eulerian Description and Material Derivate 

In this section, the basic equations for the description of multi-dimensional flow 
fields will be derived. In internal combustion engines, such flows are the airflow 
inside the induction system, the gas flow inside the cylinder, and the flow of burnt 
gases through the exhaust system. The flow of fuel through the three-dimensional 
injection nozzle geometry is an example of a liquid flow field.  

In solid rigid body mechanics, the position in space of a special particle as 
function of time t is usually the quantity of interest, and from this information all 
the other questions, such as the amount of velocity and acceleration, may be an-
swered. Hence, all flow quantities F are given as function of particle and time, 

F F particle,t , (3.1) 

which is called a Lagrangian description. If the vector x = x (particle, t) denotes 
the position of the particular particle, velocity and acceleration are simply given 
by u = d x (particle, t)/dt and a = d2 x (particle, t)/dt2. In order to describe the spa-
tial and temporal development of pressure, density, temperature, magnitude, and 
direction of velocity etc. in a complete flow field using the Lagrangian approach, 
the position, pressure, density, temperature and velocity of every liquid element 
inside the flow field have to be calculated. Then, if for example the temporal de-
velopment of pressure at a fixed point inside the flow field is required, the pres-
sures of the liquid elements that passed this point during the time span of interest 
have to be listed in the correct order. It is obvious that the Lagrangian approach is 
well suited for the description of disperse phases (e.g. sprays consisting of liquid 
droplets), but not for that of continuous fluids.  

In a continuum, the flow quantities change continuously in space. In contrast to 
a dispersed phase, in which the density of the fluid of interest is zero in the vol-
ume between two fluid elements, and for which the exact position and size of the 
elements must be known in order to describe the spatial and temporal distribution 
of the relevant flow quantities, it is not necessary to distinguish between different 
fluid elements in the case of a continuum. It is more convenient to describe the 
flow quantities as a function of a point in space (related to a fixed coordinate sys-
tem) and time, regardless of what element of liquid happens to be there at any par-
ticular time: 
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F F x,t . (3.2) 

In order to describe a complete flow field, this approach is applied to all points x
in space. Such a description is called a Eulerian description.  

In differential equations, often the time derivate is used. Using the Lagrangian 
description, the time derivate of F is 

dF particle,t DF
dt Dt

. (3.3)

This so-called substantial or material derivate describes the complete derivate of 
the property F of a liquid element. Remember that all flow quantities are only a 
function of particle and time. In contrast to this, the Eulerian approach describes 
the flow quantities F as function of point x  = (x1, x2, x3) in space and time t. Us-
ing the chain rule, the quantity dF is 

1 2 3 1 2 3
1 2 3

F F F F
dF t,x ,x ,x dt dx dx dx

t x x x
. (3.4)

The time derivate dF/dt reads 

1 2 3 31 2

1 2 3

dF t,x ,x ,x dxdx dxF dt F F F
dt t dt x dt x dt x dt

. (3.5)

In order to emphasize that the material derivate is meant, the expression DF/dt is 
usually used instead of dF/dt. Because dxi /dt = ui, the material derivate now reads 

1 2 3
1 2 3

DF F F F F
u u u

Dt t x x x
, (3.6)

where u  = (u1, u2, u3) is the velocity vector. The Lagrangian and the Eulerian ap-
proaches, if applied to a special problem, must have the same overall result. For 
example, the resulting acceleration of a liquid element passing any point in space 
(Lagrangian description) must be identical to the resulting acceleration at this 
point predicted by the Eulerian approach. In order to explain the different terms in 
Eq. 3.6, the flow through a converging nozzle shall be regarded. Due to the reduc-
tion of cross-sectional area, the flow velocity is larger at an upstream position 
(point A) than at a downstream position (point B). The first partial derivate on the 
right hand side of Eq. 3.6 is the local derivate. It describes the temporal change of 
F at a fixed point in space and is equal to zero at points A and B if the flow is 
steady. However, the flow velocity at point B is always larger than at point A, and 
a liquid element passing point A will experience an additional acceleration which 
is not included in the local derivate. This additional acceleration is expressed by 
the remaining three terms on the right hand side of Eq. 3.6, the so-called convec-
tive derivate. Hence, the Eulerian description enables us to distinguish between a 
local and a convective part of the material derivate, while the Lagrangian descrip-
tion does not.  
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Eq. 3.6 can be expressed in a much shorter form, 

i
i

DF F F
u

Dt t x
, (3.7)

using the so-called index notation (Einstein notation). This convention states that 
whenever the same index appears twice in a term (here: i), summation over the 
range of that index (here: i = 1, 2, 3) is implied.  

If F is a vector field, e.g. a velocity field, the equation for every component 
(coordinate direction j = 1, 2, 3, Cartesian coordinate system) reads 

j j j
i

i

DF F F
u

Dt t x
, (3.8)

while the more generalized vector form valid in any coordinate system is  

DF F
u F

Dt t
. (3.9)

3.1.2 Conservation Equations for One-Dimensional Flows 

Multi-dimensional flows can often be treated in a simplified manner as one-
dimensional. Then, the flow quantities only change in the main flow direction. In 
this case, it is convenient to apply the conservation equation in integral form, 
which means that the basic fluid equations are applied to a control volume includ-
ing the complete area of interest. In contrast to this, the conservation equations in 
differential form are obtained if the basic fluid equations are applied to an infini-
tesimal elemental volume. The differential equations, which are derived in Sect. 
3.1.3, are usually appropriate when the distributive conditions (three-dimensional 
flow fields) are desired, e.g. the velocity, temperature, and pressure fields inside a 
combustion chamber. In the following, the integral conservation equations are de-
rived and simplified for one-dimensional flows. 

3.1.2.1 Conservation of Mass 

Consider a fixed collection of fluid particles as denoted by the dotted lines in Fig. 
3.1. Such a collection of fluid particles (Lagrangian approach) is called a system. 
The system is shown at times t and t+ t. According to the law stating that mass 
must be conserved, the mass of the system remains constant: 

0sysDm
Dt

. (3.10)

However, the Eulerian description is usually used in fluid dynamics, and an ex-
pression for mass conservation using a control volume that is fixed in space and 
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passed by the flow without resistance must be found. Such a fixed control volume 
(cv), also shown in Fig. 3.1, equals the volume of the system at time t. Using the 
masses contained in the volumes 1, 2, and 3 at times t and t + t, the left hand side 
of Eq. 3.10 becomes 

3 2 2 1

0

2 1 2 1

0

3 1

0

3 1

0

lim

lim

lim

lim

sys

t

t

t

cv
t

Dm m t t m t t m t m t
Dt t

m t t m t t m t m t
          

t
m t t m t t

              
t

m t t m t tm
            +  .

t t (3.11)

In order to find expressions for the masses m3 (t+ t) and m1 (t+ t) contained in the 
volumes 1 and 3, the volumes V1 and V3 are needed. These volumes can be calcu-
lated from 

11dV n u tdA   and 33dV n u tdA , (3.12)

Fig. 3.1, and the desired expressions can be written as 

3 3

1 1

3 3

1 1

cos ,

cos .

3
A A

1
A A

m t t u tdA n u tdA

m t t u tdA n u tdA
(3.13)

Fig. 3.1. System-to-control-volume transformation: system moving through a control vol-
ume, two-dimensional flow and control volume 
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Remember that the unit vector n  is normal to the surface element dA and always 
points out of the control volume (cv). Because A3 plus A1 completely surrounds the 
control volume (A3 + A1 = cv), Eq. 3.11 is equivalent to 

sys cv

cs cv cs

Dm m
 + n udA dV  + n udA

Dt t t
. (3.14)

The left hand side of this equation describes the rate of change of mass in a La-
grangian frame of reference, while the right hand side represents the respective 
Eulerian description for a fixed control volume. Hence, Eq. 3.14 is the desired sys-
tem-to-control-volume transformation. 

A more general expression for such a transformation is given by the Reynolds 
transport theorem, 

sys
cv cs

D N dV  + n udA
Dt t

, (3.15)

where Nsys is the extensive quantity (e.g. mass, energy, momentum) and  is the 
intensive property associated with Nsys, the property per unit mass. The time deri-
vate of the first term on the right hand side can be moved inside the integral, since 
for a fixed control volume the limits on the volume integral are independent of 
time.  

Combining Eqs. 3.10 and 3.14 results in the continuity equation in integral 
form:

cv cs

dV= n udA
t

. (3.16)

For steady flow, the left hand side is equal to zero. Assuming that the velocity 
is also normal to all surfaces where fluid crosses (e.g. pipe flow, Fig. 3.2) results 
in 

2 1

2 2 1 1 0
A A

u dA u dA , (3.17)

where i iu u .

If the densities and velocities are uniform over their respective areas, the flow 
can be treated as one-dimensional, and the continuity equation finally reads 

2 2 2 1 1 1u A u A . (3.18)

Fig. 3.2. Conservation of mass: one-dimensional steady pipe flow 
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3.1.2.2 Conservation of Momentum 

Newton’s second law, the momentum equation, states that the sum of all external 
forces acting on a system equals the rate of change of momentum of the system: 

DM
F

Dt
. (3.19)

In terms of a control volume, Eq. 3.19 becomes 

cv cs

udV  + u n u dA F
t (3.20)

by applying Eq. 3.15, where Nsys = M = m u ,  = u . The external forces are all 
forces acting on the surfaces of the control volume (pressure, shear, additional sur-
face forces from a solid wall) and body forces (e.g. gravity) acting on the mass in-
side the control volume. 

Eq. 3.20 can be simplified significantly if the control volume has entrances and 
exits across which the flow quantities may be assumed to be uniform, and if the 
flow is steady: 

1

N

i
i

u n u A F , (3.21)

where N is the number of exit and entrance areas. If there is only one entrance and 
one exit, and if the velocity vector is normal to the entrance and exit areas, the 
momentum equation reduces to 

2 2 2 2 1 1 1 1A u u A u u F . (3.22)

Fig. 3.3. Momentum equation: forces acting on a control volume 
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At the entrance u n u , since n  and u  point in opposite directions. Note that 
the momentum equation is a vector equation and consists of one equation for each 
coordinate direction. If only external forces caused by static pressure and the wall 
are considered, Fig. 3.3, Eq. 3.22 reads 

2
1 1 1 1 1

2
2 2 2 2 2

wall ,x

wall ,y

x direction :    A u F p A

y direction :    A u = F p A  . (3.23)

3.1.2.3 Conservation of Energy 

Many problems involving fluid motion such as compressible and non-isothermal 
flows require the use of the energy equation. The energy equation for a system 
reads 

tDE
Q W

Dt
, (3.24)

where dQ/dt is the amount of heat per unit time and dW/dt is the work per unit 
time transferred to the system. Et is the total energy consisting of internal energy 

eV (V: volume of the system, e: internal energy per unit mass), kinetic energy 
V u2/2, and potential energy -V g x  ( x : position of system at time t, g : vector 
of gravitational acceleration). In terms of a control volume, Eq. 3.24 becomes  

t t
cv cs

e dV e u ndA Q W
t (3.25)

by applying Eq. 3.15, where Nsys = Et,  = et , and 

2 2

2 2
t

t
uE u

e e g x e g x
m

. (3.26)

The work-rate term includes the work on the boundaries due to pressure and tan-
gential stresses plus the work added by source terms (e.g. shaft work) minus the 
reduction due to energy dissipation. The heat-rate term includes the rate-of-energy 
transfer across the control face due to a temperature difference and the energy 
production or reduction inside the control volume due to energy sources or sinks 
such as chemical reactions and radiation. 

An important special case of the energy equation occurs in one-dimensional 
steady flow, see Fig. 3.4. The shear work done at the boundary is zero because the 
velocity is either zero or normal to the shear force. The work done by pressure, 

p
cs

W p u ndA , (3.27)

is only performed at the inflow and outflow boundaries where the flow velocity is 
not zero. If dissipation and chemical reactions are neglected, Eq. 3.25 reads 
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Fig. 3.4. One-dimensional pipe flow with heat and work 

2

2
in out

s
A A

p u
Q W e gz  u ndA . (3.28)

Since the flow is one-dimensional, p, , u, and e are uniform over A1 and A2. Fur-
ther on, the velocity is also normal to all surfaces where fluid crosses, resulting in 

2 2
2 2 1 1

2 2 2 2 2 1 1 1 1 1
2 12 2s

p u p u
Q W e gz u A e gz u A . (3.29)

Using the continuity equation u A  = u A  = m  for one-dimensional steady 
flow, we obtain 

2 2
2 2 1 1

2 2 1 1
2 12 2

sW p u p uQ e gz e gz
m m

. (3.30)

Introducing the enthalpy h = e + p/  yields 

2 2
2 1

2 2 1 12 2
sW u uQ h gz h gz

m m
. (3.31)

If the energy transfer caused by the left hand side of Eq. 3.30 is zero and the in-
ternal energy of the fluid does not change (isothermal flow), the energy equation 
becomes equal to the Bernoulli equation (Sect. 3.1.3.2): 

2 2
2 2 1 1

2 1
2 12 2

p u p u
gz gz . (3.32)

3.1.3 Conservation Equations for Multi-Dimensional Flows 

In order to describe three-dimensional compressible and non-isothermal flows, the 
differential conservation equations of mass (one equation), momentum (three 
equations), and energy (one equation) are used to calculate the three unknown ve-
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locity components u1, u2, u3 as well as the two thermodynamic variables pressure p
and temperature T. The remaining thermodynamic variables and transport proper-
ties density , enthalpy h (or internal energy e), dynamic viscosity µ, and heat 
conductivity , which appear in the final forms of the conservation equations, are 
given by the state relations  =  (p, T), h = h (p, T), µ = µ (p, T) and  =  (p, T),
which must be known in order to complete the system of equations. In the follow-
ing, the differential conservation equations will be derived. 

3.1.3.1 Conservation of Mass 

The continuity equation in differential form can be derived from a mass balance at 
an infinitesimal volume element dV = dx1dx2dx3, as shown in Fig. 3.5. Due to the 
Eulerian approach, the coordinate system as well as the control volume are fixed 
in space. Thus, the volume element is solely a control volume that is passed by the 
flow without resistance, and that is used only in order to quantify the amount of 
mass inside the volume at a given time t. The mass will increase if the inflow ex-
ceeds the outflow and will decrease in the opposite case. In both cases, the mass 
density inside the control volume will change. The total mass balance yields 

1 2 31 2 3 x x xdx dx dx dm dm dm
t

. (3.33)

The mass balance in the x1-direction gives 

1 1 1 1 1 11 1 1
2 3 1 2 3 1x x x x x dxx x dx

dm m m dx dx u dx dx u . (3.34)

Using a Taylor series for the second term on the right hand side, 

1 1 1 1
1 1 1 1

1
x dx x xu u u dx

x
, (3.35)

the mass balance in the x1-direction finally reads  

1 1
2 3 1 1

1
x xdm dx dx u dx

x
. (3.36)

The other coordinate directions are treated accordingly. Because the mass bal-
ances hold true for any position (x1, x2, x3) of the control volume inside the three-
dimensional flow field, the indices are omitted in the following. Using the mass 
balances in Eq. 3.33 and eliminating the constant volume dx1dx2dx3 finally yields 
the general form of the continuity equation 

1 2 3
1 2 3

0u u u
t x x x

, (3.37)

which can also be written as 
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Fig. 3.5. Mass fluxes entering and exiting the control volume 

div 0u
t

, (3.38)

or as  

0i
i

u
t x

, (3.39)

if the Einstein notation is used. If the product rule is applied to the second term in 
Eq. 3.39, the continuity equation can be transformed into 

0i

i

uD
Dt x

, (3.40)

where D /Dt is the substantial derivate of .
If the fluid density is constant (incompressible flow), the continuity equation 

reduces to 

div 0i

i

u
u u

x
. (3.41)

3.1.3.2 Conservation of Momentum 

The momentum conservation equations can be derived in a manner similar to the 
mass conservation equation. Fig. 3.6 shows the corresponding infinitesimal con-
trol volume, which is again fixed in space and passed by the flow without resis-
tance. The momentum equation is based on the principle that the temporal change  

1 2 3
M u dx dx dx
t t

(3.42)
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Fig. 3.6. Momentum fluxes entering and exiting the control volume  

Fig. 3.7. Normal and shear stresses 

of the momentum of the fluid inside the control volume at time t equals the sum of 
all momentum fluxes entering the volume (due to mass entering the volume) mi-
nus the sum of all momentum fluxes exiting the control volume, plus the sum of 
all external forces, which are forces due to static pressure, friction inside the fluid, 
and gravitation (body forces).  

First of all, the momentum fluxes due to mass transport shall be derived. As an 
example, Fig 3.6 shows the momentum fluxes entering and leaving the control 
volume through the two faces that are perpendicular to the x1-axis. Because the 
mass flows through both of these faces have velocity components in all three co-
ordinate directions, momentum also having components in all three directions is 
transported. This becomes obvious regarding the mass flow entering the control 
volume through the left face: due to the velocity components u1, u2, and u3, the 
mass flow transports momentum u1, u2, and u3, which enters the control vol-
ume with an effective velocity (perpendicular to the surface) u1. For this reason, 
the momentum fluxes at the left face in Figure 3.6 are dx2dx3 u1u1, dx2dx3 u2u1,
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and dx2dx3 u3u1. The momentum fluxes through the remaining five faces are 
treated accordingly.

Next, the normal and shear stresses, as shown in Fig. 3.7, have to be consid-
ered. The meaning of the indices of the tensions is as follows: the first index 
characterizes the face of the control volume. For example, if the unit vector, which 
is normal to the surface, is in x1-direction, the first index is x1. The second index 
indicates the direction of the force caused by the tension. The force due to static 
pressure p is always directed into the control volume. 

Finally, the body force   = (f1, f2, f3) must be considered. This is usually the 
gravitational force, whose components are f1 = 0, f2 = 0, f3 = - g, see Fig. 3.7. 

In contrast to the continuity equation, the momentum is not a scalar but a vec-
tor. For this reason, one resulting equation for each of the Cartesian dimensions x1,
x2, and x3 has to be written. For the x1-dimension, the equation reads 

1 1
1 1 2 3 1 1 1 1 1 2 3

1

1 2
1 2 1 2 2 1 3

2

1 3
1 3 1 3 3

3

u u
u dx dx dx u u u u dx dx dx

t x

u u
                              u u u u dx dx dx

x

u u
                              u u u u dx dx

x

1 1

1 1 1 1

2 1

2 1 2 1

3

3 1 3 1

1 2

1 2 3
1

2 1 3
2

x x
x x x x

x x
x x x x

x
x x x x

dx

                              dx dx dx
x

                              dx dx dx
x

                              1

1

1 1

3 1 2
3

1 2 3 1 2 3 1
1

x

x
x x

dx dx dx
x

p
                              p p dx dx dx dx dx dx f .

x (3.43)

The static pressure p has the same value in all three coordinate directions, and the 
indices can be omitted. Eq. 3.43 can be simplified: 

3 11 1 2 1

1 31 1 1 1 2

1 2 3

1
1 1 2 3

x xx x x x

u uu u u u u
t x x x

p  + f .
x x x x (3.44)

Applying the product rule to the left hand side of Eq. 3.44 yields: 

f
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1 31 1 1 1 2 1
1

1 2 3

31 2 31 1
1 1 1 2 1 3

1 1 2 2 3 3

1 1 1 1
1 2 3

1 2 3

31 2
1

1 2 3

u uu u u u u u
u

t x x x t t

uu u uu u
u u u u u u

x x x x x x

u u u u
u u u

t x x x

uu u
u .

t x x x (3.45)

The last term of Eq. 3.45 contains the left hand side of the continuity equation and 
is equal to zero. Hence, Eq. 3.44 can be rewritten: 

3 11 1 2 1

1 1 1 1 1
1 2 3

1 2 3

1
1 1 2 3

x xx x x x

Du u u u u
u u u

Dt t x x x

p  + f .
x x x x (3.46)

The corresponding equations for the x2- and the x3-directions are 

3 21 2 2 22
2

2 1 2 3

x xx x x xDu p f
Dt x x x x

, (3.47)

1 3 2 3 3 33
3

3 1 2 3

x x x x x xDu p f
Dt x x x x

. (3.48)

A much shorter way of writing these three ( j = 1, 2, 3) momentum equations is 
achieved using the Einstein notation: 

j j j ij
i j

i j i

Du u u pu f
Dt t x x x

. (3.49)

The second term on the right hand side includes the components of the stress ten-
sor 

1 1 2 1 3 1

1 2 2 2 3 2

1 3 2 3 3 3

x x x x x x

x x x x x x

x x x x x x

T , (3.50)

which accounts for momentum transfer due to friction. For Newtonian fluids (µ
f( )), the well-known linear relation between shear stress and velocity gradient for 
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one-dimensional flow has been extended for use in three-dimensional flows 
(Stokes’ hypothesis (1845), e.g. [13, 12, 20]): 

2
3

ji i
ij ij

j i i

uu u
µ µ

x x x
. (3.51)

The stress tensor is symmetric, which means that ij = ji. In Eq. 3.51, ij is the 
Kronecker symbol ( ij = 1 if i = j and ij = 0 otherwise). For non-Newtonian fluids, 
the relation between stress tensor and velocity is usually much more complex and 
has to be defined by a set of partial differential equations. This subject is just at 
the beginning of being explored. However, most of the fluids of interest can be 
treated as Newtonian fluids. 

The so-called Navier-Stokes equations are the complete equations of motion for 
a viscous Newtonian fluid. Using Eq. 3.51 in Eq. 3.49 finally yields 

2
3

j ji i
ij j

j i j i i

Du uu up µ f   .
Dt x x x x x

(3.52)

As an example, the first of the three Navier-Stokes equations (x1-direction) reads: 

1 1 1 1 1
1 2 3

1 2 3

31 1 1 2

1 1 1 1 1 2 3

32 1 1
1

2 1 2 3 1 3

2
3

Du u u u u
u u u

Dt t x x x

uu u u up µ
x x x x x x x

uu u u
µ µ f .

x x x x x x (3.53)

For incompressible flows, the first and the last term inside the brackets on the 
right hand side of Eq. 3.52 cancel out (Eq. 3.41), such that Eq. 3.52 becomes 

2

2
j j

j
j i

Du up µ f
Dt x x

. (3.54)

In a coordinate-free vector form, Eq. 3.54 reads 

2Du u u u p µ u f
Dt t

. (3.55)

In frictionless flows, there are no shear stresses, and the second term on the 
right hand side of Eq. 3.52 vanishes completely. This form of the momentum 
equation is the so-called Euler equation. If the flow is also steady, a special form 
of the momentum equation, the Bernoulli equation, can be derived by integrating 
between two points along a streamline (coordinate: s)
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22 2 22 2
2 1

2 1
1 1 1

2 1
2

u / u uu pu ds ds ds g z z
s s s

, (3.56)

where z is the elevation above an arbitrary datum. For incompressible flow, the 
Bernoulli equation reads: 

2 2
2 1 2 1

2 1 0
2

u u p p
g z z . (3.57) 

3.1.3.3 Conservation of Energy 

In order to derive the energy equation, the temporal change of the energy con-
tained in an infinitesimal volume element is regarded, Fig. 3.8. The total energy, 

2

1 2 32t
u

E e dx dx dx , (3.58)

consists of the internal energy e [J/kg] and the kinetic energy. The velocity term in 
Eq. 3.58 can also be expressed as u 2 = u · u  = u1

2 + u2
2 + u3

2. The change of en-
ergy inside the control volume is equal to the sum of energy fluxes dEm/dt entering 
and exiting the control volume due to mass entering or exiting, plus the sum of the 
energy fluxes dQ/dt due to heat conduction, plus the sum of the work per unit time 
done by pressure (dWp /dt), viscous forces (dW /dt), and body forces (dWg /dt),
plus energy supply dWs /dt due to shaft work, radiation, or chemical processes in-
side the volume (e.g. combustion). Hence, the energy equation reads 

Fig. 3.8. Convective energy fluxes through a control volume 
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2

1 2 32 m p g s
u

e dx dx dx E Q W W W W
t

. (3.59)

Remember that energy is not a vector, but a scalar. Hence, there is only one equa-
tion, as in the case of the continuity equation.  

First, the energy flux due to mass flow will be derived. Fig. 3.8 shows the en-
ergy fluxes entering and exiting the control volume. In the x1-direction, the result-
ing energy flux entering the volume is 
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1 1 1
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1 2 3

2 2

1 1 1 2 3
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m,x m,x m,xx x dx
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E E E e u dx dx

u u
        e u e u dx dx dx

x

u
        e u  dx dx dx  .

x
(3.60)

The energy fluxes in the two other coordinate directions are derived accordingly. 
The resulting energy flux entering the volume due to mass flow is 

2 2

1 2
1 2

2 2

3 1 2 3 1 2 3
3

2 2

2 2

m
u u

E e u e u
x x

u u
e u dx dx dx =- e u dx dx dx .

x
(3.61)

Next, the energy fluxes due to heat conduction must be derived. Assuming that 
the heat transfer to the element is given by Fourier’s law, 

j
j

T
q T ,    or    q

x
, (3.62)

where q  is in [W/m2], the heat flux in the x1-direction is 

1 1 2 3
1 1 1 1

x
T T T

Q dx dx dx
x x x x

, (3.63)

and the resulting heat flux due to heat conduction can be expressed as 
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1 1 2 2 3 3
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T T TQ dx dx dx
x x x x x x

   qdx dx dx T dx dx dx   .

(3.64)

Next, the relations for the work done by pressure as well as normal and shear 
stresses are discussed. At each face of the control volume, two shear stresses, one 
normal stress and the static pressure, have to be accounted for, see Fig. 3.7. At 
first, only the two opposing faces normal to the x1-axis shall be regarded. The rate 
of work done to the element per unit time due to static pressure is 

1

1 1
1 1 1 2 3 1 2 3

1 1
p,x

pu pu
W pu pu dx dx dx dx dx dx

x x
, (3.65)

and the work done due to viscous forces is 
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(3.66)

In Eq. 3.66, the work per unit time, which is the product of velocity and force, is 
given a positive sign if velocity (directed in positive coordinate direction) and 
force (directed by the corresponding normal or shear stress, Fig. 3.7) have the 
same direction, and a negative sign in the case of opposite directions.  

The expressions for the other two coordinate directions are derived accordingly. 
The resulting expressions for the work done per unit time by pressure and viscous 
forces are 

31 2
1 2 3 1 2 3

1 2 3
p

pupu pu
W dx dx dx pu dx dx dx

x x x
, (3.67)

and
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(3.68)

The change of energy due to the effect of body forces is  

1 2 3gW f u dx dx dx , (3.69)

where f g  in the case of gravitation.  
Using Eqs. 3.61, 3.64, 3.67, 3.68, and 3.69 in Eq. 3.59 and applying the product 

rule results in 
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Because of the continuity equation, the first term in Eq. 3.70 is zero. The use of 

j
ij

i

u
u T u T

x
(3.71)

and

pu p u u p (3.72)

results in: 

2

1 2 3

2

j s
ij

i

uDe D T p u u p
Dt Dt

u Q
                                 u T f u   .

x dx dx dx (3.73)

This equation is further modified by using the momentum equation. Multiplication 
of Eq. 3.49 with the velocity vector yields the second term on the left hand side of 
Eq. 3.73, 
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2
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uDu Du u p u T u f

Dt Dt
, (3.74)

and Eq. 3.73 now reads 

1 2 3

j s
ij

i

u QDe T p u
Dt x dx dx dx

, (3.75)

which is a widely used form of the first law of thermodynamics for fluid motion, 
the so-called thermal energy equation. In the case of a Newtonian fluid, the com-
ponents of the stress tensor can be expressed by Eq. 3.51. This finally yields 

1 2 3

sQDe T p u µ
Dt dx dx dx

, (3.76)

where
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    +
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is the dissipation function. 
Eq. 3.76 may be rearranged in order to get an expression based on the enthalpy 

h. The continuity equation (Eq. 3.40) can be rewritten to give 

p D D p Dpp u
Dt Dt Dt

. (3.78)

Combining Eqs. 3.78 and 3.76 and neglecting the source term sQ yields 

D p Dh Dpe T µ
Dt Dt Dt

. (3.79)

The dissipation term can usually be neglected. This term becomes important for 
high Mach number flows (e.g. reentry of a spacecraft into the earth’s atmosphere). 
Assuming that the thermal conductivity and the specific heat capacity are con-
stants and neglecting the usually small effect of the pressure term on temperature 
results in the following often used form of the thermal energy equation: 
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2p p i
i i

DT T T Tc c u
Dt t x x

. (3.80)
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3.1.4 Turbulent Flows 

3.1.4.1 RANS Equations 

The Navier-Stokes equations can be solved directly without averaging or using 
turbulence models if the grid spacing is fine enough to resolve the smallest eddies 
in a flow field. This approach is called direct numerical simulation (DNS). The 
size of the smallest eddies is proportional to the Kolmogorov length scale, which 
decreases with increasing Reynolds numbers. For a cylinder volume of 1.0 liters at 
least 1012 grid points are needed due to the highly turbulent flow, where the small-
est eddies are in the range of 0.01 mm. The requirements for the application of 
DNS to in-cylinder processes, concerning computer speed and memory, exceed 
the power of today’s processors by far. Up to now, DNS simulations have not 
been suitable for solving engineering problems and are limited to basic research 
applications with low Reynolds numbers and small geometric domains.  

The large eddy simulation (LES) distinguishes between large and small eddies. 
Only the large eddies, which contain most of the energy and thus are much more 
important concerning the transport of the conserved quantities than the small ones, 
are resolved by the grid. The effect of the small eddies is described by sub-models. 
The separation of small and large eddies is obtained by filtering the flow field us-
ing an appropriate threshold value of the eddy size. Because the small eddies are 
described by so-called subgrid-scale Reynolds stress models, the Navier–Stokes 
equations are expressed in terms of averaged quantities, similar to the RANS 
equations described in the following. The numerical algorithms are usually spe-
cially adapted to the individual problem and the geometry. Although the large 
eddy simulation consumes less time and computational power than DNS, it is still 
not suitable for engineering applications. A more detailed description of DNS and 
LES is given in [6] for example. 

Today, the computation of technical flow fields is performed using the so-
called Reynolds averaged Navier-Stokes equations (RANS equations) in combina-
tion with an appropriate turbulence model. Following the basic approach of Rey-
nolds (1895), the instantaneous values of the turbulent flow quantities are split 
into a mean and a fluctuating component (Reynolds decomposition): 

i i iu u u , , T T T . (3.81)

The overbar denotes the time-average, and the superscript (´) denotes the superim-
posed fluctuation, see Fig. 3.9. The time-average of a flow quantity, e.g. a velocity 
component, is 

1 t t

i i
t

u u x,t dt
t

. (3.82)

The time interval t must be large compared to the relevant period of the fluctua-
tions, but small enough to map the time dependence of an unsteady mean flow. 
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Fig. 3.9. Unsteady turbulent flow 

The RANS equations are obtained by substituting the Reynolds decomposition 
terms into the instantaneous conservation equations, and then by averaging the en-
tire equations over time. Now the turbulent flow is described by the conservation 
equations in terms of time average quantities. Due to the time-averaging, the in-
formation about the turbulent fluctuating quantities is lost. This effect is shown in 
additional terms in the momentum and energy equations, the Reynolds stresses, 
and the turbulent heat flux, which have to be described by a turbulence model in 
order to close the system of equations again. 

In general, thermodynamic properties like , cp, and  can also fluctuate due to 
the fluctuation of pressure and temperature, but these fluctuations are usually 
small, and they are neglected for the treatment of turbulence in this book. Special 
attention must be given to the density fluctuations. Neglecting the density fluctua-
tions does not mean that the density is constant. It simply expresses the fact that 
the effect of turbulent density variations is not included; the mean density varia-
tions however may be large. Should fluctuations in density be considered, the ap-
propriate equations can be derived either by simple time-averaging (Reynolds av-
eraging, Eq. 3.81), or by a mass-weighted time-averaging procedure (Favre- 
averaging). Both kinds of averaging are in use today and will be described in the 
following. 

Substituting the Reynolds decomposition terms into the instantaneous continu-
ity equation (here only shown for two-dimensional flow) and averaging over time 
(denoted by a long overbar) yields 

1 1 2 2
1 2

0u u u u
t x x

. (3.83)

By applying the following rules of averaging (e.g. [20, 11]), 

0f , f f , f  g f  g , 0f  g , f  g f g ,

f  g f  g f  g ,
f f
s s

, (3.84)

where f and g are two turbulent flow quantities, the continuity equation for a com-
pressible flow becomes 
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1 2 1 2

0u u u u
t x x x x

. (3.85)

Compared to the original continuity equation, there are additional terms express-
ing the fact that the mean flow quantities alone no longer express the mass conser-
vation principle. For incompressible (constant density) flow, the fluctuation terms 
disappear, and the continuity equation reduces to 

0i

i

u
x

. (3.86)

The momentum and energy equations are treated accordingly. Replacing the in-
stantaneous values by the Reynolds decompositions, averaging over time, separat-
ing components, and dropping all terms that contain only one fluctuating quantity 
(these terms are zero), the x1-momentum equation for a compressible flow in the 
absence of external forces becomes (here only shown for two-dimensional flow) 

1 1 2 1
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p  + .
x x x (3.87)

The fluctuating parts of the viscous stress tensor disappear entirely upon time-
averaging. The x2- and x3- momentum equations as well as the energy equation 
may be treated in the same manner. Compared to the original equations, there are 
again a lot of extra terms due to additional turbulent momentum and heat transfer, 
complicating the system of conservation equations.  

In the case of incompressible flow however, the resulting momentum and en-
ergy conservation equations reduce to 

j j
i ij i j

i j i

u u pu u u
t x x x

, (3.88)

p i i p i
i i

T Tc u q c u T
t x x

, (3.89)

where j = 1, 2, 3 indicates that there are three momentum equations, each for one 
coordinate direction. These equations are very similar to the original set of con-
servation equations. However, two additional terms have been added as a result of 
the averaging process. In the momentum equation, this is the so-called turbulent 
stress tensor, 
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ij ,t i ju u (3.90)

(with the minus sign dropped it is called Reynolds stress tensor), and in the energy 
equation there is the turbulent heat flux, 

i ,t p iq c u T . (3.91)

The Reynolds stress term is not a stress but an inertia effect due to additional 
momentum exchange caused by turbulence and is only referred to as a stress be-
cause of the way it appears in the equations. The same holds true for the turbulent 
heat flux: this term represents the increase of heat transfer due to the presence of 
turbulent eddies.  

Altogether, is has been shown that, except for the turbulent stresses and the tur-
bulent heat flux, the RANS equations for incompressible flow have the same form 
as the original conservation equations. In the case of fully compressible flow how-
ever, the equations are much more complicated. 

For this reason, the conservation equations for compressible turbulent flows are 
often obtained by a mass-weighted time-averaging procedure according to A. 
Favre (1965) (e.g. Cebeci and Smith [4] and Oertel [16]). Favre-averaging results 
in conservation equations which are very similar to the original ones, and which 
contain only few additional terms due to the effect of turbulence.  

Favre-averaging of a flow quantity, e.g. the velocity component ui, is obtained 
by dividing the time-averaged product of density and velocity, 

1 t t

i i
t

pu pu dt
t

, (3.92)

by the time-averaged density: 

i
i

u
u . (3.93) 

The instantaneous flow quantities are again split into a mean value, denoted by (~),
and a fluctuating value, denoted by (´´). This is done for all flow quantities except 
for static pressure and the density, which are only time-averaged: 

, p p p , i i iu u u , T T T . (3.94) 

In contrast to the fluctuation components of the simple Reynolds decompositions  
(   ), the time average of the Favre-averaged fluctuation components (  ) is not 
zero. Instead 0iu , which can be shown by the following calculation: 

i i i i i i
i

u u u u u u
u . (3.95) 

Because i iu u /  by definition, the last term in Eq. 3.95 is zero.  

iu iu
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Using the following rules of averaging, 

f g f g , 0f ,
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, (3.96)

the conservation equations can be derived. The continuity equation becomes 
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                               .

t x (3.97)

The general form of this equation is identical to that of the original continuity 
equation. The Navier-Stokes equations and the energy equation are treated accord-
ingly (e.g. [16]). Again, the general form of the resulting equations is identical to 
the original form, except for an additional turbulent stress term in the momentum 
equations and an additional turbulent heat flux in the energy equation: 
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(3.99)

The components of the stress tensor in Eq. 3.98 are obtained by using the Favre-
averaged decomposition terms in Eq. 3.51, but in contrast to simple time-
averaging the fluctuation terms do not disappear: 
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j ji i i i
ij ij ij

j i i j i i

u uu u u u
µ µ µ µ

x x x x x x
. (3.100)

The heat flux in Eq. 3.99 is 

i
i i

T T
q

x x
. (3.101)
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For incompressible flows the mass-weighted time-average is equal to the sim-
ple time-average, and the Favre-averaged conservation equations are equal to the 
time-averaged ones, Eqs. 3.86, 3.88, 3.89. 

Due to the presence of the Reynolds stresses and the turbulent heat flux, the 
conservation equations are not closed: they contain more variables than equations. 
Because it is impossible to derive a closed set of exact equations, the equations 
have to be closed by turbulence models. The following considerations are pre-
sented for incompressible flows, but they can also be applied to compressible 
flows with density fluctuations (e.g. [17]). The traditional modeling assumption, 
following J. Boussinesq (1877), is that the effect of turbulence in the momentum 
equation can be represented as increased viscosity. Hence, it is assumed that the 
Reynolds stress tensor can be expressed in analogy to the viscous stress tensor ij,
leading to the so-called eddy viscosity model, 

2
3

ji
ij ,t i j t ij

j i

uu
u u µ k

x x
, (3.102)

where ij = 1 if i = j and ij = 0 otherwise. 

1 1 2 2 3 3
1 1
2 2i ik u u u u u u u u (3.103)

is the turbulent kinetic energy, and µt is the turbulent viscosity (eddy viscosity), 
which is referred to as viscosity, but is not a fluid property and is caused by turbu-
lence. As shown in Eq. 3.103, the sum of the normal turbulent stresses must be 
equal to 2k. The last term in Eq. 3.102 is added in order to guarantee that this 
holds true for i = j (due to the continuity equation the first term on the right hand 
side of Eq. 3.102 then becomes zero). Because normal stresses behave like a pres-
sure, the static pressure in the RANS equations simply has to be substituted by p + 
(2/3)k.

The turbulent heat flux is modeled in the same manner, 

i ,t t p t
i i

T T
q c a

x x
, (3.104)

where at = t /( cp) is the turbulent thermal diffusivity and t is referred to as tur-
bulent eddy conductivity, although it is not a fluid property. In analogy to laminar 
flows, the ratio of eddy viscosity to eddy conductivity, Prt = t /at = µtcp / t, is 
called the turbulent Prandtl number. Since the turbulent flux terms in the momen-
tum and the energy equation are caused by the same mechanism of time-averaged 
convection, it follows that their ratio, Prt, ought to be of order one, which is the 
Reynolds analogy for turbulent flows. The turbulent Prandtl number is commonly 
assumed to have a constant value of Prt = 0.9 or Prt = 1.0. Now t in Eq. 3.104 can 
be calculated from Prt = µtcp / t, and the problem of closing the RANS equations is 
reduced to the approximation of the turbulent viscosity by an appropriate turbu-
lence model. 
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3.1.4.2 Turbulence Modeling 

The task of a turbulence model is to provide a relation for the turbulent eddy vis-
cosity of a flow field in order to close the RANS equations. In the RANS equa-
tions, all unsteadiness of the flow field is averaged out, treated as part of turbu-
lence, and included in the turbulent stresses and fluxes. However, due to the 
complexity of turbulence, it has not been possible up to now to develop a single 
universal model capable of predicting the turbulent behavior of the Navier-Stokes 
equations for all kinds of turbulent flow fields. Hence, the models can only be re-
garded as approximations and not as universal laws. 

According to the number of partial differential equations necessary for their de-
scription, turbulence models are classified as zero-equation models (algebraic 
models) and one- and two-equation models.  

Prandtl Mixing-Length Model 

The Prandtl mixing-length theory (1925) is the simplest and the oldest of all turbu-
lence closure models. The mixing length l is the distance a turbulent eddy can 
travel in a turbulent flow field until it has completely mixed with its surroundings 
and lost its identity due to the dissipation of its energy. In order to estimate the 
mixing length, a liquid element with mean velocity 1(x2) in the main flow direc-
tion at the position x2 is regarded, Fig. 3.10. Due to the turbulent fluctuating veloc-
ity component u'2, this element may be transported to some position (x2 + l1) or (x2

– l1) below or above the original one. At these new positions, the velocity 1(x2) of 
the element differs from the mean velocity 1 (x2 l1) = 1 (x2) l1d 1/dx2 of the 
surroundings by the term 

1
1 1 1

2

du
u u  l

dx
, (3.105)

which is regarded as fluctuation velocity. Hence, the fluctuation velocity is ex-
pressed using the time-averaged velocity again. Due to mass conservation, the 
fluctuation velocities normal to the mean flow direction must be of the same or-
der: 
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. (3.106)

According to Fig. 3.10, where d 1/dx2 > 0, the product u'1u'2 of both velocity fluc-
tuations is always negative. If d 1/dx2 < 0, u'1u'2 > 0. Thus, the signs of both ex-
pressions are always different, and the expression for the turbulent stress becomes 
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, (3.107)
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Fig. 3.10. Prandtl mixing-length model 

where l2 = l1l2 , and

2 1

2
t

du
µ l

dx
(3.108)

is the eddy viscosity. The mixing length l must be determined experimentally. It 
depends mainly on the distance from a wall. For simple flows, the mixing length 
model has been shown to produce satisfying results, but this no longer holds true 
in the case of fully three-dimensional flows. In three-dimensional flows, more de-
tailed models like the two-equation k-e model are used, which introduces two ad-
ditional differential equations for the description of turbulence. 

k-  Model 

The two-equation k-  model has been published by Launder and Spalding in 1974 
[14] and is still the standard turbulence model today. The turbulent viscosity µt has 
the same dimension as the molecular one: it is the product of velocity and length. 
Following the approach of Kolmogorov and Prandtl, µt can be expressed as 

tµ C l q , (3.109)

where Cµ is a model constant, and l and q are characteristic length scales and ve-
locities. In the simple mixing length model Cµ·q = l·d 1/dx2 is used, and l is a pre-
scribed function of the distance from a wall. In the model of Launder and Spal-
ding, the characteristic velocity q is taken to be the square root of the turbulent 
kinetic energy, which is defined by Eq. 3.103. The choice of an expression de-
scribing the length scale is much more complicated. The most popular model is 
based on the fact that in flows where the production of turbulent kinetic energy 
equals its dissipation, the dissipation rate  , the length scale l, and the turbulent 
kinetic energy k can be related by 

3 2/k
l

. (3.110)
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In turbulent flows, turbulent kinetic energy is only dissipated in the smallest 
eddies, while only the large eddies are able to convert the kinetic energy of the 
main flow into turbulent kinetic energy (production). According to the energy cas-
cade model, the turbulent kinetic energy is transferred from the large-scale eddies 
to the smaller ones, until it is finally dissipated in the smallest eddies (characteris-
tic size associated with l), which loose their identity due to mixing on a molecular 
level with their surroundings. The dissipation rate of k can be approximated as fol-
lows.  

The drag of an eddy of size l is proportional to 2 2l u , where 2u is the square of 
its resulting velocity relative to the surrounding, and l2 is proportional to its cross-
sectional area. The energy dissipated per unit time is proportional to 2 3l u . Hence, 
the dissipation rate , which is the amount of turbulent kinetic energy that is dissi-
pated per unit time and volume ( l3), is 

2 3

3
l u

l
~

3 2/k
C

l
, (3.111)

where 2u k . In Eq. 3.110, the constant C is neglected, because it can be com-
bined with other constants in the complete model.  

Using Eq. 3.110 in Eq. 3.109 gives 
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k
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The transport equations for k and  can be derived from the Navier-Stokes 
equations for the fluctuating quantities (e.g. [11]). However, there are new un-
known terms in the resulting equations, which have to be modeled. Finally, the 
following equations for the description of the turbulent kinetic energy and its dis-
sipation rate are obtained:  
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The constants Cµ, Ck, C , C1, and C2 are not universal and have to be adjusted to a 
specific problem. A set of values recommended by Jones and Launder [9] after 
examination of a large amount of experimental data is  

0 09C . , 1 0kC . , 1 3C . , 1 1 44C . , 2 1 92C . . (3.115)

In the case of compressible flow and interaction of the gas phase with sprays, ad-
ditional terms appear in the equations. They are given in [2], for example. 
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Further Turbulence Models 

The standard k-  model is based on the assumption that the eddy viscosity is iso-
tropic and thus the same for all Reynolds stresses, Eq. 3.102. Especially in fully 
three-dimensional flows, the assumption of isotropic turbulence results in signifi-
cant drawbacks in the eddy viscosity model. Furthermore, the constants in the         
k- model are not universal. For these reasons, advanced turbulence models have 
been developed.  

A modified k-  model, the so-called RNG k-  model, has been derived using 
the ideas from renormalization group (RNG) theory by Yakhot and Orszag [22, 
23]. The basic idea of this approach is that the smallest scales of turbulence are 
systematically removed, and the remaining scales are resolved numerically. In the 
limit of all scales being removed, the RNG k-  model is obtained. An important 
feature of the model is that the model constants are obtained explicitly in the deri-
vation. Further on, the original k-equation is not modified, but the -equation is 
modified with the inclusion of an additional term, which changes dynamically 
with the rate of strain of turbulence. This results in a more detailed description of 
flows with rapid distortion and anisotropic large-scale eddies. The RNG k-  model 
has been successfully applied to spray modeling [7, 1]. In general, the RNG k-
model results in greater mixing in the jets relative to the standard model.  

The most complex of the advanced turbulence models today are the so-called 
Reynolds stress models. Here, partial differential equations for each of the com-
ponents of the Reynolds stress tensor are derived from the Navier-Stokes equa-
tions. These equations are quite complicated and contain new terms of the       
form           and      , which have to be modeled again. The interested reader may 
refer to refs. [8] and [10] for more details. Altogether, the Reynolds stress models 
add at least six new partial differential equations to the Reynolds averaged conser-
vation equations, which have to be solved. Today, research is still in progress, and 
lots of different approaches and modifications are being proposed. Although the 
Reynolds stress models have a larger potential to represent the three-dimensional 
anisotropic nature of turbulence than the standard two-equation models, their ap-
plication to engineering problems has not always produced superior results. How-
ever, errors originated by the numerical solution of the complex system of equa-
tions are often larger than the improvement by the model. For these reasons, the k-
 model is still the standard turbulence model for CFD simulations of in-cylinder 

processes. 

3.1.4.3 Velocity and Temperature Distribution in Boundary Layers 

In order to solve the basic flow equations numerically, the boundary conditions at 
the wall must be taken into account. The shear stress and heat flux boundary con-
ditions can be calculated if the velocity and temperature profiles in the usually 
very thin boundary layers are known. An accurate calculation of the boundary 
conditions is necessary, because this directly affects the prediction of efficiency, 
pollutant formation, and thermal load of engine components. One possibility is to 
solve the equations accurately right up to the wall. Then, the standard k-  equa-

i i ku u u iu p
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tions have to be modified in order to extend the model all the way to the wall. 
However, due to the extremely thin boundary layers and the strong velocity and 
temperature gradients at the wall, it is impossible to resolve the velocity and tem-
perature profiles with the desired accuracy using standard grid spacing. Extremely 
fine grids with a sufficient resolution would considerably increase computational 
time and are usually not applicable in CFD calculations. Instead, it is possible to 
develop a semi-empirical solution of the velocity and temperature profiles in the 
boundary layer, so-called wall-functions, and to use these profiles as sub-models 
in CFD codes. In this case, the computed flow velocities and temperatures at the 
grid points closest to the wall are matched to the wall functions in order to get the 
correct velocities and temperatures in the boundary layer, which are then used to 
determine the shear stresses and heat fluxes. 

The boundary layer is divided into an inner and an outer region, Fig. 3.11. 
While the outer region strongly depends on the flow conditions outside the bound-
ary layer, the inner region, which has to be described by a sub-model in CFD 
codes, does not. The inner region is again divided into a so-called viscous wall 
layer directly at the wall and a so-called fully turbulent layer on top of the viscous 
sublayer. Both layers can be described by self-similar universal dimensionless ve-
locity and temperature profiles, which are then used as standard models in CFD 
codes (e.g. [11, 6]). 

The flow in a turbulent boundary layer is described by the turbulent boundary 
layer equations, which are directly derived from the Reynolds averaged conserva-
tion equations [3, 11]. Assuming a two-dimensional (u1 = u, u2 = v), steady, and 
incompressible flow over a flat plate with negligible pressure gradient parallel to 
the wall, the equations read 

0
u v
x y

, (3.116)

1u u
u v

x y y
, (3.117)

p
T T qc u v
x y y

, (3.118)

where

t t
u u u

µ u v µ µ
y y y

, (3.119)

p t p t
T T Tq c v T c a a
y y y

. (3.120)

In Eqs. 3.119 and 3.120, t  and at are the turbulent viscosity and turbulent thermal 
diffusivity.  
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Near the wall    = 0, and the term / x can also be neglected. Hence, the mo-
mentum equation simplifies to / y = 0. Integrating from y = 0 ( (y = 0) = w) to 
y results in   = w = constant. Further on, the heat flux to the wall is also constant, 
which can be easily shown by using    = 0 and neglecting            in the energy 
equation. Thus, the resulting shear stress, which is the sum of the molecular and 
the turbulent stresses, is constant near the wall: 

w t du / dy . (3.121)

In the viscous sublayer directly at the wall, turbulent velocity fluctuations are of 
minor importance, the flow is more or less laminar, and the molecular momentum 
transport is much greater than the turbulent one ( t << ). Thus, the resulting shear 
stress is  

w du / dy , (3.122)

and the integration yields 

wu y y . (3.123)

Using the so-called shear velocity 
0 5.

wu / gives 

u yu
u

. (3.124)

The left hand side of Eq. 3.124 is the dimensionless velocity u+ =  / u , while the 
right hand side is the dimensionless distance from the wall y+ = u  y /  . Hence, the 
universal velocity profile in the viscous sublayer is a linear relationship: 

u y . (3.125)

Experiments show that the linear distribution holds up to y+  5.0, which may be 
taken to be the limit of the viscous sublayer, Fig. 3.11. 

In the fully turbulent layer on top of the viscous layer, the turbulent momentum 
transport is predominant ( t >> ), and 

2
2

w turb
du du

l
dy dy

, (3.126)

if Prandtl’s mixing length model is utilized. Using l = y in Eq. 3.126 gives 

1 wdu
dy y

, (3.127)

which can be transformed into 

v

v T / x
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1du dy
u y

. (3.128)

The integration finally yields the universal velocity profile of the fully turbulent 
sublayer, 

1
lnu y C , (3.129)

where the Karman constant  and the constant C must be experimentally deter-
mined and are typically set to  = 0.4 and C = 5.5. 

The transition region between the linear and logarithmic velocity profiles  (5 < 
y+ < 30) with no specified velocity profile is called the buffer layer, Fig. 3.11. This 
region is usually neglected since it has turned out that the two-layer model is al-
ready a good approximation.  

Because the thermal boundary layer is very similar to a velocity boundary 
layer, the two-layer model can also be applied to Eq. 3.120 for a viscous and a tur-
bulent sublayer [11], 

w
t

p

q dT
a a

c dy
,

(3.130)

where a and at are the molecular and turbulent thermal diffusivities, and      = con-
stant. Using the dimensionless distance from the wall, y+ = u  y /  as well as the 
dimensionless boundary layer temperature, 

w

w p

T T u
T

q / c
, (3.131)

Fig. 3.11. Law of the wall: velocity profile in a turbulent boundary layer [12] 

wq
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results in 

11 tadT
Prdy

, (3.132)

where Pr = /a is the Prandtl number. Neglecting the term (at / ) in the viscous 
sublayer and integrating Eq. 3.132 finally yields 

T Pr y . (3.133)

Neglecting the term (1/Pr) in the fully turbulent layer gives 

1
t t

t

dT Pr Pr
dy y

, (3.134)

where Prt = t /at is the turbulent Prandtl number. Again, Prandtl’s mixing length 
model, t = 2y2 d /dy, or 

2 2t duy
dy

, (3.135)

is applied, where du+/dy+= ( y+)-1 is derived from Eq. 3.129. Integrating Eq. 3.135 
finally yields the universal temperature profile in the fully turbulent sublayer: 

ln ln t
visc visc

Pr
T y y Pr y . (3.136)

In Eq. 3.136, y+
visc  13.2 is the thickness of the viscous sublayer and thus the be-

ginning of the turbulent sublayer,   = 0.41, and Prt = 0.9 [11]. 
In order to calculate the heat flux to the wall from Eq. 3.131, the values of the 

dimensionless temperature T+ and the absolute temperature T at some known dis-
tant y+ from the wall must be given. T+ is known from Eqs. 3.133 and 3.136 for 
any position in the viscous and turbulent sublayers. T is the value corresponding 
to the first grid cell from the wall. However, the grid cells in CFD applications are 
often much greater than the boundary layer thickness, and in these cases y+ ex-
ceeds the range of applicability of the logarithmic velocity profile (approx. y+ <
200), which is a well-known source of uncertainty. One approach to eliminate 
these uncertainties is the use of adaptive meshes near the wall, where the grid 
spacing at the cylinder wall is dynamically adjusted to the required resolution dur-
ing the calculation (e.g. [15]), see also Chap. 5. 

3.1.5 Application to In-Cylinder Processes 

The conservation equations derived in the previous sections are valid for single-
component continua. However, in the case of in-cylinder processes, the gas phase 
consists of several components (e.g. nitrogen, oxygen, fuel vapor, combustion 
products). Hence, there is a multi-component gas mixture with changing composi-
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tion, and additional transport terms have to be added to the conservation equations 
that account for a change of species concentration due to mass diffusion and 
chemical reactions. 

In addition to this, the injection of liquid fuel into the gas phase results in the 
presence of a two-phase flow, either in the combustion chamber itself (direct in-
jection), or in the intake manifold. Due to aerodynamic drag, evaporation, heat ex-
change between liquid and gas etc., the fuel droplets (dispersed liquid phase) ex-
change momentum, mass, and energy with the gas phase. Hence, appropriate 
source terms have to be included in the conservation equations of the continuous 
gas phase as well. Details about the derivation of the additional source and trans-
port terms are given in [2] for example. 

Altogether, the conservation equations for mass, momentum, and energy for the 
gas phase have to be modified as follows. Because the gas phase consists of dif-
ferent species, there is no longer just one single mass conservation equation. The 
mass conservation for each species m becomes 

m i mm
m,spray m,comb

i i i

u /
D

t x x x
, (3.137)

where m is the species density. The first term on the right hand side accounts for 
species mass diffusion, the last two terms are due to spray and combustion. The 
total fluid density equation, 

i
spray

i

u
t x

, (3.138)

is obtained by summing Eq. 3.137 over all species m. The source term due to 
combustion does not appear in this equation, because chemical reactions do not 
change the total mass. 

In the momentum equations the change of the gas phase momentum due to the 
interaction with the spray is included by the source term fj,spray:

j j i ij
j j ,spray

i j i

u u u p f f
t x x x

. (3.139)

In the energy equation, 
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2
1 2 3
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spray combm
m

i imi

TuT
c

t x

Q Q/T D h ,
x x dx dx dxx

(3.140)

the second term on the right hand side is due to enthalpy transfer caused by mass 
diffusion of the different species, the third term includes dissipation of turbulent 
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kinetic energy, and the fourth term includes two source terms due to spray and 
combustion. 

The various sub-models used in CFD codes in order to determine the different 
source terms in the conservation equations of the gas phase and to calculate the 
mass, momentum, and energy exchange between the dispersed liquid and the con-
tinuous gas phase are discussed in Chap. 4. 

3.2 Description of the Disperse Phase 

3.2.1 Spray Equation 

The task of simulating the spray break-up consists in calculating for each time t
and at all positions                 the values of droplet radius r, droplet velocity   ,   
and droplet temperature T inside a spray consisting of millions of droplets. A sta-
tistical description of the spray can be given using the droplet probability distribu-
tion function (PDF) f ( x,u ,r,T ,t ) , which is defined in such a way that 

f ( x,u ,r,T ,t )dudrdT  (3.141) 

is the probable number of droplets per unit volume at time t and point x , the ve-
locities of which are in the range of du  around u , while the droplet radius is in 
the interval dr around r, and the droplet temperature is in the interval dT around T.
Thus, f is a function in a nine-dimensional space (three spatial and three velocity 
coordinates, one dimension for radius, temperature, and time). If further droplet 
properties like droplet deformation and deformation velocity are regarded, even 
more dimensions have to be considered. The time evolution of f can be described 
in differential form by a transport equation, the so-called spray equation, (Wil-
liams [21], Ramos [19]), 

x u source
f dT drfu fa f f f
t T dt r dt

, (3.142)

which was derived using phenomenological considerations. In Eq. 3.142, dr/dt and 
dT/dt are the rates of change of droplet size and temperature (vaporization and 
heating), and                 is the acceleration of the liquid drop (drop drag). The ef-
fect of additional processes that could alter the number of droplets, like break-up 
processes, collision etc., is represented by the source term on the right hand side. 
Further information about its modeling is given in Amsden et al. [2] for example. 
Because the individual terms of the spray equation are again described by func-
tions and differential equations, the spray equation becomes extremely complex 
and cannot be solved directly. The approach used today in order to obtain a satis-
fying approximation of the exact solution is the Stochastic-Parcel Technique, 
which is based in turn on the Monte-Carlo Method. 

x ( x,y,z ) u

a du dt
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3.2.2 Monte-Carlo Method 

The basic idea of the Monte-Carlo method is that it is possible to approximate an 
overall solution of a complex problem without knowing each of the numerous sub-
solutions (often an infinite number) contributing to the overall solution. As an ex-
ample, Fig. 3.12 shows the function F(x), whose value y at each position x is 
known, but which cannot be integrated. The complex problem is to determine the 
area below the curve. Using the Monte-Carlo Method, a fixed number of discrete 
points is regarded, whose positions inside the known area A = H·L are randomly 
distributed. The procedure is now to detect for each point whether it is above or 
below the curve. If for example 70% of the discrete points are below the curve, the 
solution of the complex problem is that the area below the curve in Fig. 3.12 
represents approximately 70% of A. Hence, using the Monte-Carlo-Method, the 
behavior of a few discrete points is taken to estimate the behavior of all points (in 
this example an infinite number) that would be necessary in order to get the exact 
solution. The more discrete points are used, the better the approximation. 

3.2.3 Stochastic-Parcel Method 

Applying the Monte-Carlo method to the calculation of sprays consisting of mil-
lions of droplets, only the behavior of a subset (discrete number) of all droplets is 
calculated in detail. It is assumed that the properties and behavior of all droplets in 
the spray can be approximately represented by these discrete droplets. Neverthe-
less, in order to have the correct fuel mass in the cylinder, the mass of all droplets 
must be regarded. This is why every representative droplet gets a number of fur-
ther droplets with identical size, temperature and velocity components etc., who 
have exactly the same behavior and properties like the representative one. These 
groups of equal droplets are called parcels. Thus, the spray is represented by a sto-
chastic system of a discrete number of parcels (Stochastic Parcel Method, Duko-
wicz [5]). 

Fig. 3.12. Basic idea of the Monte-Carlo Method 
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3.2.4 Eulerian-Lagrangian Description 

In order to calculate a spray penetrating into the gaseous atmosphere of the com-
bustion chamber, two phases, the dispersed liquid and the continuous gas phase, 
must be considered. The gas phase is described using the Navier-Stokes equations 
in conjunction with a turbulence model, usually the well-known k-  model. For 
each time t, this Eulerian formulation describes the behavior of the relevant flow 
parameters like velocity components, pressure, density, and temperature as a func-
tion of position (x,y,z) for the whole three-dimensional flow field. The Eulerian 
formulation is not appropriate for the description of the disperse phase (no contin-
uum), and the Lagrangian description is used. The droplets are treated as individ-
ual mass points, the velocity of which is reduced by drag forces due to the relative 
velocity between gas and droplet, the mass of which is decreased by evaporation, 
etc. The behavior of both phases is coupled because momentum (droplet velocity 
is reduced, gas velocity is increased), energy (heat exchange), and mass (evapo-
rated mass passes over to the gas phase) are exchanged. Source terms in the con-
servation equations of the gas phase enable the increase or decrease of momen-
tum, energy, and mass in each grid cell. The effect of the gas phase on the 
dispersed liquid is accounted for by using the actual data (temperature, gas veloc-
ity etc.) of the grid cell the droplet is crossing at time t as a boundary condition. 
The numerous sub-models that describe the change of droplet momentum, energy, 
and mass are presented in Chap. 4. The gas phase source terms of each grid cell 
are then obtained by summing the rates of change of mass, momentum, and en-
ergy of all drops inside the cell at time t.
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4 Modeling Spray and Mixture Formation 

4.1 Primary Break-Up 

The primary break-up process provides the starting conditions for the calculation 
of the subsequent mixture formation inside the cylinder, and for this reason a de-
tailed modeling of the transition from the nozzle flow into the dense spray is es-
sential. Because the Lagrangian description of the liquid phase requires the exis-
tence of drops, the simulation of spray formation always begins with drops 
starting to penetrate into the combustion chamber. The task of a primary break-up 
model is to determine the starting conditions of these drops, such as initial radius 
and velocity components (spray angle), which are mainly influenced by the flow 
conditions inside the nozzle holes. 

There are only very few detailed models for the simulation of primary break-up 
of high-pressure sprays. One reason is that the experimental investigation is ex-
tremely complicated because of the dense spray and the small dimensions. Thus, it 
is difficult to understand the relevant processes and to verify primary break-up 
models. On the other hand, it is now possible to simulate the flow inside high-
pressure injectors, but because of different mathematical descriptions of the liquid 
phase inside (Eulerian description) and outside the nozzle (Lagrangian descrip-
tion), it is not possible to calculate the primary break-up directly, and models must 
be used.  

Different classes of break-up models exist concerning the way the relevant 
mechanisms like aerodynamic-induced, cavitation-induced and turbulence-
induced break-up are treated. The simpler the model, the less input data is re-
quired, but the less the nozzle flow is linked with the primary spray and the more 
assumptions about the upstream conditions have to be made. This results in a sig-
nificant loss of quality concerning the prediction of structure and starting condi-
tions of the first spray near the nozzle. On the other hand, an advantage of the 
simpler models is that their area of application is wider because of the more global 
modeling. Furthermore, detailed models often require a complete CFD simulation 
of the injector flow as input data. This results in an enormous increase of 
computational time, but the close linking of injector flow and spray guarantees the 
most accurate simulation of the primary break-up process and its effect on spray 
and mixture formation in the cylinder that is possible today. 

It must be pointed out that all kind of models have their special field of applica-
tion. Depending on the available input data, the computational time, the relevant 
break-up processes of the specific configuration as well as the required accuracy 
of the simulation, the appropriate model has to be chosen. 
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4.1.1 Blob-Method 

The simplest and most popular way of defining the starting conditions of the first 
droplets at the nozzle hole exit of full-cone diesel sprays is the so-called blob-
method. This approach was developed by Reitz and Diwakar [114, 118]. The blob 
method is based on the assumption that atomization and drop break-up within the 
dense spray near the nozzle are indistinguishable processes, and that a detailed 
simulation can be replaced by the injection of big spherical droplets with uniform 
size, which are then subject to secondary aerodynamic-induced break-up, see Fig. 
4.1. The diameter of these blobs equals the nozzle hole diameter D (mono-disperse 
injection) and the number of drops injected per unit time is determined from the 
mass flow rate. Although the blobs break up due to their interaction with the gas, 
there is a region of large discrete liquid particles near the nozzle, which is concep-
tually equivalent to a dense core. Assuming slug flow inside the nozzle hole, the 
conservation of mass gives the injection velocity Uinj (t) of the blobs 

inj
inj

hole l

m ( t )
U ( t )

A
, (4.1)

where Ahole = D2/4 is the cross-sectional area of the nozzle hole, l is the liquid 
density, and m inj (t) is the fuel mass flow rate (measurement). 

If there are no measurements about the injected mass flow, the Bernoulli equa-
tion for frictionless flow can be used in order to calculate an upper limit of the ini-
tial velocity, 

2 inj
inj ,max

l

p
U , (4.2)

where pinj is the difference between the sac hole and combustion chamber pres-
sures. Because the flow is not frictionless, Uinj,max is reduced by energy losses. Ac-
cording to measurements of Schugger et al. [127], Walther et al. [145], and Mein-
gast et al. [86] the flow velocity at the nozzle hole exit is about 70%–90% of the 
Bernoulli velocity. 
In order to define the velocity components of each blob, the spray cone angle 
must be known from measurements or has to be estimated using semi-empirical 
relations (e.g. Hiroyasu and Arai [53]). The direction of the resulting velocity Uinj

of the primary blob inside the 3D spray cone is randomly chosen by using two 
random numbers 1 and 2 in the range of [0, 1] in order to predict the azimuthal 
angle  and the polar angle  in the spherical coordinate system, see Fig. 4.2: 

12 , (4.3) 

22
. (4.4)
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Fig. 4.1. Blob-method 

Fig. 4.2. 3D spray cone angle and coordinate system 

Kuensberg et al. [70] have developed an enhanced blob-method that calculates 
an effective injection velocity and an effective blob diameter dynamically during 
the entire injection event taking the reduction of nozzle flow area due to cavitation 
into account. The given mass flow and the nozzle geometry (length L, diameter D,
radius of inlet edge r) are used as input parameters for a one-dimensional analyti-
cal model of the nozzle hole flow. During injection, this model determines for 
every time step whether the nozzle hole flow is turbulent or cavitating. 

The static pressure p1 at the vena contracta (point 1 in Fig. 4.3), which can be 
estimated using the Bernoulli equation for frictionless flow from point 0 to point 
1,

2
1 0 2

l
venap p u , (4.5)

must be lower than the vapor pressure pvap in the case of cavitating flow and 
higher in the case of turbulent flow. In Eq. 4.5, the inlet pressure p0 and the veloc-
ity uvena at the smallest flow area are unknown. The inlet pressure p0 is estimated 
using again the Bernoulli equation 

2
0 2

0 2 2
2

2 2
l l mean

l d

p p u
p p p

C
, (4.6)

where umean = m inj /(Ahole l) is the average velocity inside the hole assuming slug 
flow and 
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0 5
0 22

inj l hole mean mean
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Bernoulli l hole Bernoulli l

m A u u
C

m A u p p /
(4.7)

is the discharge coefficient. By using tabulated inlet loss coefficients (kinlet) and 
the Blasius or the laminar equation for wall friction, the discharge coefficient is 
given by 

0 51 .
d inletC k f L / D , (4.8) 

0 25max 0 316 64.f . Re , / Re . (4.9) 

Assuming a flat velocity profile and using Nurick’s expression for the size of the 
contraction at the vena contracta [92], 
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, (4.10)

where Cc0 = 0.61. Mass conservation gives the velocity at the smallest flow area: 

inj mean
vena

hole c l c

m u
u

A C C
. (4.11)

At the beginning and end of injection, the flow is usually turbulent, the blob 
size equals the nozzle hole diameter D, and the injection velocity is calculated us-
ing Eq. 4.1. During the main injection phase, the flow is usually cavitating, see 
Fig. 4.3. In this case, the effective cross-sectional area of the nozzle hole exit Aeff

is smaller than the geometrical area Ahole resulting in a decrease of the blob diame-
ter,

4 eff
eff

A
D , (4.12)

while the injection velocity is increased. A momentum balance from the vena con-
tracta (point 1) to the hole exit (point 2), together with the conservation of mass, 

inj l vena hole c l eff effm u A C u A , (4.13) 

Fig. 4.3. One-dimensional cavitating nozzle hole flow 
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Fig. 4.4. Injection profiles for sharp-edged (SEI) and round-edged inlet (RI), [70] 

Fig. 4.5. Dynamic calculation of blob diameter and injection velocity, data from [70] 

gives the injection velocity 
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The effective flow area in Eq. 4.12 is  

eff inj eff lA m / u . (4.16) 

Figures 4.4 and 4.5 show an example of the dynamic calculation of initial blob 
diameter and injection velocity based on the measured mass flow through a six-
hole injector (D = 259 µm) with either a sharp-edged inlet (SEI) or a round-edged 
inlet (RI). Because of the small mass flows and injection velocities at the begin-
ning and at the end of the injection process, the injection starts and ends with 
blobs having a diameter equal to D. As soon as cavitation is predicted, the initial 
diameter decreases rapidly. The highest velocities and the smallest blob diameters 
are predicted during the main injection process. 

Compared to the original blob-method, the dynamic calculation of blob size 
and injection velocity during the whole injection event introduces the effect of 
cavitation by decreasing the initial blob size and estimating a more realistic initial 
velocity. However, only the passive effect of cavitation, the reduction of flow 
area, is considered. The increase of turbulence and break-up energy due to cavita-
tion bubble implosions is not included. 

Altogether, the blob method is a simple and well-known method of treating the 
primary break-up in Eulerian-Lagrangian CFD codes. As far as there is no detailed 
information about the composition of the primary spray, and measurements about 
the spray cone angle are available, it is the best way to define the initial starting 
conditions for the liquid entering the combustion chamber. Nevertheless, this 
method does not represent a detailed physical and satisfying modeling of the rele-
vant processes during primary break-up. The most important disadvantage is that 
the influence of the 3D nozzle hole flow on 3D spray angle and drop size distribu-
tion cannot be mapped and that the promotion of primary break-up by turbulence 
and by implosions of cavitation bubbles outside the nozzle is not regarded at all. 

4.1.2 Distribution Functions 

This method assumes that the fuel is already fully atomized at the nozzle exit and 
that the distribution of drop sizes can be described by mathematical functions. In 
this case, a distribution of droplet sizes is injected. In high-pressure sprays, neither 
the droplet sizes nor their distribution in the dense spray near the nozzle could be 
quantified experimentally up to now. Thus the droplet size distribution must be 
guessed and iteratively adjusted until the measured drop sizes in the far field of the 
nozzle are similar to the simulated ones. This of course does not represent a de-
tailed modeling of the relevant processes during primary break-up, but can be used 
as an alternative to the mono-disperse injection of the blob-method. 

Full-Cone Sprays 

Martinelli et al. [84], for example, assume an initial distribution of drop sizes at 
the nozzle with the Sauter mean diameter (SMD) given by the correlation 
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, (4.17)

where A2 is independent of the nozzle geometry and of order one. Equation 4.17 
accounts for the effect that the initial mean drop size decreases when the chamber 
pressure increases. 

According to Levy et al. [74], the droplet’s diameter D at the nozzle exit should 
be sampled from a 2-law in order to get a good agreement between measured and 
simulated downstream drop size distributions, 
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1 e
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D DP( D ) D
D

, (4.18)

where 6D SMD / . Further analytical functions to match size distributions in die-
sel sprays are published in Long et al. [82], Simmons [131], and Levebvre [73]. 

Hollow-Cone Sprays 

In the case of a hollow-cone spray, an annular liquid sheet is produced at the noz-
zle orifice forming a free cone-shaped liquid sheet that disintegrates into droplets. 
The simulation of the liquid phase starts at the point of sheet disintegration, when 
the first droplets are formed. Two functions are commonly used in order to sample 
the initial drop sizes, the 2 and the Rosin-Rammler distribution. In the case of the 

2 distribution, the volume distribution (cumulative distribution) V is given by 

2 31 11 exp 1
2 6

D D D DV
D D D D

, (4.19)

where V is the fraction of the total volume contained in drops of diameter less than 
D, and D = SMD/3 is a characteristic mean drop size. The corresponding volume 
distribution (dV/dD) is shown in Fig. 4.6.  

In the case of the Rosin-Rammler distribution, the cumulative volume distribu-
tion V is given by 

1 exp
qDV

D
, (4.20)

and the corresponding volume distribution is 

1
exp

q q

q
dV qD D
dD DD

, (4.21)

where D is the size of the individual droplets, q is the distribution parameter        
(q  3.5, [49]), and 
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Fig. 4.6. Comparison of the Rosin-Rammler (RR) and 2 size distributions [49] 

11D SMD q . (4.22)

SMD is the Sauter mean diameter of the distribution and  is the gamma function: 

1
0

t xx e t dt . (4.23)

Figure 4.6 shows a comparison between the 2 and the Rosin-Rammler distribu-
tion. For a given Sauter mean diameter, the 2 distribution yields larger standard 
deviation and includes more large drops, while the Rosin-Rammler distribution 
contains more droplets with sizes closer to the SMD value. The larger droplets of 
the 2 distribution will evaporate slower and result in larger tip penetration due to 
the higher momentum. In the case of pressure-swirl atomizers, the investigations 
of Han et al. [49] have shown that the measured droplet sizes are better repre-
sented by the Rosin-Rammler distribution. 

Maximum Entropy Formalism 

Instead of defining the shape of the distribution function a priori by mathematical 
distribution functions, it is possible to predict the function using the so-called 
Maximum Entropy Formalism (MEF). Due to the use of a physically based crite-
rion, the entropy of the distribution given by Shannon [130], it is possible to esti-
mate the most probable distribution function. For example, if the mean diameter of 
a spray just after primary break-up is known, either from theoretical calculation or 
from data extrapolation, and if mass, energy, and momentum have to be conserved 
(constraints), there is still an infinite number of possible distribution functions that 
may fit it. Using the Shannon entropy, the one with the largest entropy can be cho-
sen. This distribution is regarded as the most probable one. 
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Thus, the MEF is a method of statistical inference that provides the least biased 
estimate of a probability distribution, consistent with a set of constraints that ex-
press the available information about the relevant phenomena.  

The idea of entropy (information uncertainty) of a probability distribution was 
introduced by Shannon [130], who showed that for a set of n states, each of them 
having the probability Pi, the uncertainty of the probability distribution is given by 

1
ln

n

i i i
i

S P k P P , (4.24)

where k is a constant. Because of its similarity to the thermodynamic entropy, S is 
called Shannon’s entropy. The constraints mathematically express the mean values 
of information available. If fk (D) is a function describing a droplet property (e.g. 
mass or momentum) and its known mean value over all droplets is Fk, the corre-
sponding constraint written for all the size classes of the spray spectrum is 
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i k i k
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P f D F . (4.25)

In the case of mass conservation (fk (Di) = mi), the mass m before atomization must 
be equal to the sum of all droplet masses after atomization: 

3

1 16

n n

i l i i
i i

m m N D P . (4.26)

Hence, it is assumed that evaporation can be neglected during break-up. In Eq. 
4.26, n is the number of drop size classes, Pi is the probability that a droplet is in 
the size class i, Di is the arithmetic mean diameter of the drops in size class i, and 
N is the total number of droplets inside the control volume, see Fig. 4.7. The in-
clusion of the mean spray diameter D30 (e.g. known from experiment) via the rela-
tion m = ( /6) lN(D30)

3 finally results in the mass conservation constraint for 
MEF:
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Further constraints may be derived from momentum and energy conservation, e.g. 
conservation of kinetic energy in main spray direction. One general constraint, 
which always has to be satisfied, is the normalization constraint, 

1
1

n

i
i

P . (4.28)

The problem of finding the most likely size distribution for the given mean diame-
ter D30 is expressed mathematically by a maximization problem: the maximum of 
the function defined in Eq. 4.24 has to be calculated subject to the constraints.  
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Fig. 4.7. Droplet size distribution: definition of relevant parameters 

This problem is usually solved using the method of Lagrange multipliers. The 
solution is an exponential distribution of the form 

0 1 1expi i m m iP f d ... f d , (4.29) 

with as many Lagrange multipliers ( 0, 1, 2,… m) as constraints. To evaluate the 
Lagrange multipliers, the constraints (Eqs. 4.25 and 4.28) are used. This results in 
a system of non-linear equations that has to be solved [1]. Further information 
about the MEF is given, for example, in [128, 25, 2]. 

The MEF has been used by several authors in order to reconstruct drop size dis-
tributions. For example, Dobre and Bolle [28] used the MEF in order to predict the 
drop size distribution of an ultrasonic atomizer, and Cousin et al. [26] predicted 
drop size distributions in sprays from pressure-swirl atomizers. Gavaises and Ar-
coumanis [39] also applied the MEF to hollow-cone sprays and determined the 
droplet size distribution at every stage of liquid film atomization and, in the case 
of the subsequent droplet break-up, using only mass conservation and Eq. 4.28 as 
constraints. Arcoumanis et al. [7] estimated droplets sizes from secondary break-
up processes in full-cone diesel sprays. Further applications of the MEF are sum-
marized in [10]. 

4.1.3 Turbulence-Induced Break-Up 

Huh and Gosman [56] have published a phenomenological model of turbulence-
induced atomization for full-cone diesel sprays, which is also used to predict the 
primary spray cone angle. The authors assume that the turbulent forces within the 
liquid emerging from the nozzle are the producers of initial surface perturbations, 
which grow exponentially due to aerodynamic forces and form new droplets. The 
wavelength of the most unstable surface wave is determined by the turbulent 
length scale. The turbulent kinetic energy at the nozzle exit is estimated using 
simple overall mass, momentum, and energy balances. 

The atomization model starts with the injection of spherical blobs the diameter 
of which equal the nozzle hole diameter D. Initial surface waves grow due to the 
relative velocity between gas and drop (Kelvin-Helmholtz (KH) mechanism) and 
break up with a characteristic atomization length scale LA and time scale A. The 
effects of turbulence are introduced by postulating that, on the one hand, the char-
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acteristic atomization length scale LA is proportional to the turbulence length scale 
Lt,

1 2A t wL C L C L , (4.30) 

where C1 = 2.0, C2 = 0.5, and Lw is the wavelength of surface perturbations deter-
mined by turbulence, and that, on the other hand, the characteristic atomization 
time scale A is a linear combination of the turbulence time scale t (from nozzle 
flow) and the wave growth time scale w (KH model), 

3 4A t w spontaneous exponentialC C , (4.31) 

where C3 = 1.2 and C4 = 0.5 [55]. The spontaneous growth time is due to jet turbu-
lence, while the exponential one is caused by the KH wave growth mechanism. 
The wave growth time scale w provided by the KH instability theory applied to an 
infinite plane is  
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(4.32)

for an inviscid liquid. The turbulent length and time scales Lt0 and t0 at the time 
the blob leaves the nozzle are related to the average turbulent kinetic energy k0 and 
the average energy dissipation rate  at the nozzle exit: 
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where Cµ = 0.09 is a constant given in the k- -model [71]. In the above equations 
k0 and are estimated as follows [55]: 
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where Cd is the discharge coefficient, K  = 0.27 is a model constant, Kc = 0.45 and
s = 0.01 are the form loss coefficient and the area ratio at the contraction corner 
(both values for sharp-edged entry), and L is the nozzle hole length. 
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In order to predict the primary spray cone angle, Huh and Gosman [56] assume 
that the spray diverges with a radial velocity LA0 / A0. The combination of the ra-
dial and axial velocities gives the spray cone angle :

0 0/
tan

2
A A

inj

L
U

. (4.37)

The direction of the resulting velocity of the primary blob inside the 3D spray 
cone is randomly chosen, see also Sect. 4.1.1. 

From the atomization length and time scales, Eqs. 4.30 and 4.31, the break-up 
rate of the primary blob and the size of the new secondary drops are derived (new 
drops are regarded as secondary ones). The break-up rate of a primary blob is set 
proportional to the atomization length and time scale with an arbitrary constant, 
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, (4.38)

where k1 = 0.05. Analogously to the KH model (Sect. 4.2.4), the primary blob ra-
dius is reduced by break-up. The values of the atomization length and time scales 
in Eq. 4.38 are time-dependent because outside the nozzle the internal turbulence 
of parent drops decays with time as they travel downstream. Hence, the actual 
values of turbulent kinetic energy and dissipation must be corrected. Assuming 
isotropic turbulence and negligible diffusion as well as convection and production 
of turbulent kinetic energy during this time, the simplified k-  equations are 

dk t
t
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(4.39)

and

2d t t
C

dt k t
, (4.40)

where C  = 1.92. These equations can be solved analytically. Eq. 4.39 can be re-
written as t dt = -dk(t), and Eq. 4.40 gives d t / t  = -C ( t /k(t))dt, which re-
sults in  

d t dk t
C

t k t
. (4.41)

With the initial values k0 and 0 at the time the blobs leave the nozzle, the integra-
tion from 0 to  and k0 to k gives the time-dependent dissipation rate 
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. (4.42)

Using Eq. 4.41 in Eq. 4.39 yields 
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and integrating from k0 to k and from t0 to t finally gives the time-dependent turbu-
lent kinetic energy of the drop 
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The values of k(t) and (t) are used in Eqs. 4.33 and 4.34 in order to calculate the 
time-dependent turbulent length and time scales 
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and

0 0 0828t tt . t , (4.46) 

which again are inputs in Eqs. 4.30 and 4.31 in order to calculate LA(t) and A(t)
and to predict the break-up rate of the primary drop, Eq. 4.38. In Eq. 4.32 the ac-
tual relative velocity between drop and gas is used instead of Uinj.

The probability density function for the diameter ddrop of the secondary drops is
assumed to be proportional to the turbulence energy spectrum [52], 
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and as inversely proportional to the atomization time scale as follows: 
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The wave number k is the inverse of the droplet diameter ddrop. Further on, ke(t) = 
0.75/Lt(t), and the constant C is determined by the normalization condition 

0
1dropP( d )dd . (4.49)

Each time the diameter of the primary drop is reduced by break-up, the diameter 
of the secondary drops is determined using Eq. 4.47. 

The model of Huh and Gosman [56] predicts the spray cone angle of steady-
flow single-hole experiments reasonably well. However, the effects of cavitation 
are not included. Instead it is assumed that the turbulence at the nozzle hole exit 
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completely represents the influence of the nozzle characteristics on the primary 
spray break-up. The use of this model is limited to sprays from non-cavitating tur-
bulent nozzle hole flows. 

4.1.4 Cavitation-Induced Break-Up 

Arcoumanis et al. [7] have developed a primary break-up model for full-cone die-
sel sprays that takes cavitation, turbulence, and aerodynamic effects into account. 
In order to link the spray characteristics with the nozzle hole flow, the authors use 
a one-dimensional sub-model to estimate input data like effective hole area Aeff, in-
jection velocity Uinj, and turbulent kinetic energy k. The initial droplet diameter is 
set equal to the effective hole diameter (blob-method), and the first break-up of 
these blobs is modeled using the Kelvin-Helmholtz mechanism (see Sect. 4.2.4) in 
the case of aerodynamic-induced break-up, the model of Huh and Gosman [56] for 
turbulence-induced break-up, and a new phenomenological model in the case of 
cavitation-induced break-up. This cavitation-induced break-up model will be de-
scribed in the following. It assumes that the cavitation bubbles are transported to 
the blob surface by the turbulent velocity inside the liquid and either burst on the 
surface or collapse before reaching it. For both cases, a characteristic time scale is 
calculated, and the smaller one causes break-up. 

Bubble collapse: in order to estimate the collapse-time, the cavitation bubbles 
are lumped together into a single big artificial bubble occupying the same area as 
all the small ones, Fig. 4.8: 

2 2
cav hole effR r r   , eff effr A / . (4.50)

Although the collapse-time of cavitation bubbles is directly dependent on their 
size (smaller bubbles collapse earlier) the radius of this artificial bubble, which is 
always bigger than the radius of any single bubble present in the nozzle hole flow, 
is used in order to estimate the atomization time from the Rayleigh theory of bub-
ble dynamics [18]: 

0 9145 l
coll cav

g ,bubble
. R . (4.51)

Bursting of bubbles: although cavitation structures are usually located along the 
nozzle hole walls, the artificial bubble is placed in the center of the liquid and then 
transported to its surface with a turbulent velocity uturb = (2·k/3)0.5, resulting in a 
burst time of 

hole cav
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turb
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. (4.52)
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Fig. 4.8. Estimation of the artificial bubble size 

The resulting time scale A of atomization is assumed to be the smaller one of 
coll and burst, and the length scale of atomization is given by the correlation 

2A hole cavL r R . (4.53) 

From LA and A, the force acting on the jet surface at the time of collapsing or 
bursting of a cavitation bubble with radius Rcav can be estimated from dimensional 
analysis as 
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where mjet is the mass of the blob to be atomized, CN = (pback – pvap)/(0.5 lU
2
inj) is 

the dynamic cavitation number, and C = 0.9 is an empirical constant. The maxi-
mum size of the new droplets is calculated according to the condition Ftotal = Fsurf

with the surface tension force Fsurf = 2 rblob opposing the break-up process. The 
exact size of the new droplets is sampled from a distribution function. The spray 
angle is calculated as proposed in Huh and Gosman (Eq. 4.37): 
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Although the complete aerodynamic, turbulence, and cavitation-induced atomi-
zation model of Arcoumanis et al. [7] is quite extensive and takes account of all 
important effects, the cavitation model is based on strong simplifications. The use 
of a single artificial bubble for example does not represent the dynamic behavior 
of a multitude of small bubbles, and the influence of bubble-collapse energy on 
droplet sizes and spray angle is not included. Although the authors have validated 
this model against experimental data and have shown its suitability for the simula-
tion of high-pressure diesel injection, the use of a detailed model of bubble dy-
namics also taking bubble-collapse energy into account would definitely improve 
the quality of the model. 
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4.1.5 Cavitation and Turbulence-Induced Break-Up 

Nishimura and Assanis [91] have presented a cavitation and turbulence-induced 
primary break-up model for full-cone diesel sprays that takes cavitation bubble 
collapse energy into account. Discrete cylindrical ligaments with diameter D and 
volume equal to that of a blob with diameter D are injected, see Fig. 4.9. Each cyl-
inder contains bubbles, according to the volume fraction and size distribution at 
the hole exit, computed from a phenomenological cavitation model inside the in-
jector. This sub-model also provides the turbulent kinetic energy kflow and the in-
jection velocity Uinj.

The bubbles collapse outside the nozzle, and the energy Ebu = Vbubble pback is re-
leased, resulting in an increase of turbulent kinetic energy kbu = Ebu /mcylinder. The 
reduction of bubble volume V during collapse is calculated using the Rayleigh 
theory of bubble dynamics [18]. Assuming isotropic turbulence, the turbulent ve-
locity inside the liquid cylinder can be determined as 

2

3
bu flow
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k k
u . (4.56)

The authors assume that the velocity fluctuations inside the cylinder induce a de-
formation force 

22
3 2

l
turb turbF surface dynamic pressure D D u (4.57)

on its surface, and that it breaks up if the sum of Fturb and the aerodynamic drag 
force Faero = (2/3)D2

hole 0.5 g U2
rel is no longer compensated by the surface ten-

sion force Fsurf = D . In this case, the diameter of the original cylinder is re-
duced until Fturb + Faero = Fsurf  again. 

Fig. 4.9 Primary break-up model of Nishimura and Assanis [91] 
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Fig. 4.10 Primary break-up model based on locally resolved break-up rates 

The surplus volume (only liquid) forms a parcel of spherical child droplets the 
diameters of which are estimated by the Kelvin-Helmholtz break-up theory, see 
Sect. 4.2.4, but uturb is used instead of the relative velocity between gas and liquid 
in order to predict the surface wave growth. Furthermore, it is assumed that the 
turbulent kinetic energy contained within the mass of the child droplets is trans-
formed into kinetic energy normal to the original path giving the spray cone angle. 
The velocity in the original direction is not changed. At the end of bubble col-
lapse, the remaining parent cylinder is transformed into a cylindrical drop and is 
subject to the secondary aerodynamic-induced break-up like all the child droplets 
produced before. 

The authors have successfully validated their model against experimental data. 
Because of the detailed modeling of the relevant processes like the increase of 
break-up energy due to the bubble collapse energy and its direct effect on drop 
sizes and spray angle, the model is well suited for the simulation of cavitation and 
turbulence-induced primary break-up. However, it assumes axis-symmetry and is 
therefore not capable of predicting the influence of asymmetric nozzle hole flows 
on the 3D structure of primary sprays. 

Von Berg et al [143] have published a turbulence and cavitation-induced pri-
mary break-up model for full-cone diesel sprays that releases droplets from a co-
herent core, Fig. 4.10. The sizes and velocity components of the droplets are cal-
culated based on locally resolved turbulence scales and break-up rates on the core 
surface. The model uses detailed information from a 3D turbulent cavitating noz-
zle flow simulation as input data. Firstly, this data is utilized in order to estimate 
the erosion of the jet and the 3D shape of a core region. An auxiliary grid in the 
core region allows to realize the desired resolution, which cannot be provided by 
the coarse grid of the combustion chamber. Secondly, a sub-model, based on the 
simplified Rayleigh theory of cavitation bubble dynamics [18, 143] is used in or-
der to determine the increase of turbulence due to the oscillations of collapsing 
bubbles within the core. A source term in the k-  model of each core cell allows to 
increase the local turbulent kinetic energy and to modify the turbulent time and 
length scales until the fluid reaches the core surface. Thirdly, an advanced version 
of the turbulence-induced break-up model of Huh and Gosman [56] is applied lo-
cally at the surface elements, which represent the sources of droplet production. 
The turbulent length scale determines the atomization length scale LA and the 
droplet size rdrop = LA/2, while the break-up time scale A is a linear combination 
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Fig. 4.11. Appearance of spray cone under perpendicular views and droplet velocities. a
front view, b side view [143] 

of the aerodynamic (Kelvin-Helmholtz-model) and the turbulent time scale. From 
the local atomization lengths and time scales, the local break-up rates are calcu-
lated. The model finally delivers the initial droplet sizes and velocities as well as 
the initial spray angle. 

The model has been successfully validated. In the case of an asymmetric distri-
bution of cavitation within the nozzle hole, the model is able to represent the ex-
perimentally observed spray asymmetry: due to better atomization, smaller drop-
lets and an increased spray angle are produced on the cavitation side, Fig. 4.11. 
The most important features of this primary break-up model are the detailed mod-
eling of the effect of bubble collapse outside the nozzle, the very close linking of 
nozzle hole flow and spray formation using locally resolved flow properties, and 
the ability to simulate the influence of asymmetric nozzle flow on the 3D spray 
structure. This model is well suited for the simulation of high-pressure diesel in-
jection, and because of the very close linking of nozzle hole flow and spray forma-
tion, it offers the opportunity to optimize the injection system. However, a com-
plete CFD simulation of the nozzle flow is required as input data. 

Another detailed cavitation and turbulence-induced primary break-up model for 
full-cone sprays has been developed by Baumgarten et al. [12, 13, 14]. The model 
is based on energy and force balances and predicts all starting conditions needed 
for the simulation of further break-up and mixing processes. The input data is ex-
tracted from a CFD calculation of the nozzle flow. This guarantees a very close 
linking of nozzle characteristics and spray formation. The model simplifies the 
complex distribution of bubbles and liquid inside the hole and defines two zones 
(Fig. 4.12): a liquid zone (zone 1) and a mixture zone (zone 2), consisting of liquid 
and bubbles and surrounding zone 1. The circumferential thickness Lcav ( ), Fig. 
4.13, and the average void fraction 2 = (  – l)/( vap – l) of zone 2 as well as fur-
ther input data like the flow velocity w, the turbulent kinetic energies (k1, k2) and 
dissipation rates ( 1, 2), and the mass flows m1 and m 2 of zones 1 and 2 are ex-
tracted from a CFD calculation of the nozzle flow. The indices “vap” and “l” indi-
cate vapor and liquid, and  is the average density of zone 2. 
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Fig. 4.12. Primary break-up model of Baumgarten et al. [13, 14] 

The model starts with the injection of cylindrical primary ligaments. Each 
ligament consists of two zones the distribution of which equals that at the nozzle 
hole exit. The diameter of the primary ligaments is the hole diameter D, and the 
length L is equal to the effective diameter deff of the liquid zone. 

The size distribution of the cavitation bubbles leaving the nozzle is unknown 
and must be modeled. Because the stochastic parcel method is used, all bubbles 
inside a primary ligament have the same size, but from ligament to ligament the 
sizes differ. The bubble sizes are sampled from a Gaussian distribution (mean 
value: 10 µm, standard deviation: 10 µm, [13, 14]). The volume of pure vapor and 
the number of bubbles inside a primary ligament can be calculated from the 
known average void fraction and size of zone 2. The use of a detailed model of 
bubble dynamics [13, 14] gives the collapse energy that is released in zone 2 and 
the collapse-time tcoll of the bubbles, which is used as the break-up time of the 
primary ligament. A part of the cavitation energy, Ecav1, is absorbed from zone 1 
and contributes to the break-up of this zone. The amount of energy absorbed from 
zone 1 depends on the distribution of the cavitation zone and is calculated using 
geometrical relations [13]. Further on, the turbulent kinetic energy produced inside 
the injection holes is reduced due to dissipation until break-up occurs. The total 
break-up energies E1 = Eturb1 + Ecav1 and E2 = Eturb2 + Ecav2 of each zone at the 
time of break-up are the sums of the particular turbulence and cavitation fractions. 
The disintegration of the zones into secondary droplets with a velocity component 
normal to the spray axis (spray angles 1, 2, Fig. 4.12) is calculated separately for 
each zone. The new droplets are exposed to the aerodynamic forces of the secon-
dary break-up. 

Break-up of the cavitation zone: It is assumed that the energy E2 is transformed 
into surface energy E 2 (formation of n2 new droplets, : surface tension fuel/gas) 
and into kinetic energy Ekin2 normal to the main direction (velocity component vr2

normal to the spray axis), 
2

2 2 2E n d , (4.58) 
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where vax w. The ratio of both energies is unknown and must be modeled. It is 
assumed that the ratio = E 2 /E2 or (1- ) = Ekin2 /E2 is only dependent on the cyl-
inder pressure, because an increase of cylinder pressure results in a faster bubble 
collapse combined with a higher collapse energy. The model gives reasonable re-
sults, if the calculation of the energy ratio 1bar for a cylinder pressure of 1 bar is 
performed first and the additional collapse energy due to the rise of pressure is 
completely added to the kinetic energy (spray angle), 

2 1 2 2
1

bar turb cav
chamber

barE E E
p ( bar )

, (4.62)

where 1bar = 0.15. Although the angle 2 between the spray axis and the direction 
of the new droplets can now be determined, the velocity vector in the plane per-
pendicular to the spray axis must be modeled in order to specify the exact direc-
tion of droplet motion inside the 3D-spray cone, see Fig. 4.13. Because the thick-
ness Lcav ( ) of the cavitation zone directly effects the distribution of collapse 
energy, the probability P( ) that new droplets will be created at a certain posi-
tion  is assumed to be proportional to Lcav ( . The new droplets are assumed to  

Fig. 4.13. 3D spray angle, example: asymmetric flow [14] 
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move radial outwards with velocity vr2. Altogether, this results in a larger spray 
divergence at the cavitation side. The model is thus capable of producing asym-
metric primary sprays according to the nozzle hole flow. The high break-up en-
ergy per unit mass (high collapse energy, low density) results in small droplets and 
a large spray divergence near the nozzle. Consequently, zone 2 forms the outer 
spray region, which appears optically dense but does not contain much mass. 

Break-up of the liquid zone: Outside the nozzle, zone 1 forms the extremely 
dense core in which energy is dissipated due to chaotic collision, break-up, and 
coalescence processes. The chaotic nature of these dissipation processes is mod-
eled by using an efficiency 1, which is sampled randomly for each ligament be-
tween 0 and 1 and which reduces the effective break-up energy of zone 1 to E1,eff = 

1E1. As in the model of Nishimura and Assanis [91], it is assumed that all break-
up energy is present as turbulent kinetic energy the velocity fluctuations uturb = 
(2E1,eff /3m1) of which cause a disruptive turbulence force Fturb. Mass is split off 
the liquid cylinder of zone 1 until the surface tension force F  is equal to Fturb:

2

2
l

turb turb effF dynamic pressure  surface area = u d L , (4.63)

2 effF L d . (4.64)

The remaining cylinder with diameter 

2
4

4cyl
l turb

L
d

u L
(4.65)

is transformed into a spherical drop, and its turbulent kinetic energy is used to de-
termine its spray angle (radial velocity). The disintegration of the split mass into 
droplets with a velocity component normal to the main spray direction is modeled 
in the same way as for zone 2, but the direction  of the child parcel in the x-y-
plane is sampled from a uniform distribution between 0° and 360°. Altogether this 
results in a symmetric full-cone spray (angle 1, Fig. 4.12). It forms the dense in-
ner spray region with high momentum in the axial direction and is responsible for 
the spray characteristics in the far field of the nozzle. Because of the small break-
up energy per unit mass, the average droplet diameter is larger and the spray angle 
is smaller than in zone 2.  

Cavitation bubble dynamics: It is assumed that the bubbles leaving the nozzle 
experience a sudden rise in pressure from the vapor pressure pvap to the pressure p
of the gas inside the chamber and that the bubbles collapse inside zone 2. In order 
to calculate the time-dependent development of the bubble radius R(t) during the 
collapse process, the equation of Herring [50] and Trilling [141] (see Prosperetti 
and Lezzi [108]), 
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(4.66)

is used. The model also accounts for the effect of compressibility (accoustic 
approximation, a: average sound speed of zone 2) as well as surface tension  and 
viscosity µ. R(t) is the bubble radius,        and         are the time-dependent velocity 
and acceleration of the bubble wall, and  is the density of the fluid around the 
bubble (zone 2). The kinetic energy of the fluid surrounding the bubble can be es-
timated as (Knapp et al. [64]): 

2 32E( t ) R( t ) R( t ) . (4.67) 

In Fig. 4.14 the curves of radius and kinetic energy for the collapse of a represen-
tative bubble are shown. The liquid surrounding the bubble is accelerated towards 
the bubble center, and the kinetic energy grows. At the end of the collapse, the liq-
uid is decelerated again. The begin of deceleration is regarded as the break-up 
time tcoll of the primary ligament, because from this time on the kinetic energy 
Emax of the collapse process is used for the disintegration process (formation of 
droplets and radial velocity). Emax is the amount of energy that is released during 
the collapse of a single bubble. 

Turbulence-modeling outside the nozzle: The turbulent kinetic energy k0 and 
the dissipation rate 0 of each zone at the nozzle exit are known from the calcula-
tion of the nozzle flow. From the time the ligament leaves the nozzle until break-
up, the turbulent kinetic energy is reduced by dissipation. The simplified (no dif-
fusion and production) 0-dimensional k-  model gives (see Sect. 4.1.3): 

1
1

0

0 01

C Ck
k t

t C k
. (4.68)

Fig. 4.14. Bubble radius and kinetic energy during collapse 

R(t) R(t)
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Using this equation, the actual values k(tcoll) and Eturb available for break-up are es-
timated.

Using their primary break-up model in combination with the Kelvin-Helmholtz 
model for secondary break-up, the authors have shown that experimentally ob-
served asymmetric spray structures due to asymmetric nozzle hole flows as well as 
penetration, spray angle, and droplet sizes could be well predicted. Figs. 4.15 and 
4.16 show the results for an asymmetric nozzle hole flow resulting in an asymmet-
ric distribution of cavitation and liquid zone inside the primary ligament as shown 
in Fig. 4.13. Diesel fuel (rail pressure: 65 MPa) is injected in compressed air (5 
MPa, 25°C).  

In Fig. 4.15, the results of a statistical analysis (frequency distribution) of the 
relevant primary break-up parameters during the disintegration of the primary 
ligaments are shown. As expected, zone 2 has the highest break-up energy per unit 
mass because of the collapse of cavitation bubbles and its low mass, Fig. 4.15a. 
This results in larger primary spray angles and smaller droplets compared to zone 
1 (Figs. 4.15b and 4.15c). The frequency distribution of the formation of new 
droplets at different circumferential positions  in the x-y-plane, see also Fig. 
4.13, is, as implied by the model, proportional to the thickness of the cavitation 
zone in case of zone 2, and equally distributed in case of zone 1, Fig. 4.15d. The 
combination of the diagrams gives the following picture of the 3D primary spray: 
zone 1 forms a dense full-cone spray consisting of big droplets (spray center). 
Zone 2 forms the outer spray region, whose asymmetry is directly dependent on 
the asymmetric distribution of the cavitation zone inside the nozzle holes. 

Fig. 4.15. Statistical analysis of relevant parameters during primary break-up [12] 

a

b

c d
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Fig. 4.16. Influence of the new primary break-up model on the dilute spray [12] 

Figure 4.16 shows the influence of the primary break-up model on the dilute 
spray. In Fig. 4.16b two slices of the spray containing only droplets of zone 1 or 
only droplets of zone 2 are presented. As expected, the droplets of zone 2 lead to 
the strong and asymmetric spray divergence near the nozzle (main mass of zone 2 
on the cavitation side), while zone 1 forms a symmetric spray with small diver-
gence near the nozzle, which is responsible for the spray in the far field of the 
nozzle due to its high momentum (macroscopic spray angle, penetration). Global 
spray parameters like spray angle (Fig. 4.16b, side view), temporal development 
of spray penetration, and Sauter mean radius (SMR) (Fig. 4.16c) show feasible 
values compared to the ones estimated using the well-known correlations of Hiro-
yasu et al. [53]. The slight increase of SMR over time is a consequence of the col-
lision model (droplet coalescence) and the low ambient temperatures. 

The most important features of the primary break-up model of Baumgarten et 
al. [12, 13, 14] are the detailed consideration of cavitation, the close linking of 
nozzle hole flow and spray, and the ability to simulate the influence of asymmetric 
nozzle flows on the 3D spray structure. This model is well suited for the simula-
tion of high-pressure diesel injection, but, similar to the model of von Berg et al. 
[143], a complete CFD simulation of the nozzle hole flow is needed as input data. 

a

c

b
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4.1.6 Sheet Atomization Model for Hollow-Cone Sprays 

In direct injection spark ignition (DISI) engines, nozzles producing a hollow-cone 
spray are usually used in order to achieve maximum dispersion of the liquid phase 
at moderate injection pressures of about 5 to 10 MPa. Compared to the boundary 
conditions in the case of diesel engines, the backpressures and temperatures are 
small and the use of full-cone sprays would result in poor mixture formation and 
increased wall impingement. Hollow-cone sprays are typically characterized by 
small droplet diameters, effective fuel-air mixing, reduced penetration, and thus 
high atomization efficiencies. Fig. 4.17 shows two nozzle concepts, an inwardly 
opening pressure-swirl atomizer and an outwardly opening nozzle. In case the of a 
swirl-atomizer, the fuel passes through tangentially arranged swirl ports and gets a 
rotational motion inside the swirl chamber, Fig. 4.18. The centrifugal motion of 
the liquid forms a hollow air core.  

Fig. 4.17. a Inwardly opening pressure-swirl atomizer, b outwardly opening nozzle 

Fig. 4.18. Schematic illustration of the tangentially arranged swirl ports 
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Because the area of the swirl chamber reduces to a nozzle, the rotational motion 
is further increased. The liquid passes through the nozzle and forms a free cone-
shaped liquid sheet inside the combustion chamber, which becomes thinner be-
cause of the conservation of mass as it departs from the nozzle and subsequently 
disintegrates into droplets.  

Schmidt et al. [125] have developed a model which is well suited to describe 
the primary break-up of hollow-cone sprays. First, a zero-dimensional approach is 
used to represent the internal injector flow and to determine the velocity Uinj at the 
nozzle hole exit. The rotational motion of the fuel inside the swirl chamber creates 
an air core surrounded by a liquid film, Fig. 4.17a, the thickness 0 of which is re-
lated to the mass flow rate by 

0lm u D , (4.69) 

where u is the axial velocity component at the nozzle exit, D is the hole diameter 
at the exit, and m  is the mass flow rate, which must be measured experimentally. 
The axial velocity component u is approximated using the approach of Han et al. 
[49]. It is assumed that the total velocity Uinj can be related to the injection pres-
sure p = prail - pback , 

2
inj d

l

pU C , (4.70)

where Cd is the discharge coefficient of the swirl injector. The value of Cd is de-
rived by treating the swirl ports as nozzles, and by assuming that the major pres-
sure drop through the injector occurs at the ports. Eq. 4.70 is then an expression 
for the coefficient of discharge for the swirl ports. Typical values of Cd for single 
phase nozzles with sharp inlet corners are 0,78 or less [76], depending on the 
amount of momentum loss due to friction and reduction of cross-sectional area. Cd

must be less than one in order to conserve energy. On the other hand Cd must be 
large enough to conserve mass and to avoid the prediction of negative air core 
sizes. These restrictions are satisfied using the following expression for Cd : 
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4

max 0 7   d
l

m
C . ,

D u
. (4.71)

The axial velocity u is 

cosinju U , (4.72) 

where  is the spray angle, which is assumed to be known. In the case of an out-
wardly opening nozzle, the sheet thickness at the nozzle orifice is equal to the size 
of the annular gap, and the injection velocity is determined from the conservation 
of mass. 

In the near spray region, the transition from the injector flow to the fully devel-
oped spray is modeled as a three-step mechanism, see Figs. 4.17 and 4.19, consist-
ing of film formation, sheet break-up, and, finally, disintegration into droplets.  
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Fig. 4.19. Break-up of the liquid sheet into ligaments and droplets 

First, a liquid film with initial thickness h, spray angle  , axial velocity u, and 
total velocity Uinj is formed, which penetrates into the combustion chamber. The 
liquid sheet becomes thinner because of the conservation of mass as it departs 
from the nozzle. Further on, Kelvin-Helmholtz instabilities are assumed to de-
velop and grow on the film surface resulting in a first break-up and in the forma-
tion of ring-shaped ligaments. These ligaments finally break up into droplets.  

Schmidt et al. [125] have shown that when the film exits the injector as a free 
liquid sheet, the tangential velocity (which is present in the case of a swirl atom-
izer) is completely transformed into radial velocity, and the trajectory approaches 
a straight line. The angle  from the centerline is determined by the ratio of radial 
and axial velocity. Hence, at the point of film break-up and drop formation, the 
swirl velocity of the drops can be neglected. This is a very convenient approach 
because the swirl velocity at the nozzle orifice is usually unknown. Nevertheless, 
because the swirl velocity is responsible for the formation of the spray half-cone 
angle , the spray cone angle must be known from experimental investigations in 
this case. Alternatively, the detailed liquid film movement model of Gavaises et 
al. [39] could be used at this point in order numerically to predict the spray angle, 
the reduction of the film thickness, and the decay of the swirl velocity during the 
film disintegration process. 

The disintegration of the liquid film is modeled in direct analogy to the Kelvin-
Helmholtz model for diesel sprays, see Sect. 4.2.4. The model, which is presented 
in detail in Senecal et al. [129], assumes that a two-dimensional, viscous and in-
compressible liquid sheet with thickness 2h moves with velocity U through a qui-
escent, inviscid, and incompressible gas. A spectrum of infinitesimal disturbances 

0 expt R ikx t  (4.73) 

is imposed on the sheet surface producing pressure and velocity fluctuations in 
both the liquid and the gas. The amplitudes of these disturbances grow due to the 
liquid-gas interaction. In Eq. 4.73, 0 is the initial wave amplitude, k = 2 /  is the 
wave number, and  = r + i i is the complex wave growth rate. It is assumed 
that the most unstable disturbance with growth rate r =  causes sheet break-up. 
Hence, a dispersion relation  = (k) is derived, from which the most unstable 
wave can be deduced. In ref. [45], it has been shown that two modes of film dis-
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turbances exist, both of which satisfy the liquid-governing equations subject to the 
boundary conditions at the upper and lower interfaces of the sheet. In the case of 
the first mode (sinuous mode), the waves at both surfaces are exactly in phase, 
while in the case of the second mode (varicose mode), the waves are 180 degrees 
out of phase. Senecal et al. [129] have shown that the sinuous mode dominates the 
growth of the varicose waves for low velocities, and that both modes become in-
distinguishable for high flow velocities U. Hence, only the sinuous waves are re-
garded in the further analysis, resulting in the dispersion relation [129] 

2 2

3
4 2 3 2 2

tanh 4 tanh 2

4 tanh 4  tanh 0 ,

l l
l

g g

l
l l

g l

kh k kh i kU

kk kh k l lh U k

(4.74)

where l2 = k2 + / l, µl is the liquid viscosity, and l and g are the liquid and gas 
densities. Furthermore, Senecal et al. [129] have shown that a simplified version 
of the dispersion relation, 

3
2 2 4 2 22 4 l

r l l
g l

kk k U k , (4.75)

can be used if the following three assumptions are valid: first of all, an order of 
magnitude analysis using typical values from the inviscid solutions shows that the 
terms of second order viscosity can be neglected. Second, it can be shown that 
above a critical Weber number of We = 27/16 (based on the relative velocity, the 
gas density, and the sheet half-thickness) short waves, the growth rate of which 
are independent of the sheet thickness, grow on the sheet surface. Finally, the gas-
to-liquid density ratio has to be small ( g / l << 1). All these assumptions are valid 
in the case of typical pressure-swirl injectors used in modern DISI engines. 

If the unstable waves on the sheet surface have reached a critical amplitude, the 
sheet is assumed to break up into primary ligaments. Because the wave growth is 
independent of the sheet thickness, the break-up time b and the corresponding 
break-up length Lb can be formulated based on an analogy with the break-up of 
cylindrical liquid jets (e.g. Reitz [114]), 

0 expb b ,
0

1 ln b
b , (4.76)

where  is obtained by numerically maximizing Eq. 4.75 as a function of k. As-
suming that the velocity Uinj of the liquid sheet is not reduced until break-up oc-
curs yields the break-up length 

ln b
b inj b

o

UL U , (4.77)
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where the value of ln( b / 0) is taken to be 12 as suggested by Dombrowski and 
Hoper [29]. It must be noted that the quantity U in Eq. 4.75 is the relative velocity 
between liquid and gas while Uinj in Eq. 4.77 is the absolute velocity of the sheet. 
However, it is assumed in the numerical implementation that the relative velocity 
is equal to the absolute velocity because the liquid is usually injected into quies-
cent gas. 

The diameter of the primary ligaments is obtained from a mass balance. It is as-
sumed that every tear in the sheet forms a primary ligament. The resulting diame-
ter is given by 

16 b
ligament

s

h
d

K
. (4.78)

Ks is the wave number of the fastest growing surface wave. Because the sheet 
thins as it departs from the nozzle, the position of first the break-up determines the 
ligament diameter. The sheet half-thickness hb at the point of break-up is 

0

2 sin
b

b
b b

h D
h

L D
. (4.79)

The initial half-thickness of the film at the nozzle orifice is approximately            
h0 0.5 0 cos( ).

The subsequent disintegration of the ligament into drops is calculated using an-
other stability analysis, which is based on an analogy to Weber’s result for the 
growth of waves on cylindrical, viscous liquid columns. The wave number for the 
fastest growing wave on the ligament is 
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d d
. (4.80)

As proposed in Dombrowski and Johns [30], it is assumed that break-up occurs if 
the amplitude of the wave is equal to the radius of the ligament, and that one drop 
is formed per wavelength. A mass balance gives the drop diameter: 
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. (4.81)

The starting conditions of the drops formed at the point of break-up are used as 
input for the CFD calculation of spray formation. The parcels are injected into a 
hollow-cone with a mean spray angle   from the spray axis. The exact trajectory 
of each discrete parcel is determined by randomly distributing the angle over a 
range , where  10 deg. is the dispersion angle. In the numerical im-
plementation, it is assumed that the sheet does not interact with the gas phase. The 
sheet is represented by dormant parcels, which are injected with velocity Uinj (Eq. 
4.70), and do not experience any drag nor undergo any break-up, evaporation, or 
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collision until their distance from the nozzle orifice is equal or greater than the 
break-up length as given by Eq. 4.77. At the point of break-up, the parcels are 
given a size which is sampled from a Rosin-Rammler distribution with SMD = 
ddrop (Eq. 4.81). From now on, the parcels are treated as normal and are subject to 
aerodynamic drag forces as well as break-up and collision processes. Usually the 
secondary break-up is modeled using the Taylor-Analogy (TAB) or the Droplet 
Deformation and Break-up (DDB) model, see Sects. 4.2.2 and 4.2.3. 

As the injection starts, some amount of fuel that had been trapped in the tangen-
tial slots from the previous injection event flows out with low velocity and nearly 
zero swirl and forms a kind of solid-cone spray with narrow spray cone angle and 
large drops, the so-called pre-spray. As the fuel velocity inside the injector in-
creases, the angular momentum and the centrifugal forces increase too, and the 
liquid inside the swirl chamber forms a hollow-cylinder structure. This structure is 
then transformed into a hollow-cone spray as it leaves the nozzle. Hence, the de-
velopment of the spray can be divided into two phases: the very short and transient 
phase at the beginning of injection and the steady-state phase corresponding to the 
largest part of the injection duration. While the LISA model can be used to predict 
the spray behavior during the steady-state phase, a simple approach of Chryssakis 
et al. [23] can be used in order to model the pre-spray: A solid-cone injection 
(blob method) is performed and the cone angle is gradually increased until the 
steady-state hollow-cone spray angle is reached, using a linear profile. At some 
point, which must be estimated from experimental investigations, the full-cone in-
jection switches into a hollow-cone injection, while the cone angle is still increas-
ing according to the given profile. 

4.2 Secondary Break-Up 

Secondary break-up is the disintegration of already existing droplets into smaller 
ones due to the aerodynamic forces that are induced by the relative velocity urel

between droplet and surrounding gas. These forces result in an instable growing of 
waves on the droplet surface or of the whole droplet itself, and finally lead to its 
disintegration. The surface tension force on the other hand tries to keep the droplet 
spherical and counteracts the deformation force. This behavior is expressed by a 
non-dimensional number, the gas phase Weber number 

2
g rel

g
u d

We , (4.82)

which represents the ratio of aerodynamic and surface tension forces. The smaller 
the droplet diameter d, the bigger the surface tension force and the bigger the criti-
cal relative velocity needed for break-up. From experimental investigations, it is 
known that, depending on the Weber number, different break-up modes and 
break-up mechanisms of droplets exist. A detailed description is given in Hwang 
et al. [58] and Krzeczkowski [69], for example. The models used in order to simu-
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late secondary break-up processes in full-cone as well as hollow-cone fuel sprays 
are described in the next sections. 

4.2.1 Phenomenological Models 

Arcoumanis et al. [7] distinguish between seven different droplet break-up modes, 
which are all described using semi-empirical relationships for the resulting droplet 
sizes and break-up times, 

l
bu break

rel g

dt
u

, (4.83)

where break is given in Table 4.1. Some of them appear within the same range of 
the Weber number. 

The product droplet sizes are sampled from distribution functions, the Sauter 
mean diameters (SMD) of which are estimated using the following phenomenol-
ogical relations. According to Arcoumanis et al. [7], the SMD of the first three 
modes is 
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drop
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d
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. . We
, (4.84)

while for the chaotic and catastrophic regimes the correlation 

Table 4.1. Break-up modes and break-up times of droplets [7] 

Break-up mode Break-up time break [/] Weber number [/] 

Vibrational 0 5

3 26 25
4

,
l

l l
.

d d

12gWe

Bag 0 25
6 12

.
gWe 12 18gWe

Bag-and-Streamer 0 25
2 45 12

.
g. We 18 45gWe

Chaotic 0 25
14 1 12

.
g. We 45 100gWe

Sheet Stripping 0 25
14 1 12

.
g. We 100 350gWe

Wave Crest Stripping 0 25
0 766 12

.
g. We 350 1000gWe

Catastrophic 0 25
0 766 12

.
g. We

5 5.

1000 2760gWe

2760gWe
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is used. In the case of stripping break-up, small product drops are stripped from 
the parent ones, the size of which decreases continuously and can be predicted 
subtracting the mass  

1 1
3 6 1 2 1 2 3 212strip g g / / /

l l rel drop
l l

dm
u d

dt
(4.86)

leaving the parent droplet. This mass disintegrates into small product droplets with 
volume mean diameter D30 = 0.2 ddrop. Altogether, this phenomenological model-
ing results in a multitude of different regimes with different correlations for break-
up time and product droplet size. This sub-division into many different break-up 
modes is necessary because in contrast to detailed models, phenomenological cor-
relations are not able to describe the break-up processes of several Weber number 
classes. In the following, the more detailed break-up models usually used in CFD 
codes today will be presented. 

4.2.2 Taylor-Analogy Break-Up Model 

The Taylor Analogy Break-up model (TAB model), which was proposed by 
O’Rourke and Amsden [96], is based on an analogy between a forced oscillating 
spring-mass system and an oscillating drop that penetrates into a gaseous atmos-
phere with a relative velocity urel , see Fig. 4.20. The force F initiating the oscilla-
tion of the mass m corresponds to the aerodynamic forces deforming the droplet 
and thus making its mass oscillate. The restoring force Fspring = k·x is analogous to 
the surface tension force, which tries to keep the drop spherical and to minimize 
its deformation. The damping force Fdamping = d x  corresponds with the friction 
forces inside the droplet due to the dynamic viscosity µl of the liquid. The second 
order differential equation of motion for the damped spring-mass-system is 

F k d
x x x

m m m
, (4.87)

where x is the displacement of the mass from the idle state. According to the anal-
ogy, the coefficients in Eq. 4.87 have to be replaced by 
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Fig. 4.20. Taylor-Analogy break-up model 

and x is the displacement of the droplet’s equator from its equilibrium position, 
see Fig. 4.20. CF, Ck, Cd, and Cb are model constants. In Eq. 4.88, r is the droplet 
radius in idle state (spherical drop), g and l are the gas and liquid densities, and 

 is the appropriate surface tension. Using the dimensionless displacement y = x
/(Cb·r) the equation of motion becomes 
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Assuming a constant relative velocity urel, which is satisfied in the numerical solu-
tion process during a given time interval, the equation of motion can be solved 
analytically [96]: 
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In contrast to other definitions, the Weber number of the gas phase is calculated 
using the droplet radius and not its diameter. Equation 4.90 describes the dimen-
sionless time-dependent oscillation of the droplet equator. Although there are sev-
eral possible modes of oscillation that can result in a drop break-up, the TAB 
model only describes the fundamental mode corresponding to the lowest order 
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spherical harmonic, which is the most important one [96]. If the blob-method is 
used as primary break-up model,                are usually used as initial conditions. 
Because the experimentally determined critical Weber number resulting in a first 
drop break-up is Weg,crit  6, break-up is not allowed to occur below this Weber 
number. Furthermore, it is assumed that break-up occurs if a deformation of x
0.5·r is reached, resulting in Cb = 0.5 and y  1.0. The remaining model constants 
are Ck = 8.0, Cd = 5.0 and CF = 1/3 [96]. Using Eq. 4.90, the break-up time of a 
droplet can be calculated. 

The TAB model can also be used to determine the spray angle. This is impor-
tant if the model is combined with the blob method, because then the spray angle 
must not be specified independently, and the initial blobs can be injected with zero 
spray cone angle into the computational domain. It is assumed that the new drop-
lets retain the velocity u of the old drop, and that they get an additional velocity 
component  

n v v bv C x C C r y , 1 0vC .  (4.91) 

normal to the original path of the old drop. This normal velocity is the deforma-
tion velocity of the old droplet at the time of break-up. This approach results in an 
angle of 

tan / 2 /nv u  (4.92) 

between old and new path. The exact direction of  in     the plane normal to u
must be sampled randomly. However, this method of modeling the spray angle is 
somewhat imprecise and is usually not used in CFD applications. 

The Taylor-Analogy break-up results in a complete disintegration of the old 
drop into a number of smaller new ones. However, this model gives no informa-
tion about their number and size. These values are estimated using an energy bal-
ance (kinetic energy due to oscillation, surface energy, [96]). Because the velocity 
in the old direction (before break-up) is not changed during break-up, this kinetic 
energy is not included in the analysis. Before break-up, the energy of the drop is 
the sum of its minimum surface energy  

24surf ,oldE r  (4.93) 

and the energy in oscillation (kinetic energy) and distortion (remaining surface en-
ergy), which is 

5 2 2 2

5osc,old lE r y y (4.94)

for the fundamental mode of droplet oscillation. Because in reality there is energy 
in other modes as well, the model constant K is implemented, and the resulting en-
ergy before break-up is 

5 2 2 2 24
5old lE K r y y r . (4.95)

0 0 0y y

nv
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After break-up, it is assumed that the new droplets are spherical and do not os-
cillate (               ). Hence, the energy after break-up is the sum of the surface en-
ergies  

24surf ,new
r

E r
SMR

(4.96)

and the kinetic energy  

3 2 5 21 4
2 3 6kin,new l n lE r v r y (4.97)

of the product drops due to an additional new velocity component vn (Eq. 4.91) 
normal to the path of the old drop before break-up: 

2 5 24
6new l

r
E r r y

SMR
. (4.98)

Equating Enew and Eold and using y = 1 and 2 = 8 /( lr
3) finally yields 

3
28 6 51

20 120
l rr K Ky

SMR
, (4.99) 

where K = 10/3 is determined from experiments and    is the deformation velocity 
at the time of break-up. For each break-up event, the radius of the product drops is 
chosen randomly from a -square distribution with a Sauter mean radius SMR as 
predicted by Eq. 4.99. Finally, the number of product drops can be predicted using 
the mass conservation constraint. 

The TAB model is generally known to underpredict droplet sizes of full-cone 
diesel sprays (Tanner et al. [138], Liu et al. [79]) and to underestimate penetration 
if it is combined with the blob-method (Park et al. [104], Allocca et al. [4]). To-
day, the TAB model has lost its leading position with regard to the break-up pre-
diction of diesel sprays. However, the TAB model is used in order to predict drop-
let deformation (independent of break-up), which is needed to calculate the 
dynamic drag coefficient of the droplets in a spray, Liu et al. [79]. In contrast to 
diesel spray simulations, the TAB model is the most important secondary break-up 
model in the case of hollow-cone gasoline sprays, see Sect. 4.3.4. 

A further development of the TAB model is the ETAB model (Enhanced TAB 
model), proposed by Tanner [138]. The dynamics of the TAB model have been 
left unchanged. Besides a modified calculation of the new droplet radius after 
break-up, the most important improvement is that an initial oscillation          is 
chosen for the spherical drops (y0 = 0) emerging from the nozzle. The deformation 
velocity is chosen in a way that the droplets first elongate in the direction of flight, 
see Fig. 4.21, return to their spherical shape and finally are flattened and break up. 
This increases the lifetime of the blobs, simulates the dense fragmented liquid core 
near the nozzle, and allows a more realistic representation of the dense core as 
well as the calculation of larger and more realistic droplet sizes within the spray. 

0 0 0y y

y

0 0y
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The value of     is chosen in such a way that the first break-up of the blobs occurs 
at the experimentally obtained break-up length  

l
b inj bu nozzle

g
L U t C D (4.100)

of the dense fragmented core, where C = (3.3…15.8) [21, 19, 136] is an arbitrary 
constant representing the influence of the nozzle. Tanner [138] chooses C = 5.5. 
Using y(tbu) = 1 and assuming an inviscid liquid, the expression for 0y can be de-
rived from Eq. 4.90, 

0 1 1 cos
sin

F
g bu

k b bu

C
y We t

C C t
, (4.101)

with tbu from Eq. 4.100. This method is only used for the first break-up of the 
blobs. The subsequent break-up of secondary droplets is again calculated accord-
ing to the original TAB-model (                   ). 

The second difference between TAB and ETAB-model is a modified calcula-
tion of the new droplet radius after break-up. Again, y = 1 is used as the break-up 
condition, and We > 6 must be fulfilled, but the product droplet size is related to 
the break-up time and not determined by an energy balance. In order to derive the 
new break-up law, it is asumed that the rate of product droplet generation (dn/dt)
is proportional to the number of product droplets, 

3 bu
dn( t )

K n t
dt

, (4.102)

where 3Kbu is a constant of proportionality. Using the mass conservation, the 
number of product droplets that are formed by a break-up occurring at time t is 
given by  

Fig. 4.21. ETAB model: an initial droplet deformation velocity results in an elongation of 
the drop in the direction of flight 

0y

0 0 0y y
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0

new

m
n( t )

m t
  , 0

2
new

new

dn t m dm
dt dtm t

, (4.103)

where m0 is the mass of the drop before break-up and mnew is the mass of one new 
droplet after break-up. Substituting dn(t)/dt and n(t) in Eq. 4.102 using Eq. 4.103 
gives 

3new
bu new

dm t
K m t

dt
. (4.104)

Using mnew = (4/3) r3
new l in Eq. 4.104 yields dr3

new /r3
new = -3Kbu dt. Thus, the ra-

dius of the new droplets depends on the time span t = tbu after which the old drop 
breaks up. The longer the time span, the smaller the product droplets. The break-
up time of a given drop with radius R0 is calculated by the TAB-model. At the 
time of break-up, new droplets are formed and the time is set to zero again. Inte-
grating the left hand side from rnew = R0 to rnew = Rnew (Rnew: radius of the new 
droplets if break-up occurs at time t = tbu) and the right hand side from t = 0 to t = 
tbu finally gives the relation between new product droplet size Rnew, old drop size 
R0, and break-up time tbu :

0
e bu buK tnewR

R
. (4.105)

The break-up constant Kbu depends on the break-up regime (bag or stripping 
break-up) and thus on the Weber number of the drop before break-up, 

1 4 5

1 4 5

g t
bu

g t

/ .                if  We  We            (bag break-up)  
K

/ . We      if  We  > We     (stripping break-up) .
(4.106)

Wet is the regime-dividing Weber number, which is set to Wet = 80 [138]. Figure 
4.22 shows the ratio of product and parent drop radii for the ETAB and the stan-
dard TAB model as a function of the Weber number for inviscid spherical droplets 
with 0 0 0y y . The break-up time is only dependent on the Weber number and  

Fig. 4.22. Ratio of product and parent drop radii for the ETAB and the standard TAB model 
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does not depend on whether the TAB or the ETAB model is used. Compared to 
the TAB model, which generally predicts excessively small droplet sizes (e.g. 
[138, 79, 4]), the calculation of product droplet sizes according to the ETAB 
model results in bigger drops and thus a more realistic drop size distribution.  

As in the standard TAB model, after break-up of a parent drop, the product 
droplets are initially supplied with a velocity component  

n v v bv C x C C r y (4.107)

normal to the path of the parent drop, but in contrast to the original TAB model, 
where Cv  1, this constant is determined from an energy balance consideration to 
be

2 05 18 1
4v D,droplet

g new

R
C C

We R
. (4.108)

Typical Reynolds numbers of Re  500, drop drag coefficients of CD  0.5, We-
ber numbers of Weg > 80, and droplet radii of Rnew /R0  0.7 result in Cv  0.72. 
Hence, in contrast to the original TAB model, the normal velocity component is 
slightly reduced.  

The ETAB model was developed at a time when detailed primary break-up 
models were not available. The modifications of the TAB model were introduced 
in order to correct the shortcomings of the blob-method by the secondary break-up 
model. This way of modeling the spray break-up can of course not compete with 
the combination of a more detailed primary break-up model and a standard secon-
dary break-up model. 

4.2.3 Droplet Deformation and Break-Up Model 

Ibrahim et al. [59] proposed a droplet deformation and break-up (DDB) model, 
which assumes that the liquid drop is deformed due to a pure extensional flow 
from an initial spherical drop of radius r to an oblate spheroid with an ellipsoidal 
cross section with major semi axis a and minor semi axis b, Fig. 4.23. The break-
up mechanism of the DDB model is very similar to that of the TAB model and can 
be regarded as an alternative to this model. Again, the whole drop is deformed by 
aerodynamic forces. The air velocity distribution and air pressure distribution at 
any point on the surface of an initially spherical liquid drop, which is exposed to a 
steady air stream, are not uniform. The air velocity has a maximum at the equator 
of the drop and equals zero at its poles (stagnation points), resulting in low static 
pressures at the equator and high ones at the poles. This external pressure field 
causes the drop to deform from its undisturbed spherical shape and to become flat-
tened to form an oblate ellipsoid normal to the airflow, Fig. 4.23. As the velocity 
at the equator increases, the pressure difference increases accordingly, which re-
sults in a further flattening, and finally the drop becomes disk-shaped.  



4.2 Secondary Break-Up      123 

Fig. 4.23. Droplet deformation and breakup model (DDB model), schematic diagram of the 
deforming half drop 

In contrast to the TAB model, the DDB model of Ibrahim et al. [59] does not 
use the droplet equator to describe the deformation, but regards the motion Y of 
the center of mass of the half-drop and conserves the droplet’s volume as it dis-
torts. In the case of a spherical drop (no deformation), the distance Y between the 
center of the half-drop and that of the complete drop is Y = 4r/(3 ). The model is 
based on the conservation of energy for a distorting drop. Assuming that the drop 
experiences no heat exchange with its surroundings, the energy equation of the 
half-drop is 

dE dW
dt dt

. (4.109)

E is the internal energy consisting of the kinetic energy (dEkin /dt = F·v = (m·dv 
/dt)·v) and the potential energy (dEsurf /dt = dA/dt),

32 1
3 2l

dE dv dA
r v

dt dt dt
. (4.110)

In Eq. 4.110, v = (dY/dt) and a = (dv/dt) are the velocity and the acceleration of the 
center of mass of the deforming half-drop, and A is its surface area approximated 
by

2 22A a b . (4.111) 

W is the work done by pressure and viscous forces, 

pressuredWdW
dt dt

. (4.112)

The work done by pressure is 

2 21
2 4

pressure
p g rel

dW dY dY
pA r u

dt dt dt
, (4.113)
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where the pressure is approximated by the static pressure p  0.5 gu
2
rel of the 

stagnation point, and the projected area of the drop is approximated by Ap r2.
The viscous dissipation due to the extensional flow is [59] 

2
38 1

3 l
dYr

Y dt
. (4.114)

During the deformation process, the drop volume is conserved, (4/3) a2b = 
(4/3) r3 or b = r3/a2. Using a = (3 /4)·y and b = r3/a2 in Eq. 4.111 gives 

639 31 2
4 4

dA dY YY
dt dt r

. (4.115)

Using Eqs. 4.110, 4.112, 4.113, 4.114 and 4.115 finally yields 

62 3
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2 22
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1 2

3 8 4

8 1
3 4

l

g rel
l

dY d Y Y dY
r Y

dt r dtdt

r udY dYr  .
Y dt dt

(4.116)

Defining y* = Y/r and t* = t·urel /r to nondimensionalize Eq. 4.116 yields the equa-
tion of motion of the DDB model [81] 

262 2

2
3 27 3 8 11 2

8 16 4g g

d y* N dy*y* y*
K KWe K Re y* dt*dt*

, (4.117)

where N = µl /µg, K = l / g, Weg = gu
2
rel d/ , Reg = g urel d/µg, and d = 2r.

As in the TAB model, it is assumed that at time t = 0 (new droplet is formed by 
break-up of the old one or by injection), the droplets start with zero deformation 
(Y = 4/(3 )) and zero deformation velocity (dY/dt = 0). The break-up criterion is 
derived by noting that near break-up the kinetic energy as well as the viscous dis-
sipation are negligible: 

56

2

64 12
3 27

g*
break *

break

We
y

y
. (4.118) 

At the time of break-up, y*break reaches its maximum value. Hence, the second 
term on the left hand side of Eq. 4.118 can be neglected: 

2
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y

r
. (4.119)
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The break-up time of the droplet can be calculated combining Eqs. 4.119 and 
4.117. The droplet sizes after break-up have to be estimated using further assump-
tions like the energy-based modeling used in the TAB model, for example. 

4.2.4 Kelvin-Helmholtz Break-Up Model 

The Kelvin-Helmholtz model (KH model) was proposed by Reitz [114]. The 
model is based on a first order linear analysis of a Kelvin-Helmholtz instability 
growing on the surface of a cylindrical liquid jet with initial diameter r0 that is 
penetrating into a stationary incompressible gas with a relative velocity urel. Both 
the liquid and the gas are assumed to be incompressible, and the gas is assumed to 
be inviscid. Furthermore, it is assumed that due to the turbulence generated inside 
the nozzle hole the jet surface is covered with a spectrum of sinusoidal surface 
waves with an infinitesimal axisymmetric displacement  = 0·e

t (  << r) caus-
ing small axisymmetric fluctuating pressures as well as axial and radial velocity 
components in both liquid and gas. These surface waves grow because of aerody-
namic forces due to the relative velocity between liquid and gas (shear flow 
waves), Fig. 4.24. The motion of liquid and gas are described by the linearized 
Navier-Stokes equations for both phases. The solution is found by transforming 
the equations of motion into stream and potential functions.  

The analysis, which is described in detail in Reitz and Bracco [117], yields a 
dispersion equation relating the growth rate  (increase of amplitude per unit 
time) of a perturbation to its wavelength 2 /k:
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(4.120)

where I0 and I1 are modified Bessel functions of the first kind, K0 and K1 are modi-
fied Bessel functions of the second kind, k 2 /  is the wave number,  is the 
surface tension, l2 = k2 + / l, l = µl / l (kinematic viscosity), and the prime indi-
cates differentiation.  

The numerical solution of the dispersion function shows that there is a single 
maximum in the wave growth rate curve  = (k). It is assumed that the wave 
with the highest growth rate  = will finally be sheared off the jet and form 
new droplets. Curve fits were generated from the numerical solutions to Eq. 4.120 
for the growth rate  of the fastest growing and thus most unstable surface wave,  
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and the corresponding wavelength 
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where
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Z and T are the Ohnesorge number and the Taylor number, and r0 is the radius of 
the undisturbed jet. These curve fits are shown in Figs. 4.25 and 4.26. 

Reitz [114] applied this theory to the break-up modeling of liquid droplets with 
radius r. Again, waves grow on the drop surface with growth rate and wave-
length . Because the new child drops are formed from the surface waves that are 
sheared off the parent drops, it is assumed that the size of the new droplets is pro-
portional to the wavelength ,

0newr B , (4.123) 

where B0 = 0.61 is a constant, the value of which is fixed. A new parcel containing 
product drops of size rnew is created and added to the computations. In contrast to 
the TAB model, the parent drop does not perform a complete break-up, but 
continuously looses mass while penetrating into the gas. This results in a shrinking 
radius whose rate of reduction at a certain time t depends on the difference be-
tween the actual value of droplet radius r and an equilibrium droplet size (which is 
equal to the child droplet radius rnew) as well as on the value of a characteristic 
time span bu, (Reitz [114], Ricart et al. [119]): 

Fig. 4.24. Schematic illustration of the Kelvin-Helmholtz model 
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Fig. 4.25. Growth rate of the most unstable surface wave versus Weg as a function of Ohne-
sorge number Z [114]. 

Fig. 4.26. Wavelength of the most unstable surface wave versus Weg as a function of Ohne-
sorge number Z [114]. 

new

bu

r rdr
dt

, 13 788bu
r

. B . (4.124)

If the KH model is used in combination with the blob method, the influence of 
the nozzle hole flow on primary break-up is not modeled satisfactorily. In this 
case, B1 is an adjustable model constant including the influence of the nozzle hole 
flow like turbulence level and nozzle design on spray break-up. Values between 
B1 = 1.73 and B1 = 60 are proposed in the literature [107, 114]. A higher value of 
B1 leads to reduced break-up and increased penetration, while a smaller value on 
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the other hand results in increased spray disintegration, faster fuel-air mixing, and 
reduced penetration. 

The number of new child droplets per time step can be calculated from the de-
crease of radius of the parent drop (Eq. 4.124) and the size of the new child drops 
(Eq. 4.125). The new child droplets become parent drops in a new parcel and are 
subject to further break-up. 

The KH model predicts a bimodal size distribution consisting of a small num-
ber of big parent drops, the radius of which is slowly shrinking, and an increasing 
number of small child droplets. Although stripping break-up is one of the most 
important break-up mechanisms in the case of high-pressure injection, experi-
ments [58] have shown that the formation of strong bimodal droplet size distribu-
tions is unrealistic, and that another important mechanism, the sudden disintegra-
tion of the complete drop into droplets with diameter much bigger that the KH-
child droplets is important near the nozzle. For this reason, the KH-model is usu-
ally combined with the Rayleigh-Taylor model, which is described in the follow-
ing section. 

4.2.5 Rayleigh-Taylor Break-Up Model 

The Rayleigh-Taylor model (RT model) is based on the theoretical work of Taylor 
[139], who investigated the instability of the interface between two fluids of dif-
ferent densities in the case of an acceleration (or deceleration) normal to this inter-
face. If the two fluids are liquid and gas, the interface is stable when the accelera-
tion is directed into the liquid, and instable disturbances can grow if the 
acceleration is directed into the gas. Regarding droplet and gas moving with ve-
locity urel relative to each other, the deceleration of the drop (in the forward direc-
tion) due to drag forces can also be treated as an acceleration of the drop in the di-
rection of the airflow (backward direction). Thus, instable waves can grow on the 
back side of the drop, see Fig. 4.27. The disintegration of the drop is induced by 
the inertia of the liquid if drops and ligaments leaving the nozzle with high veloci-
ties are strongly decelerated by the aerodynamic drag force 

2
2

2
g rel

aero D
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F r c . (4.125)

Dividing the drag force by the mass of the drop, the acceleration of the interface 
can be found, 
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r
, (4.126)

where cD is the drag coefficient of the drop. Using a linear stability analysis 
(Chang [20]) and neglecting liquid viscosity (Bellmann and Pennington [15]), the 
growth rate  and the corresponding wavelength  of the fastest growing wave 
are (Su et al. [136], Chan et al. [19], Patterson and Reitz [107]): 



4.2 Secondary Break-Up      129 

Fig. 4.27. Rayleigh-Taylor instability on a liquid drop 
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In many applications, the gas density is neglected because it is much smaller 
than the liquid density. The break-up time tbu = -1 is found to be the reciprocal of 
the frequency of the fastest growing wave. At t = tbu the drop disintegrates com-
pletely into small droplets whose radius dnew =  is assumed to be proportional to 
the wavelength. The drop is only allowed to break up if  is smaller than its di-
ameter. The number of new drops is calculated using the mass conservation prin-
ciple [107]. In contrast to this method, Su et al. [136] determine the number of 
new droplets as the ratio of maximum diameter of the deformed drop to , and the 
size of the new droplets is calculated using mass conservation. 

The adjustable constant C3 is introduced in order to allow a modification of the 
effective wavelength. Similar to the constant B1 in the KH model, it includes the 
unknown effects of initial conditions like turbulence and cavitation inside the noz-
zle hole on the secondary break-up. C3 changes the size of the new product drop-
lets and the likelihood of break-up events. By increasing its value, break-up is re-
duced (break-up is only allowed if < ddrop), and the size of the new droplets is 
increased. Patterson and Reitz [107] use values in the range of C3 = 1.0–5.33. 

It has been observed that drag-deceleration and shear flow induced instabilities 
are simultaneous phenomena in the droplet break-up process (Hwang et al. [58]). 
The drag-deceleration induced RT break-up only results in effective and rapid dis-
integration near the nozzle, where the very high relative velocities between drop 
and gas result in a strong deceleration. This break-up mechanism describes the ex-
perimentally observed catastrophic break-up mode (Table 4.1). Further down-
stream, the shear flow induced KH break-up becomes the dominant process. 
Hence, the RT model is always used in combination with a second break-up 
model, usually the KH model. 
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4.3 Combined Models 

Because a single break-up modelis usually not able to describe all relevant classes 
of break-up processes and break-up regimes of engine sprays, the use of combined 
models, consisting of a combination of at least two different break-up models, is 
becoming more and more popular in order to improve the accuracy of prediction. 
Usually such a model is composed of a primary and a secondary break-up model. 
The most important hybrid models for full-cone and hollow-cone sprays are pre-
sented in the following. 

4.3.1 Blob-KH/RT Model (Full-Cone-Sprays) 

The experimental investigations of Hwang et al. [58] revealed that the break-up 
mechanism in the catastrophic break-up regime consists of a series of characteris-
tic processes. The aerodynamic force on the drop flattens it into the shape of a liq-
uid sheet, and the decelerating sheet breaks into large-scale fragments by means of 
RT instability. KH waves with a much shorter wavelength originate at the edges of 
the fragments, and these waves break up into micrometer-size drops as illustrated 
in Fig. 4.28.  

If the blob-method is utilized in order to inject initial drops into the numerical 
grid, usually two secondary break-up models are used. The first one describes the 
relevant processes of the spray disintegration near the nozzle (part of the primary 
break-up that is not correctly described by the blob-method), and the second one is 
responsible for the remaining spray region. In the case of the KH-RT model, both 
models are implemented in CFD codes in a competing manner. Both models are 
allowed to grow unstable waves simultaneously, and if the RT-model predicts a 
break-up within the actual time step, the disintegration of the whole drop accord-
ing to the RT mechanism occurs. Otherwise the KH model will produce small 
child droplets and reduce the diameter of the parent drop. 

Fig. 4.28. Schematic diagram of break-up mechanisms in the catastrophic break-up regime 
[58] 
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Fig. 4.29. Combined blob-HK/RT model 

However, the reduction of droplet size by the RT model is too fast if it is ap-
plied to drops just leaving the nozzle hole. Thus, the model is applied to spray 
break-up beyond a certain distance from the nozzle, the break-up length Lb of the 
dense fragmented core (Eq. 4.100), and only KH stripping break-up is allowed to 
occur near the nozzle (Chan et al. [19]), as shown in Fig. 4.29. Hence, the secon-
dary break-up process can be adjusted by modifying the break-up length Lb as well 
as the constants of the KH model and the RT model. Compared to the single use 
of the KH model, a faster disintegration of big drops is achieved, and an increased 
evaporation as well as a reduced penetration are calculated allowing a better 
matching of experimental data. Another positive effect of the combination of RT 
and KH model is that the RT model counteracts the formation of a strong bimodal 
droplet size distribution, because RT break-up always results in a number of 
equally sized droplets with intermediate size. 

The KH-RT model is the most popular of all hybrid models used today. It has 
been successfully validated against experimental data and used by many authors in 
order to predict the disintegration process of high-pressure diesel sprays (e.g. [19, 
135]).

4.3.2 Blob-KH/DDB Model (Full-Cone Sprays) 

The concept of the Blob-KH/DDB model is similar to that of the KH-RT model. 
The blob-method is used in order to inject initial drops into the numerical grid, 
and the subsequent aerodynamic-induced break-up is described by a combination 
of DDB and KH model. In contrast to the KH-RT model, the KH model is not the 
relevant mechanism in the far field of the nozzle but is used together with the 
DDB-mechanism in a competing manner in order to predict the spray disintegra-
tion within the break-up length (Park and Lee, [106]). The authors also refer to the 
experiments of Hwang et al. [58] and argue that within this break-up length con-
siderable flattening of the liquid drops was observed, and that the disintegration is 
affected by both wave instability (KH) and droplet deformation (here described by 
the DDB-model). Both models are allowed to deform the drop and to grow unsta-
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ble waves simultaneously. If the DDB-model predicts a break-up within the actual 
time step, the disintegration of the whole drop according to the DDB mechanism 
occurs. Otherwise the KH model will produce small child droplets and reduce the 
diameter of the parent drop. Park and Lee [106] argue that beyond the break-up 
length the droplets are only affected by the deformation of the droplet (DDB 
model) since the relative gas/liquid velocities are low. This assumption does not 
conform with the KH-RT model, where the relevant break-up process beyond the 
break-up length is the KH-mechanism. However, it must be pointed out that al-
though in both cases Eq. 4.100 is used for the break-up length, the constant C is 
different (e.g. C = 30 in the KH-DDB model, [106]; C = 14 in the KH-RT model, 
[19]). This results in different break-up lengths and thus in a different sub-division 
of the spray. Park and Lee [106] have validated their model against experimental 
data from high-pressure diesel sprays under atmospheric conditions. However, the 
small influence of the KH break-up mechanism beyond the break-up length is 
somewhat unexpected and may also be due to the low ambient gas densities used 
in the experiments. 

4.3.3 Further Combined Models (Full-Cone Sprays) 

Park et al. [105] have compared the prediction accuracy of different combined 
models using the Blob/KH model and the turbulence-induced model of Huh and 
Gosman [56] as primary break-up models, and the RT, DDB, and TAB model as 
secondary break-up models. Except for the KH-RT model, the models are not im-
plemented as competing models, but there is a clear switching criterion from pri-
mary to secondary break-up. It is assumed that the primary break-up model 
switches to the secondary one if the drop diameter becomes less than 95% of the 
maximum diameter of the injected blobs. Park and Lee [105] have validated the 
models against experimental data from high-pressure diesel sprays under atmos-
pheric conditions. The results concerning spray tip penetration and axial SMD dis-
tribution agree well with experimental data in the case of the Blob/KH-RT model 

Table 4.2. Hybrid break-up model of Rotondi et al. [122] 

                                                           Primary break-up 

Low-medium injection pressure KH-model 
High injection pressure Turbulence-cavitation-aerodynamic-induced 

model 

                                                       Secondary break-up 

Vibrational  12 < Weg < 16 TAB-model 
Bag 16 < Weg < 45 DDB-model 
Chaotic 45 < Weg < 100 DDB-model + KH-model 
Stripping 100 < Weg < 1000 KH-model 
Catastrophic Weg > 1000 KH-model + RT-model 
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as well as the turbulence-RT model and the turbulence-DDB model, while other 
model combinations result in less accurate predictions. 

Further hybrid models have been developed by Baumgarten et al. [12, 13], see 
Sect. 4.1.5, and Rotondi et al. [122], for example. The last named authors devel-
oped a hybrid model for the atomization of diesel sprays that also distinguishes 
between primary and secondary break-up. The primary break-up considers the ef-
fects of jet turbulence and cavitation (models of Huh and Gosman [56] and Ar-
coumanis et al. [7]), and, for the secondary break-up, different models are used as 
the droplet Weber number changes, see Table 4.2. 

4.3.4 LISA-TAB Model (Hollow-Cone Sprays) 

The most popular combined model for hollow-cone sprays is the combination of 
the LISA-model for primary break-up with the TAB model for the secondary 
break-up. Schmidt et al. [125] used the LISA-TAB model in order to simulate the 
spray development of a pressure-swirl injector and achieved a good agreement be-
tween experimental measurements and numerical predictions in the case of atmos-
pheric ambient conditions and non-evaporating sprays. The injector characteristics 
are given in Table 4.3. The model was validated using experimental data of drop 
size, penetration, and mass flux distribution as well as photographic comparison. 
As an example, Figs. 4.30 and 4.31 show the measured and predicted SMD and 
penetration lengths for two different injection pressures. The pre-spray, which is 
produced at the beginning of injection due to the missing rotation and the low in-
jection velocity, is modeled by using the blob-method and injecting a full-cone 
spray with a narrow cone angle. After a short time span, which must be deter-
mined experimentally, the full-cone injection is replaced by the hollow-cone LISA 
model. The pre-spray is responsible for the large droplets at the beginning of 
injection in Fig. 4.30.  

Fig. 4.30. Measured and predicted SMD. a case 1, b case 2, drop sizes averaged over a 
plane 39 mm downstream of the injector [125] 
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Fig. 4.31. Measured and predicted penetration. a case 1, b case 2 [125] 

Table 4.3. Injection parameters for sprays shown in Figs. 4.30 and 4.31, data from [125] 

Injection parameter Quantity 
Case 1 Case 2 

Spray half-cone angle  [°] 23 23 
Dispersion angle  [°] 10 10 
Fuel delivery per injection 
[mm3]

56.8 56.8 

Nozzle Diameter [µm] 560 560
Injection pressure [MPa] 4.76 6.12
Injection duration [ms] 3.86 3.4
Liquid density [g/cm3] 0.77 0.77

Senecal et al. [129] have used the LISA-TAB model to predict the spray forma-
tion in the case of outwardly opening nozzles. Due to the pintle, these injectors do 
not produce a pre-spray. Furthermore, one less equation is needed to initialize the 
calculation, since the initial thickness of the sheet at the nozzle orifice is deter-
mined by the size of the annular gap. The injection velocity is calculated from the 
conservation of mass. 

Stiesch et al. [135] also combined the LISA sheet atomization model with the 
TAB model in order to simulate the non-evaporating spray development in a pres-
sure bomb and to validate the model at ambient as well as elevated gas pressures 
and densities. The authors used a pressure-swirl injector with a half-cone angle of 
27 degrees, a dispersion angle of 10 degrees, and a nozzle diameter of 0.458 mm. 
The injection pressure was 4.93 MPa. Figs. 4.32 and 4.33 show a comparison of 
computational and experimental results for three different timings after start of in-
jection and for two different backpressures. While the photographs are side views 
of the complete spray, the calculated spray images represent spray slices contain-
ing the spray axis. Both series of pictures suggest that the hybrid LISA-TAB 
model is capable of predicting the spray behavior very well. Especially the recir-
culating vortex, which starts to form at the spray edges, is accurately predicted, 
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Fig. 4.32. Measured and calculated spray images, gas pressure: 101 kPa, [135] 

Fig. 4.33. Measured and calculated spray images, gas pressure: 366 kPa, [135] 

and also the influence of an increase of backpressure (reduced penetration, nar-
rower cone angle and a more distinct vortex at the spray edge) is predicted cor-
rectly. 

4.3.5 LISA-DDB Model (Hollow-Cone Sprays) 

Instead of using the TAB model, Park et al. [104] have combined the LISA sheet 
atomization model with the Droplet Deformation and Break-up (DDB) model in 
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order to calculate the disintegration process of a hollow-cone spray. The authors 
have validated the model against experimental data concerning spray penetration, 
droplet sizes, spray shape, and mean velocity distribution in the case of atmos-
pheric sprays and injection pressures of 5 and 7 MPa. Because the break-up 
mechanism of the DDB model is very similar to that of the TAB model, there are 
no significant differences regarding the prediction accuracy of both hybrid mod-
els. 

4.4 Droplet Drag Modeling 

4.4.1 Spherical Drops 

The relative velocity between gas and droplet results in a deceleration of the liquid 
and in an acceleration of the gas phase due to the exchange of momentum. The 
equation of motion of a spherical drop with radius r moving with a velocity urel

relative to the gas is 

2
2 3

2
4

2 3
g

drag rel D f l
d xF u c A r
dt

, (4.129)

where cD is the drag coefficient, Af = r2 is the frontal area of the spherical drop, 
and x is the coordinate along the droplet trajectory. The drag coefficient is given 
by that of a rigid sphere [6], 
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, (4.130)

where Reg = 2r·urel g / µg.

4.4.2 Dynamic Drag Modeling 

When a liquid drop enters a gas stream with a sufficiently large Weber number, it 
deforms and is no longer spherical as it interacts with the gas. This has been ob-
served experimentally by many researchers, e.g. [80, 111]. Hence, the drag coeffi-
cient should be a function of its Reynolds number as accounted for in Eq. 4.130 
and of its oscillation amplitude as well. Based on these observations, Liu et al. 
[79] use the TAB model, Fig. 4.34, in order to predict the droplet distortion y (Eq. 
4.90) and then modify the drag coefficient by relating it empirically to the magni-
tude of the drop deformation. Since the drag coefficient of a distorting drop should 
lie between that of a rigid sphere, Eq. 4.130 (lower limit), and that of a disk, which 
is about 3.6 times higher (upper limit), a simple linear expression is used for the 
dynamic drag coefficient: 



4.4 Droplet Drag Modeling      137 

Fig. 4.34. The dynamic drag model accounts for drop distortion 

ycc sphereDD 632.21, . (4.131) 

Hence, the drag coefficients of a spherical drop and a disk are recovered in the un-
deformed (y = 0) and the fully deformed limits (y = 1).

Compared to the use of the standard rigid sphere drag coefficients, the consid-
eration of dynamic drag results in increased overall drag coefficients and a more 
realistic calculation of droplet deceleration. Compared to the standard model, the 
increased droplet deceleration results in reduced penetration and larger droplets 
due to the shorter time span with high relative velocity between gas and liquid. 

It must be pointed out that the TAB model is only used for the calculation of 
drop distortion and does not influence the break-up modeling. If, for example, the 
Kelvin-Helmholtz model is used in order to predict drop break-up, then y > 1 does 
not result in any break-up. 

Liu et al. [81] have found that their TAB drop drag model [79] significantly 
underestimates drop drag effects for high-speed drops and have presented a modi-
fication based on the DDB model [59]. According to the DDB model, the drops 
are deformed due to a pure extensional flow from an initial sphere shape to an ob-
late spheroid of ellipsoidal cross section with major semi axis a and minor semi 
axis b, Fig. 4.35. The dynamic drag coefficient is again calculated using Eqs. 
4.130 and 4.131, but the dimensionless deformation of the droplet surface is given 
by

1,1min
r
ay , (4.132)

such that the drag coefficients of a spherical drop and a disk were also recovered 
in the undeformed and the fully deformed limits (a = 2r or y = 1, [59]), respec-
tively. The drops undergo significant flattening, which changes the frontal area 
exposed to the airflow. Because the flattening occurs prior to a significant mass 
loss due to break-up [81], the calculation of the frontal area is also modified and 
given as Af = a2 instead of Af = r2.

The authors have extended their model in order to describe the dynamic drag 
after wall impingement. Before wall impingement, the drop’s frontal area normal 
to the airflow is the largest cross-sectional area of the deforming drop (Af = a2).
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After wall impingement, drops with Wein < 80 (Wein: Weber number of incoming 
drops before wall impingement, Wein = 2r lvn / , vn: drop velocity component 
normal to the wall) bounce off the wall, and it is assumed that they have an initial 
rotation which may be maintained or enhanced by the strong turbulence in the 
combustion chamber. In this case, the largest cross-sectional area is not always 
normal to the direction of drop motion, and it is assumed that the drops rotate sto-
chastically. A random number  from the interval [0, 1] is used to modify the 
drop’s frontal area 

*
fA a b a b  (4.133) 

and drag coefficient 

1 2 632*
D D,spherec c . y  (4.134) 

after they have impacted and rebounded from the wall. After wall impingement, 
the drops are assumed to start with an initial deformation y = 1, which can de-
crease again if the droplet velocity slows down and reduces the aerodynamic 
forces. Because the droplet is rotating, the value of  cannot be constant for the 
rest of its lifetime. Hence,  is only calculated for a time interval equal to that of 
the droplet’s characteristic oscillation time 

3r
B l

rot , (4.135)

where r is the undisturbed droplet radius and B is a constant. Thereafter, a new 
value of  is sampled. The drop rotation effect after wall impingement is most im-
portant for large drops with high drop-gas relative velocities, but the Weber num-
bers (Wein) of which are less than 80.  

Fig. 4.35. Schematic diagram of the deforming half drop (DDB model) 
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4.5 Evaporation 

In addition to the break-up of the spray and the mixing processes of air and fuel 
droplets, the evaporation of liquid droplets also has a significant influence on igni-
tion, combustion, and formation of pollutants. The formation of fuel vapor due to 
evaporation is a prerequisite for the subsequent chemical reactions. The evapora-
tion process determines the spatial distribution of the equivalence ratio, and thus 
strongly affects the timing and location of ignition. The energy for evaporation is 
transferred from the combustion chamber gas to the colder droplet due to conduc-
tive, convective, and radiative heat transfer, resulting in diffusive and convective 
mass transfer of fuel vapor from the boundary layer at the drop surface into the 
gas, Fig. 4.36. This again affects temperature, velocity, and vapor concentration in 
the gas phase. Hence, there is a strong linking of evaporation rate and gas condi-
tions, and, for this reason, there must always be a combined calculation of heat 
and mass transfer processes. 

In order to describe the evaporation process mathematically, the following as-
sumptions are usually made: the radiative heat transfer is neglected because it is 
small compared to the convective one. Because it is not feasible to resolve the 
flow field around all the droplets of a spray, the evaporation modeling is based on 
averaged flow conditions and average transfer coefficients around the droplets. 
The droplets are usually assumed to be of spherical shape. Deformation, break-up, 
collisions, and other interactions of droplets are neglected during the calculation of 
evaporation. Further on, the droplet’s interior is usually assumed to be well mixed. 
For this reason, there are no spatial gradients of the relevant quantities like liquid 
temperature, concentration of fuel components, boiling temperatures, and critical 
temperatures, heat of evaporation etc. inside the droplet, and only a dependence on 
time is possible. Furthermore, the solubility of the surrounding gas in the liquid 
and the effect of surface tension on the vapor pressure are neglected.  

Fig. 4.36. Schematic view of drop vaporization 
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In order to determine the transport processes at the gas/liquid interface (mass 
and energy fluxes), phase equilibrium is assumed. It is presumed that the phase 
transition (liquid to vapor) is much faster than the vapor transport from the surface 
into the surrounding gas. Further on it is assumed that even if the conditions in the 
gas phase or inside the droplet change (e.g. temperature rise), phase equilibrium is 
always immediately reached.  

The concentration of fuel vapor and thus also the properties of the gas mixture 
in the boundary layer are strongly dependent on radius, Fig. 4.36. In order to get 
representative values for the calculation of the diffusive mass transport, simplified 
vapor concentration curves are customarily used. 

4.5.1 Evaporation of Single-Component Droplets 

Although real fuels consist of a multitude of different components that influence 
the evaporation process (more volatile but less ignitable components evaporate 
first, components with higher molecular weight evaporate later), the standard ap-
proach today is to use a single-component model fuel. Usually tetradecane (n-
C14H30) is used in order to represent the relevant properties of diesel, and octane is 
used for gasoline.  

The temperature change of the liquid droplet can be obtained from an energy 
balance. The total heat flux 

drop heating evapQ Q Q , (4.136) 

drop
heating drop p,l
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dt
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transferred from the hot gas to the liquid droplet results in an increase of droplet 
temperature (heating) and in evaporation. In Eqs. 4.136–4.138, mdrop and Tdrop are 
the droplet mass and temperature, cp,l is the specific heat capacity of the liquid 
fuel, hevap is the enthalpy of evaporation, and mevap is the mass that evaporates in 
the time interval dt. Using Eqs. 4.137 and 4.138 in Eq. 4.136 and solving for the 
temperature change yields 

1drop drop evap
evap

drop p,l

dT dQ dm
h

dt m c dt dt
. (4.139)

In order to solve Eq. 4.139, expressions for the quantities dQdrop /dt and dmevap /dt
must be derived. A part of the total convective heat transferred from the gas to the 
liquid due to the temperature difference T = Tdrop – T  (T : temperature of the 
surrounding gas outside the boundary layer) is needed in order to heat up the 
evaporated mass of fuel that is transported from the drop surface (Tdrop = TR) into 
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the gas (T ), see Fig. 4.37. A differential element of the gas atmosphere around 
the droplet (somewhere between r = R and r = ) has to be regarded, and an en-
ergy balance considering both kinds of heat fluxes, Fig. 4.37, must be written 
down and solved. After several mathematical integrations and transformations, an 
equation for the heat transferred to the drop is obtained: 

e 1drop g drop RQ d T T Nu , (4.140)

where

drop
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and

evap p,vap

g drop

m c
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These equations are derived and discussed in [32] and [33] and are finally utilized 
in the droplet evaporation model of Borman and Johnson [16], which again is used 
in most spray and combustion models. The variable  is a dimensionless correc-
tion factor taking account of the reduced heat transfer due to the simultaneous 
mass transfer from the drop into the gas atmosphere. In Eqs. 4.140–4.142, g is the 
thermal conductivity of the gas mixture at the drop surface, cp,vap is the specific 
heat capacity of the fuel vapor (both calculated using the 1/3rd rule of Hubbard et 
al. [54], see also Eqs. 4.190 and 4.191, and ddrop is the droplet diameter. The ap-
propriate Nusselt number that includes the effect of a relative velocity between 
droplet and gas has been proposed by Ranz and Marshall [112], 

1 2 1 32 0 0 6 / /Nu . . Re Pr , (4.143) 

rel drop gRe u d / µ , (4.144) 

g p gPr µ c / . (4.145) 

Fig. 4.37. Definition of coordinate system and heat fluxes 
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The properties of the gas phase inside the boundary layer are again calculated 
using the 1/3rd rule. 

Next, an expression for the fuel vapor mass flow due to evaporation in Eq. 
4.139 must be derived. For the case of a one-dimensional binary diffusion, Fick’s 
law can be used on a mass basis [142], 

2 24 4
A A

A AB
m dYmY D

drr r
, (4.146)

where mA is the mass flow of species A, m  = mA + mB is the total mixture flow 
rate, YA is the mass fraction, and DAB is the binary diffusivity. The first term on the 
right hand side is the mass flow of species A associated with bulk flow, and the 
second one is the mass flow of species A associated with molecular diffusion. If it 
is assumed that species B (gas around the droplet) is insoluble in the liquid A, and 
that outside the boundary layer the concentration of A is constant, there will be no 
net transport of B in the boundary layer gas, and mB = 0. Thus, Eq. 4.146 can be 
expressed as 

24 1
A A

AB A

m dYdr
D Yr

. (4.147)

Assuming that DAB = const, and integrating from r = R to r =  and from YA,R to 
YA,  gives 

,

,

1
4 ln 4 ln 1

1
A

A AB AB
A R

Y
m R D R D B

Y
, (4.148)

where B is the Spalding transfer number, 
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Using Eq. 4.148, the evaporating mass flow in Eq. 4.139 can be expressed as 
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where ddrop = 2r, D is the diffusivity of fuel vapor in air, Yf,  is the fuel vapor mass 
fraction outside the boundary layer, and Yf,R is the fuel vapor mass fraction at the 
droplet surface. The effect of an increased mass transport due to a relative velocity 
between droplet and surrounding gas is expressed by the Sherwood number: 
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Fig. 4.38. Temperature and mass histories of an evaporating decane droplet 

The Sherwood number has a value of Sh = 2.0 if no relative velocity is present. 
The appropriate Sherwood number, which includes the effect of a relative velocity 
between droplet and gas, has been proposed by Ranz and Marshall [112], 

1 2 1 32 0 0 6 / /Sh . . Re Sc , (4.152) 

where

g gSc µ / D . (4.143) 

The properties of the gas phase inside the boundary layer are calculated using the 
1/3rd rule. Assuming equilibrium and using Raoult’s law (e.g. [142]), the fuel va-
por fraction in the boundary layer can be calculated as 

vap l f
f ,R

cyl mix,R

p T MW
Y

p MW
, (4.154)

where pvap(Tl) is the saturated vapor pressure belonging to the droplet temperature, 
and MWf and MWmix,R are the molecular masses of fuel and gas mixture at the 
droplet surface. The vapor pressure can be determined from the Clausius-
Clapeyron equation, 
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where (p0, To) is a known point on the vapor pressure curve. 
As an example, Fig. 4.38 shows the temperature and mass histories of an 

evaporating decane droplet as predicted by the above model. The initial and 
boundary conditions are given in the figure. It can be seen that the droplet tem-
perature increases at first due to the convective heat transfer from the hot gas to 
the liquid, while the evaporated mass is small. This causes an increased saturated 
vapor pressure at the droplet surface, which again results in increased diffusive 
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mass transport into the gas. Due to the enhanced diffusion an increased amount of 
the energy (transferred from the gas to the liquid) is needed for evaporation, and a 
quasi-steady state is reached where the droplet temperature stays constant until it 
is completely vaporized. 

It must be pointed out that the use of single-component model fuels is the stan-
dard approach today because of its simplicity and low consumption of computa-
tional time. Nevertheless, research work today concentrates on more sophisticated 
evaporation models, especially with respect to modeling more realistic multi-
component fuels and to replace the single-component fuel calculations, see next 
section. 

4.5.2 Evaporation of Multi-Component Droplets 

The basic challenge when describing the evaporation process of fuel droplets is 
the choice of an appropriate reference fuel that represents the relevant behavior of 
the fuel with sufficient accuracy. For example, in standard CFD simulations, tet-
radecane (n-C14H30) is normally used to represent the relevant properties of diesel. 
However, diesel consists of more than 300 different components, and it is obvious 
that a single reference fuel cannot predict all of the relevant sub-processes during 
evaporation, ignition, and combustion with sufficient accuracy. Hence, multi-
component model fuels are desirable. The goal is to achieve a high degree of accu-
racy while keeping the consumption of computational time small.  

Initial studies on multi-component fuels concentrated on binary fuels consisting 
of two discrete hydrocarbons. Both discrete components were implemented in 
CFD codes using different fuel properties and transport equations for each of the 
two hydrocarbons. For example, Kneer [65] investigated the evaporation behavior 
of mixtures consisting of heptane and dodecane as well as hexane and tetradecane. 
Due to an increased evaporation of the more volatile component, especially during 
the initial stage of evaporation, these investigations have shown a significantly lar-
ger fuel vapor concentration. Further investigations have been published by Jin 
and Borman [60] and Klingsporn [63], for example. The investigations show that 
the overall mixture formation process, and thus also ignition and combustion, may 
be significantly influenced by the composition of the fuel vapor, and that it may be 
important to describe the multi-component character of fuels more accurately. 
However, the computational effort describing mixtures of ten and more compo-
nents is enormous. For example, Rosseel and Sierens [121] developed a model in-
cluding ten discrete components. According to the authors, the consumption of 
computational time for simulating the evaporation of a single droplet was twenty 
times higher than that of a single-component fuel. 
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Fig. 4.39. Continuous and discrete representation of multi-component fuels 

Tamin and Hallett [137] have shown a possibility of introducing the multi-
component character of fuels without modeling and numerically solving the many 
differential equations needed to represent a blend of ten or more discrete compo-
nents. Their approach is based on so-called continuous thermodynamics, which 
provides a relatively simple and elegant description of mixtures consisting of a 
multitude of different components. Although the modeling effort is larger com-
pared to a discrete two-component model, the advantage of the continuous ther-
modynamic approach becomes apparent if more components need to be repre-
sented. In this approach, which has been used for gasoline and diesel (e.g. [78, 
101, 137, 149, 110]), the composition of the fuel is described by a continuous dis-
tribution function. 

The distribution function characterizes the distribution f(I) of a macroscopic 
property I of the mixture, for example the molar mass, the boiling temperature, the 
number of carbon atoms, etc. In the case of hydrocarbon fuels, the molar mass is 
used as distribution variable. As an example, Fig. 4.39 shows a typical distribution 
of the different alkanes of diesel and the corresponding continuous distribution 
function, which has been used to model diesel fuel [77]. The continuous thermo-
dynamic model only needs to solve one set of equations (as in the case of one sin-
gle-component fuel) plus two additional equations for the first and the second 
moment of the distribution function, describing its mean value and variance. The 
main idea of the continuous thermodynamics approach is the description of the 
relevant fuel properties needed to determine the evaporation process like boiling 
and critical temperatures, heat conductivity, heat of evaporation etc. as a function 
of the distribution variable I. If the distribution of the different components inside 
the droplet changes during the evaporation process (the more volatile components 
evaporate first), the distribution function and thus the fuel properties also change. 
This kind of approach ensures that the effect of the different fuel components on 
the time-dependent evaporation process is accounted for. It should be mentioned 
at this point that this condition is only satisfied if the hydrocarbons belong to a 
particular family of molecules, e.g. alkanes. Hence, it is not possible to model 
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components belonging to different groups, like alkanes and aromatic compounds, 
with a single distribution function.  

Besides the distribution variable, the correct choice of an appropriate mathe-
matical distribution function is necessary. On the one hand, this function must be 
able to describe the mixture with sufficient accuracy, but on the other hand, the 
mathematical description should be as simple as possible. In order to describe hy-
drocarbon mixtures, the so-called gamma-function is used [24, 137, 100]. This 
distribution function is also known as Pearson type III distribution and is defined 
as [102]: 

1

( ) exp
I I

f I , (4.156)

where  and  and are parameters describing the shape of the curve, and is re-
sponsible for the displacement of the origin of the curve, Fig. 4.40.  

The quantity I is the distribution variable (molar mass of the fuel components), 
and ( ) is given by 

1

0

e tt dt . (4.157)

Because Eq. 4.157 is the normalized gamma-function, the area below the curve is 
unity: 

0

1F I f I dI . (4.158)

Thus, the first and the second moment of the distribution are given by 

Fig. 4.40. Gamma-function: effect of parameters , ,
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0

f I I dI (4.159)

and by

2

0
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The first moment  is the mean of the distribution function, and  is a measure for 
the variance . In the case of the gamma-function,   and can be expressed as 

, (4.161) 

2 2 , (4.162) 

2 2 . (4.163) 

The parameters , , and are chosen in order to achieve the best representation 
of the specific fuel of interest. The continuous thermodynamics can also be ap-
plied to single-component fuels by using extremely narrow distributions. Table 4.4 
summarizes the distribution parameters for various fuels as given in the works of 
Lippert [77] and Pagel [100]. 

Besides a transport equation for the overall fuel mass fraction, two additional 
transport equations for the first and the second moment, describing the shape of 
the distribution function for the vaporized fuel, are necessary in order to determine 
the change of the vapor phase composition in the computational cell around the 
evaporating droplet. The relevant vapor phase transport equations have been de-
rived by Tamin and Hallett [137]. For a single component k of the multi-
component fuel the mass transport equation can be written as  
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k k k ,av k k k

d d
Y uY D Y Y Y

t dt dt
, (4.164)

where Yk is the mass fraction of the component k, and Dk,av is the averaged binary 
diffusion coefficient. The resulting equations are derived by integrating the spe-
cies transport equation over the complete distribution function in order to obtain  

Table 4.4. Distribution parameters for multi-component and single-component fuels 

 Diesel Gasoline n-Octane n-Decane 
18.5 5.7 100 100 
10 15 0.1 0.1 
0 0 104.2 132.3 
185 85.5 114.2 142.3 
43 35.8 1 1 
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the transport equation for the species mass fraction, and by weighting the equation 
by I and by I2 before integrating in order to get the transport equations for the first 
and the second moment [78, 137, 46]: 

S C
f f f f fY uY D Y Y Y

t
, (4.165)

S C
f f f f fY uY D Y Y Y

t
, (4.166)

S C
f i f f f f

ˆY u Y D Y Y Y
t

. (4.167)

The quantity Yf is the overall fuel mass fraction in the gas,  is the mass-averaged 
density, and       and    are binary diffusion coefficients for the respective con-
served scalars. It can be shown that                 . The first term on the right hand 
side of Eqs. 4.165–4.167 is due to mass diffusion, while the second and the third 
ones are source terms due to spray evaporation and combustion. 

The source term due to spray evaporation is determined by the evaporation of 
the multi-component fuel droplets. If the droplet interior is assumed to be well 
mixed, which is usually done in most of the 3D CFD calculations, the molar flux 
over the droplet surface is given by 

1 l drop

drop

d c V
n

A dt
, (4.168)

where Adrop = 4 R2, Vdrop = (4/3) R3, and cl = l / l is the liquid molar density in 
mol/cm3. In contrast to the fuel vapor distribution function, the relevant parame-
ters of the liquid fuel distribution inside the droplet are denoted by the subscript l.
It should also be mentioned that all liquid-phase composition calculations are per-
formed on a molar basis, since the vapor-liquid equilibrium is solved in a molar 
frame of reference. Using the expressions for drop surface area and volume in Eq. 
4.168, the time-dependent change of droplet radius becomes 

3
l l

l
l l l

d ddR R n
c

dt c dt dt c
. (4.169)

The mole flux n, which is needed to determine the mean and the second mo-
ment of the droplet composition, can be calculated equating the fluxes at the liq-
uid/gas interface. In the case of a single component k of the liquid phase, Eq. 
4.168 yields 

1
3

k l drop k
k k l

drop

d x c V dxRn x n c
A dt dt

, (4.170)

D,D D̂
ˆD D D
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where xk is the mole fraction of component k in the liquid phase. Because a well-
mixed droplet interior is assumed, it is also the mole fraction inside the whole 
droplet. The mole flux yf,R in the gas phase at the liquid-vapor interface (index R)
is given by assuming equal molar diffusion from droplet to gas, 

k
k k ,R k ,av

R

dy
n n y c D

dr
. (4.171)

Equating Eq. 4.170 and Eq. 4.171 gives 

3
k k

k k ,R k ,av l
dy dxR

n x y c D c
dr dt

. (4.172)

The resulting equations for the liquid composition are derived by integrating over 
the complete distribution function and by several further transformations [137]: 

1 f
f ,R

dy
n y c D

dr
, (4.173)
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l f f

l R

d d
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, (4.174)

3l
l f f

l R

d dˆn y c D y
dt c R dr

. (4.175)

The index R denotes the droplet surface. Next, equilibrium is assumed at the inter-
face, resulting in 

1 1 1 R / r
f f ,y r y B  (4.176) 

and

1
1 1 1R / r

R Rr B B
B

, (4.177)

where represents y  and y , respectively. The subscripts “R” and “ ” indicate 
the gas phase properties at the droplet surface and in the undisturbed surroundings, 
respectively. B is the Spalding transfer number, 

1
f ,R f ,

f ,R

y y
B

y
. (4.178)

Using Eqs. 4.176 and 4.177 in Eqs. 4.174 and 4.175 results in expressions that 
are only dependent on quantities calculated by assuming equilibrium conditions at 
the liquid-gas interface (R) and on those of the surrounding ( ). The final expres-
sions describing the change of the mean and the second moment of the droplet 
composition are 
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3 1l
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, (4.179)
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The time-dependent development of droplet temperature can be calculated by 
an energy balance in analogy to Eq. 4.139 as 

3l
conv fg

l v

dT
q nh

dt c c R
, (4.181)

where h fg and c v = cv· are the molar heat of evaporation and the molar specific 
heat of the liquid. The convective heat flux and the molar flux may be approxi-
mated by  

ln 1
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T T B
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(4.182)
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The appropriate Nusselt and Sherwood numbers including corrections for the in-
fluence of a relative velocity between droplet and gas are 

1 2 1 32 0 0 6 / /Nu . . Re Pr and (4.184) 

1 2 1 32 0 0 6 / /Sh . . Re Sc , (4.185) 

where Pr and Sc are the Prandtl and the Schmidt numbers, respectively. 
As already mentioned, phase equilibrium is assumed to determine the vapor 

mole fraction in the gas phase at the droplet’s surface, and Raoult’s law is applied. 
In the case of a single component, this relation between the mole fraction of va-
porized fuel yk at the interface and the mole fraction xk inside the liquid drop is  

k
k k

p
y x

p
, (4.186)

where p is the static pressure in the gas phase and pk is the partial pressure of the 
component k with molar mass I. In the case of a continuous distribution function, 
the mole fractions of the different components inside the liquid are described by a 
distribution function, which changes its shape during evaporation. Thus, the mole 
fractions at the surface also change, and in this case Raoult’s law is derived by in-
tegrating over the complete distribution function: 
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Fig. 4.41. Boiling temperature of alkanes as function of molecular weight 
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The value of pk at the interface is given by the Clausius-Clapeyron equation, 

0 exp 1fg b
k

l

s T I
p I p

TR
, (4.188)

where p0 = 101.325 kPa is a reference pressure, Tb(I) is the corresponding boiling 
temperature of component I, s fg is the molar entropy of evaporation in J/(mol·K), 
R = 8.314151 J/(mol·K) is the molar gas constant, and Tl is the temperature of the 
liquid drop. Fig. 4.41 shows the boiling temperature of alkanes as a function of 
molar mass I. A linear correlation as proposed by Lippert [77] can be assumed, 

b b bT I a b I , (4.189) 

where ab and bb are constants obtained from regression of boiling point data. In the  
case of diesel fuel, Lippert [77] uses  ab = 208.53 K and bb = 1.5673 K/mol. 

Further quantities needed to calculate the multi-component fuel evaporation 
process using the continuous thermodynamics approach are the heat of evapora-
tion, the heat conductivity of the gas mixture, the specific heat capacities of gas 
mixture and liquid, the binary diffusion coefficient between air and fuel vapor, and 
the critical temperature. It should be noted that for all correlations used to describe 
the boundary layer the 1/3rd rule of Hubbard et al. [54] is used in order to account 
for the strong gradients of the quantities of interest and to calculate representative 
reference values inside the boundary layer. For example, Tref and Yf,ref are calcu-
lated as 
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2 1
3 3ref RT T T , (4.190)

and

2 1
3 3f ,ref f ,R f ,Y Y Y . (4.191)

The heat of evaporation can be described via an empirical relation. It is as-
sumed that ideal gas behavior can be applied and that pressure effects can be ne-
glected. According to Reid et al. [113] the heat of evaporation for a single compo-
nent is given as  

0.38log 1.013
1.093

0.930 /
crit crit

fg b
b crit crit b

p T T
h R T

T T T T
, (4.192) 

where pcrit is the critical pressure and Tcrit is the critical temperature. Tamin and 
Hallett [137] have modified this approach for multi-component fuel mixtures: 
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T T
h a b y y y

B .
, (4.193)

where ah = 2.07·10-7 and bh = 1.35·10-5 for units of h fg of J/kmol. 
The thermal conductivity of a gaseous fuel component can be described as a 

function of temperature and molecular weight [137], 

KC KT KC KTI ,T a a T b b T I , (4.194) 

where (I, T) is in W/(m·K), aKC = -2.37·10-2, aKT = 1.09·10-4, bKC = 3.47·10-5,
bKT = -1.91·10-8.

A correlation for the specific heat capacity of the fuel vapor has been developed 
by Chou and Prausnitz [22]: 

2 3
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p cp cp

cp c c c c
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c I ,T R a b I ,

a a a T a T a T ,

b b b T b T b T ,

(4.195)

where cp(I, T) is in J/(mol·K), ac0 = 2.465, ac1 = -1.144·10-2, ac2 = 1,759·10-5,
ac3 = -5.972·10-9, bc0 = 2.465, bc1 = -1-144·10-2, bc2 = 1.759·10-5, and 
bc3 = -5.972·10-9 [77]. 

Tamin and Hallett [137] have given a correlation for the binary diffusion coef-
ficient between alkanes and air. This correlation assumes a linear relation between 
molar mass and diffusion coefficient. However, for low and very large molar 
masses, this function underpredicts the diffusivity, see Fig. 4.42. Fuller (see [113]) 
uses a non-linear approach, 
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Fig. 4.42. Binary diffusion coefficients for alkanes and air [77] 
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where T, p, and MWa are the temperature, the pressure and the molecular weight 
of the surrounding gas, f is the mean of the fuel vapor distribution, and  is the 
sum of the atomic diffusion volumes of air and fuel [113]. This method shows a 
much better representation of data from Vargaftik, Fig. 4.42, and it also includes 
the reciprocal dependency on pressure as predicted by the kinetic theory of gases 
[77]. Daf is used as binary diffusion coefficient in Eqs. 4.165–4.167. 

A linear relation for the critical temperature as function of molecular weight is 
given by Tamin and Hallett [137], 

crit c cT I a b I , (4.197) 

where ac = 440.8 and bc = 1.21. Lippert [77] modified this approach introducing 
the critical volume Vcrit,

crit crit
crit

crit

V I T I f I dI
T

V I f I dI
. (4.198)

The critical volume can be described by a linear function with parameters from Li 
et al. [75]: 

crit v vV I a b I , (4.199) 
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where av = 15.903 cm3/mol and bv = 1.21 cm3/mol2. The combination of Eq. 
4.198) and Eq. 4.199 results in [77]  

crit c v v c c v c vT a a a b a b b b . (4.200) 

Typical results obtained with the multi-component evaporation model by Pagel 
[100] are shown in the following figures. First, the temperature rise inside a drop-
let (diesel fuel) during evaporation is shown in Fig. 4.43. The corresponding 
change of the distribution function is given in Fig. 4.44. In contrast to single-
component fuels that first heat up and keep a constant temperature until the end of 
evaporation, Fig. 4.43 shows the typical strong temperature rise at the end of 
evaporation due to the multi-component fuel modeling.

Fig. 4.43. Change of liquid temperature during evaporation of a multi-component diesel 
droplet (initial values: D = 100 µm, u = 0 m/s, Tdrop = 300 K, Tgas = 973 K, pgas = 0.1 MPa) 
[100] 

Fig. 4.44. Change of liquid composition during evaporation of a multi-component diesel 
droplet (initial values: D = 100 µm, u = 0 m/s, Tdrop = 300 K, Tgas = 973 K, pgas = 0.1 MPa) 
[100] 
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Fig. 4.45. Vapor phase fuel mass fractions for evaporating n-C14H30 (left) and continuous 
multi-component fuel (right) sprays in nitrogen after 2 ms, mfuel = 40 mg, Tfuel = 300 K, pgas

= 5.7 MPa, Tgas = 800 K, pinj = 110 MPa [100] 

The application of Raoult’s law for every component of the distribution guaran-
tees that the diffusive mass transport of the components with low molecular 
weight and high volatility is larger than that of the heavier components. Hence, 
most of the evaporated fuel mass consists at first of the lightweight components, 
and only a few heavier components leave the liquid drop. Thus, the distribution 
function is shifted to larger molecular weights, and its variance decreases, Fig. 
4.44. The value f(I) of the distribution function increases because the curves are 
normalized and the area below is always 1. The droplet temperature is controlled 
by the balance of energy that is transferred from the hot gas to the drop and of en-
ergy that leaves the drop due to the evaporation of liquid mass. As long as the 
mean molecular weight of the evaporated mass is low, the liquid temperature can 
be kept down. As evaporation proceeds, the mean molecular weight of the evapo-
rated mass increases. Due to the lower volatility of the heavier components 
(Raoult’s law), the droplet temperature increases until the energy loss due to an 
enhanced evaporation at higher temperature compensates the energy input from 
the hot gas again. If the droplet composition does not change again, a steady-state 
as described in the case of a single-component fuel, Fig. 4.38, could be reached. 
At the very end of evaporation, only a few components with increasing molecular 
weight and strongly decreasing volatility are left. Now the heat flux to the droplet 
results in a strong increase of droplet temperature. 

In Fig. 4.45, the evaporation of a complete spray under engine-like conditions 
is shown in the case of multi-component diesel fuel and tetradecane (n-c14H30),
which is usually used in standard single-component evaporation models in order 
to represent the behavior of diesel fuel. The figure shows the overall fuel mass 
fraction in the gas phase two milliseconds after the start of injection. Although the 
mean properties of the multi-component fuel and tetradecane are very similar,  
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Fig. 4.46. Representation of different molecule classes by different distribution functions 

significant differences concerning the overall mixture formation process are visi-
ble. Due to the stronger initial evaporation of the more volatile components near 
the nozzle, evaporation is enhanced, droplet sizes reduce faster, and the specific 
aerodynamic forces are increased resulting in a smaller penetration and a broader 
fuel vapor distribution. The simulations of Pagel [100] have also revealed that due 
to the strong evaporation at the edges of the spray the droplets at these positions 
have a higher molecular weight than those in the center of the spray. Although ini-
tial evaporation is increased in the case of multi-component diesel, ignition proc-
esses start later compared to a tetradecane spray. At first, the lightweight compo-
nents with high volatility but low ignitability evaporate, and the molecules with 
longer carbon chains that produce radicals much more easily are the last ones to 
enter the vapor phase. In the case of tetradecane, its long molecules can earlier 
start to initiate ignition. 

It should be mentioned that it is not always possible to represent the relevant 
fuel properties of multi-component fuels by using only one distribution function. 
Although the only use of the distribution of alkanes shows accurate results in the 
case of diesel, this simple approach is no more sufficient if for example tailored 
HCCI-fuels consisting of two or more groups of completely different molecule 
classes are considered. In this case, at least one more distribution function must be 
implemented describing the behavior of the second molecule group, Fig. 4.46. 
Most recently, a combination of two distribution functions has been investigated 
by Fischer et al. [37]. This way of modeling multi-component fuels promises a 
much more accurate representation of the evaporation behavior and is especially 
needed in the case of HCCI engine simulations, where ignition delays are long and 
the low-temperature ignition processes strongly depend on the temporal composi-
tion of the fuel vapor phase, see also Sect. 6.4. 

In the case of conventional diesel engines, the Shell-model (see Sect. 4.9.1) is 
normally used in 3D CFD codes today to describe the ignition process. Numerical 
investigations have shown that the cetane number of the fuel has an important ef-
fect on the ignition behavior. The larger the cetane number, the larger the ignita-
bility. Thus, the effect of a variable cetane number due to the change of fuel vapor 
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composition in the gas during the evaporation of a multi-component fuel has to be 
taken into account. Heywood [51] has given a correlation describing the activation 
energy for auto-ignition as function of the cetane number (CN):

618840
25AE

CN
. (4.201)

This approach was implemented by Ayoub [9] in the standard Shell-model. The 
expression for the activation energy of the chain propagation reaction 

4 pf kR R Q , (4.202) 

(Sect. 4.9.1), which has been shown to be a crucial path for the imtermediate igni-
tion species to transform into the branching species [68], was modified: 
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In the case of diesel fuel with a cetane number of 40, the activation energy re-
mains unchanged. In order to apply this approach to multi-component fuels, fur-
ther equations describing the relation between cetane number and mean molecular 
weight of the distribution function are necessary. Rose and Cooper [120] have 
measured the cetane number of pure hydrocarbons, Fig. 4.47. The relation be-
tween cetane number and mean molecular weight of the fuel vapor can approxi-
mated by the function 

6 3 3 24 2438 10 1 7080 10 0 14675 29 295paraffinsCN . . . .  .  (4.204) 

Fig. 4.57. Cetane number as function of molecular weight of paraffins (alkanes), data from 
[120] 
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However, diesel fuel does not only consist of n-alkanes but also of other com-
ponents like iso-alkanes and aromats. Thus, the cetane number of Eq. 4.204 must 
be modified by another correlation given by Glavincevski et al. [42]: 

30 0 221182 47 18paraffinsCN . CN . , 48 110paraffinCN . (4.205) 

This approach has been successfully used by Lippert [77] and Pagel [100] in 
order to simulate the ignition behavior of a multi-component fuel using the Shell-
model. 

4.5.3 Flash-Boiling 

When a liquid, initially in a subcooled state, is rapidly depressurized to a pressure 
sufficiently below the saturated vapor pressure, it can no longer exist in the liquid 
state, and a rapid boiling process called flash-boiling is initiated. A portion of the 
fuel then evaporates instantaneously and cools the rest of the liquid down. This 
sudden evaporation results in a significant increase of spray volume and a faster 
spray break-up. In the case of high-pressure diesel injection, the phenomenon of 
flash-boiling can only be achieved if the fuel is sufficiently preheated before injec-
tion. In the case of gasoline injection, flash-boiling is much easier to obtain due to 
the lower boiling curve. Especially if gasoline is injected in the intake manifold, 
where the static pressure can fall below the saturated vapor pressure of some hy-
drocarbon fuel components. Such a condition will result in unintended flash-
boiling. This causes significant changes in the fuel spray distribution and the fuel-
air mixing. 

Fig. 4.48 shows the conventional and the flash-boiling fuel injection in a pres-
sure-enthalpy diagram. Subcooled liquid exists to the left of the liquid saturation 
line, and superheated vapor exists to the right of the vapor saturation line. 

Fig. 4.48. Comparison of conventional injection and flash-boiling injection [99] 
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Superheated liquid can exist for a significant period of time without phase tran-
sition in a metastable condition between the liquid saturation line and the liquid 
spinodal, while to the right of the liquid spinodal there is no metastable state and 
liquid and vapor must coexist. During injection, the highly pressurized fuel leaves 
the nozzle through the injection hole, in which the liquid is strongly accelerated 
and the pressure decreases. In the case of conventional injection (line 1’- 2’), the 
fuel temperature, and thus the enthalpy, is too low to cross the liquid saturation 
line during pressure decrease. In the case of flash-boiling injection, the increased 
fuel temperature results in a higher fuel enthalpy, and the fuel undergoes a pres-
sure reduction from point 1 to point 4 while passing through the nozzle hole. Be-
tween point 2 and point 3, vapor bubbles are formed and begin to grow. If there 
were be enough time, an equilibrium vapor fraction would be achieved. As point 3 
is approached, the nucleation rates become large, and beyond point 3 the transition 
from vapor to liquid becomes explosively rapid. 

The flash-boiling process consists of three stages: nucleation, vapor bubble 
growth, and atomization [99]. A nucleus is a vapor bubble in a metastable equilib-
rium with the surrounding liquid. The size r of the nucleus depends on a force bal-
ance between the surface tension force tending to reduce the bubble radius, and an 
opposing force due to the difference of saturated vapor pressure psat(T) inside the 
bubble and the static pressure p in the surrounding liquid, 

0
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sat
r

p T p
, (4.206)

where  is the surface tension of the liquid in contact with its vapor. The larger the 
degree of superheat at a constant pressure of the liquid, the larger the saturated va-
por pressure, and the smaller the bubble radius in equilibrium. A decrease of sur-
rounding pressure p will result in bubble growth. Nuclei can form in crevices and 
other imperfections at the nozzle hole wall (e.g. roughness), on solid particles in 
the flow, etc. Small air bubbles entrained in the flow can also provide nucleation 
sites. At high degrees of superheating, nucleation even occurs at random locations 
throughout the liquid in the absence of particles or air bubbles.  

During bubble growth, fuel evaporates at the bubble wall, and the vapor is 
added to the bubble volume. The theory of vapor bubble growth is based on the 
same basic equation as the theory of bubble collapse in the case of cavitation. 
Usually the Rayleigh-Plesset equation (e.g. [108, 48]) or some advanced forms of 
this equation are used in order to describe the bubble dynamics. In the case of va-
por bubble growth due to flash-boiling, the latent heat of vaporization, which is 
transferred from the liquid to the bubble surface, must be included (e.g. [99]).  

Atomization is the final stage of the flash-boiling injection process. Three pos-
sible mechanisms of atomization are discussed in the literature: bubble coales-
cence, inertial shattering, and-micro explosions of droplets. In the case of bubble 
coalescence, it is assumed that bubbles grow until they touch each other, resulting 
in a transition from bubbles in a liquid matrix to liquid drops in a vapor matrix. 
The release of surface tension energy may then result in further atomization.  
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Fig. 4.49. Comparison of flashing and non-flashing full-cone sprays [98] 

In the case of inertial shattering, the rapid bubble growth outside the nozzle causes 
a momentum in radial direction that finally results in disintegration. In addition to 
these effects, bubble growth inside primary droplets that are still superheated can 
produce micro-explosions and result in further atomization. 

There are three potential benefits of flash-boiling injection: enhanced atomiza-
tion, increased initial spray cone angle for faster fuel-air mixing, and reduced 
spray penetration. These advantages can be attractive in direct injection diesel and 
stratified-charge gasoline engines as well as in HCCI combustion, in which fuel-
air mixing rates and spray penetration must be carefully matched to the combus-
tion chamber geometry and to the gas temperature and pressure in order to avoid 
wall wetting. Further on, a better atomization and fuel-air mixing due to flash-
boiling might also enhance cold-starting processes. 

Fig. 4.49 shows a comparison between a non-flashing gasoline spray from a 
multi-hole injector (full-cone spray plumes) and the flashing condition, which is 
achieved by an increase of initial fuel temperature from 80°C to 100°C (vapor 
pressure exceeds ambient pressure). Both sprays are injected into atmospheric air. 
As can be seen, the spray pattern changes completely: the instantaneous evapora-
tion results in an increase of air-fuel mixing (the single spray plumes are no more 
visible) and in reduced penetration.  

In contrast to Fig. 4.49, Fig. 4.50 shows a comparison between a non-flashing 
hollow-cone iso-octane spray and the corresponding flashing spray. The fuel has 
been injected into a pressure chamber (Tchamber = 323 K, pchamber = 50 kPa, prail = 8 
MPa). Again, the spray structure changes significantly if flash-boiling occurs: the 
hollow-cone spray collapses into a full-cone structure, but this causes a decrease 
of cone angle and an increase of spray penetration due to the compact spray struc-
ture. The droplets at the tip of the spray induce air motion and reduce the relative 
velocity between air and the following drops, and since the droplets are sur-
rounded by saturated fuel vapor, evaporation is inhibited and drop sizes reduce 
slower [126]. 

Numerous experimental studies of flash-boiling injection have been performed 
to examine the phenomenon in detail. Gerrish and Ayer [41] observed an increase 
of spray cone angle when diesel fuel was preheated prior to injection. Kim et al. 
[62] performed flash-boiling studies with alcohol, in both an engine cylinder and  
a test chamber. The measurements of drop sizes, spray cone angle and penetration 
confirmed that flash-boiling provides the benefits listed above. Similar results 
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Fig. 4.50. Comparison of flashing and non-flashing hollow-cone sprays [126] 

were obtained by more fundamental experiments in atmospheric pressure cham-
bers (e.g. [146, 99]).  

The experimental investigations have revealed that there are two main catego-
ries of flash-boiling sprays, dependent on the degree of superheat: external flash-
boiling and internal flash-boiling (e.g. [99, 103]). In the case of external flashing, 
evaporation and rapid bubble growth occur outside the nozzle in the spray. The 
rapid bubble growth shatters the liquid jet and results in an increased spray cone 
angle and a reduced penetration. In the case of internal flashing, rapid bubble 
growth occurs already inside the nozzle hole, resulting in an under-expanded 
compressible two-phase flow that expands immediately upon leaving the nozzle.  

External flashing is difficult to obtain because a smooth nozzle entry geometry 
and/or low injection velocities must be used in order to avoid regions of locally 
low pressure inside the injection holes and to suppress internal flashing. Further 
on, careful matching of injection pressure and fuel temperature with combustion 
chamber pressure is necessary during the time of injection, because the degree of 
superheat and thus the change from the external to the internal flashing regime is 
very sensible to the chamber pressure. Hence, the relevant flashing regime is the 
internal flashing mode. However, internal flashing results in a reduction of effec-
tive cross-sectional area inside the injection hole and thus reduces the mass flow 
through the nozzle. At high degrees of superheat, the nozzle hole can become va-
por-locked, and the mass flow reduces drastically [115]. In engine applications 
this has to be avoided at all costs. 

Hence, the optimum degree of superheat is difficult to control, and this is one 
of the reasons why flash-boiling is not used today in series production engines. 
However, flash-boiling might become an important effect for future DISI and 
HCCI engines because of the low gas pressures inside the combustion chamber 
during early injection. 

The development of flash-boiling models is challenging for several reasons. In 
the case of internal flashing, the nozzle hole flow must be closely linked to the 
primary spray formation process. Thus, some kind of nozzle hole flow modeling 
must be included. Non-equilibrium effects have to be included by sub-models de-
scribing the bubble dynamics, the nucleation rate in a metastable zone as well as 
the inception locations. Further on, the multi-component nature of the fuel (no dis-
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tinct boiling temperature and vapor pressure, but rather continuous curves) has to 
be accounted for.  

In spite of all these difficulties, flash-boiling models have already been devel-
oped and implemented in CFD-codes. Some authors have extended conventional 
spray models and included the effect of flash-boiling by changing the starting and 
boundary conditions. Others included already detailed nucleation and bubble 
growth models. 

An atomization model for superheated fuel sprays from pressure-swirl atomiz-
ers including the effect of flash-boiling has been recently developed by Zuo et al. 
[150]. The model is based on the linearized instability sheet atomization model 
(LISA) of Senecal et al. [129] and Schmidt et al. [125], Sect. 4.1.6. It is assumed 
that under superheat conditions a hollow-cone spray sheet is still formed from the 
pressure-swirl atomizer, and the sheet flash-boiling is controlled by the rate of 
heat that can be conducted inside the sheet with an effective thermal conductivity. 
Hydrodynamic instability, cavitation and bubble growth finally break the sheet up 
to form drops. Models for the subsequent drop vaporization account for heat trans-
fer under flash-boiling and sub-boiling conditions. 

Further models considering the effect of flash-boiling on spray atomization, in-
cluding detailed nucleation and bubble growth models, are published, for example, 
by Fujimoto et al. [38], Kawano [61] and Zeng and Lee [148]. 

4.5.4 Wall Film Evaporation 

In Sect. 4.8, it is shown that spray wall impingement and the formation of liquid 
films may have an important effect on spray atomization and mixture formation. 
In the case of film formation on a hot wall, which can happen, for example, in a 
small-bore direct injection diesel engine if the spray impinges on the hot piston 
surface, its evaporation strongly influences the mixture formation process in the 
near wall region and must be included in CFD models.  

The description of wall film evaporation is based on the wall film energy equa-
tion 

DE Q
Dt

, (4.207)

where the left hand side represents the material derivate of the energy E
(                         ,     : mean film temperature, cv,l: liquid specific heat), and the 
right hand side is the sum of all external energy fluxes changing the energy inside 
a film cell like energy fluxes due to conduction, impinging droplets or splashing.  

An early model for the simulation of wall film evolution and heat transfer from 
the wall to the film or to the impinging drops was developed by Eckhause and 
Reitz [31] and is described in Sect. 4.8.3. 

A more detailed model of film evaporation has been developed by O’Rourke 
and Amsden [94]. The temperature profile in the film normal to the surface is ap-
proximated to be piecewise linear, Fig. 4.51, varying from the wall temperature 

l v,l lE c T dxdydz lT
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Twall to     in the lower half of the film, and from     to a gas surface temperature Ts

in the upper half of the film. The film energy equation is 

2 2

l
l v,l film s l

s l l wall
l imp splash

T
c dxdydz v T

t

T T T T
dxdy Q Q   ,

/ /

(4.208)

where the coordinate system is shown in Fig. 4.52. The liquid specific heat cv,l and 
the liquid heat conductivity l are temperature-dependent.   imp =    imp·el(Tdrop) is 
the energy flux due to impingement (el(Tdrop): specific internal energy of the im-
pinging droplet mass), and    splash = splash el(   ) is the energy flux due to splash-
ing. The left hand side of Eq. 4.208 is the material derivate and consists of the 
time derivate and the convective term due to film movement. The first term on the 
right hand side expresses the effect of heat conduction (   cond = - l dx dy ( / z))
is the sum of the heat transfer between gas and film (upper half of the film) and 
between film and wall (lower half of the film), Fig. 4.51. 

Dividing Eq. 4.208 by the wall surface area Awall = dx dy and remembering that 
dz =  and Q / A q  yields 

Fig. 4.51. Piecewise linear film temperature profile 

Fig. 4.52. Liquid film element and coordinate system 

lT lT

Q m

Q m lT

Q
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2 2
l s l l wall

l v,l film s l l imp splash
T T T T T

c v T q q
t / /

. (4.209)

In order to calculate the mean film temperature, the interface conservation con-
dition is used, which relates the gas-side heat transport q , the energy used to 

vaporize the fuel mass mvap, and the liquid-side heat transport due to conduction: 

2
vap s l

fg s l
wall

m T T
q h T

A /
. (4.210)

In Eq. 4.210, hfg is the latent heat of evaporation. 
The expressions for q  and for the vaporized fuel mass are still unknown. They 

are determined using wall functions. The gas-side heat transport depends on the 
velocity and temperature profiles in the boundary layer above the liquid film. Be-
cause vaporization results in additional velocity components normal to the wall, 
the structure of the turbulent boundary layer is altered and the standard wall func-
tions must be modified in order to account for this effect. O’Rourke and Amsden 
[94] have derived modified wall functions, which account for an inhibition of 
mass, momentum, and energy transport in comparison to the standard non-
evaporative situation, and which reduce to the standard wall functions in the ab-
sence of evaporation.  

In the non-evaporative situation, the standard velocity profile is given by 

1 ln

+ + +
c

+ +
c>

  y                       y < y    
u

y C        y  y   ,
(4.211)

where  = 0.433, u+ = u/u , u is the relative velocity between gas and liquid tan-
gential to the surface, u  = ( w / g)

0.5 , y+ = y·u / lam , yc
+ = 11.5 is the transition be-

tween the laminar and the fully turbulent region, and lam is the laminar kinematic 
viscosity of the gas. Note that in the case of wall functions, the coordinate normal 
to the wall is traditionally called y. For this reason y is used in the following in-
stead of z, although this coordinate is equal to the coordinate z in Fig. 4.52. Using 

w = gCµ
0.5k (k: turbulent kinetic energy, Cµ = 0.09) yields 

1 4 1 2/ /

lam

yC k
y . (4.212)

In the standard case, the shear stress can now be expressed as 
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(4.213)

Using the analogy between the velocity boundary layer and the thermal bound-
ary layer, the corresponding standard wall function for the boundary layer heat 
flux is 

-1

-11/ 4 1/ 2
,

Pr

Pr
Pr ln /

+ +
lam c

+ +turbg p g s c lam c c

y                                      y < y    
q

c C k T T y y y     y > y  , (4.214)

where Prlam and Prturb are the laminar and turbulent Prandtl numbers.  
These standard wall functions have been modified by O’Rourke and Amsden 

[94] in order to account for the effect of vaporization. The authors use a dimen-
sionless vaporization rate 

1 4 1 2
vap wall*

/ /
g

m / A
M

C k
, (4.215)

where the mass vaporization rate vapm  is given by 

1
ln

1
vap v

Y
wall eq

m Y
H

A Y
, (4.216)

and HY is described in similarity to the heat transfer (Eq. 4.214) by replacing the 
Prandtl numbers by the Schmidt numbers: 
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H

ScC k y Sc y y      y  y   .
(4.217)

In Eq. 4.216, Yv is the fuel vapor mass fraction at y+, and Yeq is the equilibrium va-
por mass fraction at film surface temperature. Finally, the modified wall functions 
for boundary layer shear stress and heat flux given by O’Rourke and Amsden [94] 
are
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and
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A further detailed model for the simulation of wall film evaporation has been 
developed by Stanton and Rutland [133]. The main difference to the model of 
O’Rourke and Amsden [94] results from the use of different modified wall func-
tions. In the model of Stanton and Rutland a film roughness due to evaporation is 
used in order to include the effect of evaporation on the boundary layer conditions. 
The film roughness modifies the constant C in the wall function for the boundary 
layer shear stress. The effect on the thermal boundary layer is expressed via an 
empirical correlation including the modification of heat transfer by roughened sur-
faces. The effect on mass transfer is obtained again by replacing the Prandtl num-
bers by the Schmidt numbers. 

Because it is very difficult to get appropriate data to verify a wall film heat 
transfer and evaporation model, the film vaporization models have only been vali-
dated in combination with a spray wall impingement and a film movement model 
[94, 133]. In both cases, the combined models show reasonable results, and the 
calculated film thicknesses agree well with experimental data, see also Sect. 4.8.3. 

4.6 Turbulent Dispersion 

The relative velocity between the gas and droplets does not only result in droplet 
deceleration, deformation, and break-up, but also results in an additional disper-
sion or diffusion due to turbulent velocity fluctuations, and thus in a quicker and 
more homogeneous mixing of air and fuel than in case of laminar flow. The gas 
velocity can be considered as the sum of a time-averaged velocity u and a fluctu-
ating velocity u ,

u u u , (4.220) 
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where the fluctuating velocity is dependent on the turbulent kinetic energy and is 
caused by the turbulent eddies in the flow field. The turbulent kinetic energy k is 
predicted by a turbulence model, usually the k-  model. If isotropic turbulence is 
assumed, the velocity fluctuations can be related to k as follows: 

2 2 2 21 3
2 2x y zk u u u u . (4.221)

The additional drop motion due to the velocity fluctuations is superimposed to the 
average drop motion. The turbulent dispersion has been described by Faeth [35, 
34] and Gosman and Ioannides [44], for example. As droplets pass through the 
flow, they are assumed to interact with the individual eddies, see Fig. 4.53.  

Dependent on the size, mass, and velocity, the result of a droplet-eddy interac-
tion can be quite different. Small drops can be completely captured by the eddy 
and follow the gas motion. Intermediate drop sizes only follow the large-scale 
structures, and very large drops are not influenced by the turbulent eddies. In order 
to determine the drop motion, the time tint of interaction between drop and eddy 
must be specified. It is assumed that it is the smaller of either the eddy lifetime te

or the transit time tt that is needed to pass through the eddy. The eddy lifetime is 
given by the dissipation time scale, 

3 4

2 3

/
µe

e
Cl kt

u /
, (4.222)

where the characteristic eddy size le is assumed to be the dissipation length scale 

3 2
3 4

/
/

e µ
kl C , (4.223)

and Cµ = 0.09 (k-  model). 

Fig. 4.53. Possible drop trajectories in a turbulent flow field [27]  
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The transit time  

ln 1 e
t

g d

l
t

u u
(4.224)

to pass through an eddy of size le is found by solving the linearized droplet mo-
mentum equation in uniform flow. In Eq. 4.224, u g is the gas velocity and u d is 
the droplet velocity. Both velocities refer to the conditions at the start of the inter-
action of the drop with an eddy. The quantity  is the aerodynamic response time 
and is a measure of the responsiveness of a droplet to a change in gas velocity. It 
is defined as 

g dd u udu
dt

. (4.225)

Using the droplet’s equation of motion, 

23 21
6 2 4

d
l drop g D drop g d

du
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, (4.226)

together with the Stoke’s drag law, CD = 24/Re, the following expression, 
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l drop
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d
µ

, (4.227)

can be derived, where µg is the dynamic viscosity of the gas. If le  | u g - u d |, Eq. 
4.224 has no solution. This can be interpreted as the eddy having captured a parti-
cle so that the interaction time becomes te.

Crowe et al. [27] have observed that small droplets follow the eddies better 
than the larger ones with their smaller drag-inertia ratio, see Fig. 4.53. The authors 
proposed a time scaling ratio, the Stokes number St, in order to assess the impor-
tance of an eddy structure on droplet dissipation: 

e
St

t
. (4.228)

For small values of the Stokes number the droplets will maintain near velocity 
equilibrium with the gas and will disperse like the gas. For large Stokes numbers, 
the eddy structures have insufficient time to influence the particle motion. For in-
termediate Stokes numbers, droplets may be entrapped in the vortices and centri-
fuged beyond the vortices. In this case the droplet dispersion can even exceed that 
of the gas. 

The phenomenon of turbulent droplet dispersion has to be considered in CFD 
calculations. It can be included by calculating the change in droplet motion during 
the interaction time tint as a function of the resulting gas velocity u g present at the 
beginning of the interaction period. Usually, a random number generator is used to 
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represent the turbulence. It is assumed that velocity fluctuations are isotropic and 
have statistically independent Gaussian probability density functions in each coor-
dinate direction. Hence, the actual value of the fluctuating velocity is usually sam-
pled from a Gaussian distribution, 

2
1 exp

4 / 32 2 /
u

G u
kk

, (4.229)

with a variance equal to the turbulence intensity, 

2 3u k / . (4.230) 

Thus, the fluctuating velocities are piecewise linear functions with constant values 
during the interaction time tint, that are sampled from Eq. 4.229. More details con-
cerning the numerical implementation can be found in Amsden et al. [5] for ex-
ample.

The interaction of the liquid droplets with the gas turbulence modulates the gas 
turbulence itself. A portion of the turbulent kinetic energy is used to disperse the 
droplets, and this reduces the rate of production of turbulent kinetic energy in the 
flow field. Experiments of Modarress et al. [88] have confirmed this effect. It is 
usually accounted for by including an additional source term      < 0 in the k- and 
the  conservation equation of the k- turbulence model. For incompressible tur-
bulence in the absence of gradients the equations become 

sk W
dt

(4.231)

and

s
sC W

dt k
, (4.232)

where Cs = 1.5 as suggested by Amsden et al. [5]. 

4.7 Collision and Coalescence 

4.7.1 Droplet Collision Regimes 

Droplet collision is an important effect in the dense spray region near the injection 
nozzle, where the number of droplets per unit volume is large and the probability 
of collisions is high. Droplet collisions in sprays are caused by differences in their 
velocities. These differences can arise from differences in the injection velocity 
(e.g. multiple injections), from different deceleration and velocity trajectories of 
droplets due to drag forces, from break-up, turbulence, wall impingement, etc. The 
result of a collision event depends on the impact energy, the ratio of droplet sizes, 
and ambient conditions like gas density, gas viscosity, and the fuel-air ratio of the 

sW
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gas surrounding the droplets during impact. Collision can result in a combination 
of droplet masses (coalescence), in pure reflection, or in break-up. Thus, after col-
lision, the droplet velocity trajectories as well as their sizes and numbers are usu-
ally changed. This again effects mass, momentum, and energy transfer processes 
during mixture formation. For example, smaller droplets decelerate and evaporate 
faster, while an increase of drop radius results in an increase of penetration. Fur-
thermore, it is known that especially in the case of low ambient temperatures (non-
vaporizing sprays), spray drop size is the outcome of a competition between drop 
break-up and drop coalescence phenomena. 

There are four important dimensionless parameters governing the collision 
phenomenon, the Reynolds number Recoll, the Weber number Wecoll, the drop di-
ameter ratio , and the impact parameter B:
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,
1 2

2X
B

d d
. (4.233)

In Eq. 4.233, l is the liquid drop density, µl the viscosity,  the surface tension, d1

and u1 are the diameter and velocity of the larger drop, and d2 and u2 are those of 
the smaller drop. An important parameter governing the collision outcome is the 
relative velocity urel of the drops. If the collision angle between the trajectories 
of both drops is known, Fig. 4.54, the relative velocity is given as 

2 2
1 2 1 22 cosrelu u u u u . (4.234)

The impact parameter X is defined as the projection of the distance between the 
droplet centers in the direction normal to that of urel, Fig. 4.54. The quantity B is 
the dimensionless impact parameter, the value of which varies from one to zero. In 
the case of head-on collision (B = 0), the relative velocity vector coincides with 
the center-to-center line. If B > 0 the collision is off-axis, and B = 1 is called a 
tangential or grazing collision. 

Fig. 4.54. Schematic illustration of geometric collision parameters 
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The possible outcomes of a collision event can be divided into five regimes: 
bouncing, coalescence, reflexive separation, stretching separation, and shattering. 
Fig. 4.55 shows a schematic diagram of the droplet collision regimes as function 
of the collision Weber number and impact parameter. Fig. 4.56 shows the corre-
sponding mechanisms.  

If two drops, which are surrounded by a gas, approach each other, a gas layer 
has to be squeezed out of the gap between both drops. In the case of bouncing col-
lision (region II), the contact of the drop surfaces is prevented by this gas film, and 
the drops deform and bounce apart.  

Coalescence refers to collisions in which the two drops permanently combine 
and form a single drop. On the one hand, this can happen at low Weber numbers, 
where the impact energy is small and where there is enough time to squeeze the 
air film out of the gap (slow coalescence, region I). On the other hand, coales-
cence is also possible at higher Weber numbers, where the normal velocity is high 
enough to eliminate the air layer (region III). Experiments have shown that in the 
case of increased ambient pressures the slow coalescence regime becomes unde-
tectable [109] because the high pressure makes it difficult for the drops to push 
away the ambient gas without losing their kinetic energy. Hence, in engine appli-
cations, the slow coalescence regime can be neglected. 

Separation collision occurs when the drops combine temporarily and then sepa-
rate into a string of two or more drops. Reflexive separation (region IV) is found 
to occur for near head-on collisions. As shown in Fig. 4.56, the droplets combine 
and are flattened in the normal direction. Surface tension then makes the disk con-
tract radially inward. This reflexive action generates a long cylinder, and if the 
Weber number is large enough, this cylinder will break up again. Otherwise, the 
cylinder will just oscillate until a spherical drop is formed (coalescence collision).  

Stretching separation (region V) occurs for large impact parameter collisions. 
In this case, only a portion of each drop will come in direct contact with the other 
one, resulting in a small region of interaction. The remaining portions of the drops 
continue to flow in their original direction and stretch the region of interaction. 

Fig. 4.55. Schematic of droplet collision regimes 
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Fig. 4.56. Mechanisms of droplet collision 

The outcome of collision depends on the competition between surface energy, 
which is striving to keep the drops together, and the kinetic energy, which is striv-
ing to separate the drops again. Assuming a constant Weber number, an increase 
of the impact parameter reduces the region of interaction and increases the stretch-
ing forces. The transition from coalescence to stretching separation occurs if a 
critical value of the impact parameter is reached, Fig. 4.55. 

Shattering collision occurs at high relative velocities where the surface tension 
forces are only of secondary importance and the phenomenon is inertia-
dominated. The droplets disintegrate into a cluster of many small droplets. 

In addition to the effects described so far, the numbers and sizes of the new 
drops resulting from a collision event strongly depend on the diameter ratio  of 
the parent drops. Thus, the exact extensions of the collision regions in Fig. 4.55 
are also a function of . Furthermore it has been shown that an increase of gas 
density promotes bouncing, while a gas atmosphere with a high content of evapo-
rated fuel promotes coalescence. Detailed experimental investigations on coales-
cence and separating collisions under different boundary conditions are given in 
Qian and Law [109] and Ashgriz and Poo [8], for example. 

4.7.2 Collision Modeling 

The collision models used in CFD codes today usually do not take all the different 
collision phenomena into account. One of the reasons for the use of more simple 
models in engine simulations is that a direct evaluation of a collision model by 
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comparison with experimental data is not possible. The relevant spray parameters 
like droplet sizes and velocity components for example are always a result of 
many phenomena like break-up, evaporation, and collision, and it is impossible to 
quantify the single effects from measurements. The standard collision model used 
in most spray simulations today is the model of O’Rourke [97, 93]. 

In the O’Rourke’s model [97, 93], only two main outcomes of droplet collision 
are regarded: permanent coalescence (region III in Fig. 4.55) and stretching sepa-
ration (region V). Following the approach of Brazier-Smith et al. [17], an energy 
balance is used in order to predict whether the two drops, which coalesce at the 
moment of collision, separate again to re-form the original drops or combine to 
form a larger drop. If the rotational energy of the coalesced drops, 

2

2rot
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J

, (4.235)

is larger than the extra surface energy, 
2 2 2

1 24surf effE r r r , (4.236) 

stretching separation is assumed to happen. Otherwise permanent coalescence will 
occur. In Eqs. 4.235 and 4.236  
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is the angular momentum about the center of mass of the coalesced drops, 
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is the corresponding moment of inertia, 
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is the effective radius, and X is the off-center distance, see Fig. 4.54. Equating Eq. 
4.235 and Eq. 4.236 gives the critical impact parameter Bcrit, which represents the 
transition condition between regions III and V in Fig. 4.55: 
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Thus, the transition between coalescence and stretching separation is a function of 
the collision Weber number and the drop diameter ratio. In Fig. 4.57, the general 
behavior of Eq. 4.240 is shown. For a fixed value of Wecoll (relative velocity and 
diameter of the small droplet are constant) the critical impact parameter increases 
as the diameter ratio approaches zero (small diameter constant, large diameter in-
creases), and the coalescence region extends. This behavior is reasonable, because 
a larger drop can more easily absorb the kinetic energy of a small drop. 
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Fig. 4.57. Influence of droplet size ratio on the coalescence/stretching separation (Eq. 
4.240) and on the coalescence/reflexive separation transition criterion (Eq. 4.245) 

If the two droplets permanently coalescence, the velocity newu  and the tempera-
ture Tnew of the combined drop are calculated as 
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If stretching separation occurs, both droplets are re-formed again, and it is as-
sumed that the temperature of the initial droplets is not altered. O’Rourke [93] de-
rived the equations 
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in order to predict the velocities of both droplets after separation. Eqs. 4.243 and 
4.244 include some simplifying assumptions about the fraction of energy that is 
dissipated during collision. 

Figure 4.58 shows the effect of the collision model on the Sauter mean radius 
(SMR) of a full-cone high-pressure diesel spray under evaporating and non-
evaporating conditions, which is injected in pressurized air. Table 4.5 summarizes 
the boundary conditions used in the simulation. All curves in Fig. 4.58 show ex-
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tremely large values at the beginning of injection, because the initial drops have a 
size equal to the nozzle hole diameter, and because the first break-up occurs after 
a small time delay, the break-up time. In the case of low ambient gas tempera-
tures, the effect of evaporation on the droplets’ lifetimes is small, and the Sauter 
mean radius is a result of a competition between coalescence and break-up. If coa-
lescence effects are neglected, break-up will produce an enormous number of ex-
tremely small droplets, which results in unreasonably small SMR values. On the 
other hand, if the collision model is used, there is even an increase in SMR over 
time because of the rising number of droplets per unit volume that increase the 
collision frequency and thus the probability of coalescence. Hence, the inclusion 
of an appropriate collision model is very important in the case of non-evaporating 
sprays, which are customarily used to validate break-up models and to investigate 
the effect of nozzle geometry and injection strategy on the spray formation proc-
esses. In the case of high ambient gas temperatures evaporation has a dominant ef-
fect on the droplets’ lifetimes. Especially the small droplets evaporate fast and the 
chance to coalesce is reduced. Thus, compared to the non-evaporating case, there 
are less droplets, the collision frequency is reduced, and the overall effect of the 
collision model on the SMR is smaller. 

Table 4.5. Boundary conditions used for the calculations shown in Fig. 4.58 

 Evaporating spray Non-evaporating spray 
Ambient temperature [K] 800 298 
Ambient pressure [MPa] 5.7 5.7 
Fuel temperature [K] 298 298 
Nozzle hole diameter [µm] 200 200 
Injected mass [mg] 40,7 40.7 
Injection duration [ms] 4 4 
Break-up model Blob + KH/RT Blob + KH/RT 

Fig. 4.58. Effect of the collision model on the SMR of an evaporating and a non-
evaporating diesel spray 
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In the model of O’Rourke [97, 93], only coalescence and stretching separation 
are considered. Reflexive separation, which is important for near head-on colli-
sions, and shattering collisions are not included. Furthermore, the formation of 
satellite drops after stretching separation is ignored. For this reason, Tennison et 
al. [140] presented an enhanced version of the collision model, which also takes 
reflexive separation into account. The model extension is based on the theoretical 
work of Ashgriz and Poo [8], who derived the transition criterion between coales-
cence and reflexive separation that: 
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Reflexive separation occurs if the collision Weber number is above the value 
given by Eq. 4.245. Eq. 4.245 also includes the effect that reflexive separation is 
more likely to occur if the diameter ratio  is close to one, see Fig. 4.57, which is 
in agreement with experimental observations [8]. The consideration of the reflex-
ive separation regime in diesel sprays was found to give a slight reduction of the 
overall Sauter mean diameter [17]. 

In Eqs. 4.246 and 4.247, 1 and 2 are the fractions of the drops’ kinetic energy 
that participates in the reflexive separation process. The expressions are derived 
using a balance between kinetic energy and surface energy. It is assumed that the 
two combined drops form a flattened disc that quickly changes into a cylinder, 
which stretches out under the force of the internal flow of the fluid moving in op-
posite directions, Fig. 4.56. It would then seem to be logical to use a simple bal-
ance between this effective reflexive energy and the nominal surface energy. 
However, once the cylinder has stretched far enough, the surface energy can be 
reduced by forming two drops. Hence, separation can occur even if the reflexive 
energy is less than the surface energy. The criterion derived by Ashgriz and Poo 
[8] is that reflexive separation occurs if the reflexive energy is more than 75% of 
the nominal surface energy. 

As suggested in the study of Hung and Martin [57], shattering of droplets dur-
ing binary collisions can be important for Wecoll  > 80. A drop-shattering collision 
model is has been proposed by Georjon and Reitz [40]. It is assumed that first a 
large drop with radius r0 = (r1

3 + r2
3)1/3 and then a ligament (length: 2 , radius: r = 

(2r0
2/(3 ))0.5) are formed during the collision of two droplets with a sufficient col-

lision Weber number, Fig. 4.59. The ligament elongates and capillary wave-
induced disturbances grow (Rayleigh linear jet break-up theory). If the break-up 
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Fig. 4.59. Schematic representation of ligament formation and break-up [40] 

time is shorter than the time taken by the two ends of the cylindrical ligament to 
retract again, it disintegrates into small droplets. The drop dynamics (elongation 
and retraction) are formulated based on the energy equation of a half-cylinder and 
yield a second-order non-linear differential equation, which is solved numerically 
in order to get the time-dependent diameter and length of the elongating ligament. 
Next, the Rayleigh linear jet break-up theory is applied [117], and this finally 
yields the wavelength  of the disturbance, the break-up time of the ligament tbu,
and the radius rchild of the new child drops: 

9 02. r , (4.249) 
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1 89childr . r . (4.251) 

If the break-up time is reached before the cylinder contracts again, the ligament 
is assumed to break up into small droplets of size rchild. Otherwise, shattering colli-
sion does not occur. It is assumed that the shattering collision neither depends on 
the impact parameter B nor on the droplet size ratio .

Georjon and Reitz [40] consider shattering collisions to be an extension of the 
stretching separation regime. For each pair of drops that have undergone stretch-
ing separation, it is tested whether a shattering collision is possible by solving the 
equation of motion of the ligament. If shattering is possible, the collision is calcu-
lated between N pairs of drops, where N is the minimum of droplets in the two 
colliding parcels. The remaining droplets do not change their properties and are 
put into a new parcel. The droplets taking part in the collision process disintegrate 
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into smaller droplets and undergo velocity changes that reflect momentum and en-
ergy conservation. The model has only been validated against experimental data 
from non-evaporating sprays, and the results show a slight overprediction of child 
drop sizes and velocities.  

In real engine sprays, collision phenomena are probably much more compli-
cated than described by all of the above-mentioned models. A deeper understand-
ing of spray physics in this regime is necessary. Some of the correlations used in 
the models come from experiments in entirely different regimes (rain drops, cloud 
physics) and need to be tested against fundamental experiments on collision of 
hydrocarbon droplets at high pressures. However, data about fundamental experi-
ments under diesel engine conditions are scarce. Furthermore, it has been shown 
that coalescence of hydrocarbon droplets is promoted if the environment contains 
fuel vapor [109]. So far, no model accounts for this effect. 

4.7.3 Implementation in CFD Codes 

In general, two possible methods for the implementation of a collision model in 
CFD codes exist: the statistical and the deterministic approach. Using the determi-
nistic approach, the exact positions and velocity vectors of all parcels are used in 
order to check the possibility of collision for all parcel pairs. Because this method 
is computationally extremely expensive, the statistical approach is usually pre-
ferred. Only collisions of parcels that lie in the same computational cell are con-
sidered. All pair combinations of parcels in a cell are checked according to the fol-
lowing procedure. It is assumed that the droplets of both parcels are 
homogeneously distributed inside the cell volume Vcell. Then, the number of colli-
sions of one drop of parcel 1 containing the larger droplets (N1 droplets of diame-
ter d1) with all the smaller droplets (parcel 2: N2 droplets of diameter d2) is pre-
dicted, and it is assumed that all the other large droplets of parcel 1 have identical 
behavior. The large droplet is called a collector droplet. 

The probability that a collector collides with k droplets from parcel 2 follows a 
Poisson distribution [97], 

12
12exp
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k
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P t
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, (4.252)

where t is the time step of the computation and  
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N
d d u E

V (4.253)

is the collision frequency, which is modeled in analogy to the kinetic theory of 
gases and is the product of number density N2 /Vcell, collision cross section (d1

2 + 
d2

2)/4, see Fig. 4.60, and the magnitude of the relative velocity u rel. The quantity 
E12 in Eq. 4.253 is the collision efficiency, which is shown to have a value of E12
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1.0 in engine sprays [97]. In Eq. 4.252 the probability of no collision is P0 = exp(-
12 t).

Next, the actual number n of collisions between one collector droplet of parcel 
1 and the small droplets of parcel 2 must be specified. A random number 1 is 
sampled from a uniform distribution in the interval [0, 1], and if 1 > P0 a collision 
is assumed to occur (otherwise no collision occurs and the next parcel pair is 
checked). If 1 > P0 the corresponding value of the integrated distribution function 
of Pk (normalized to lie also in the interval [0, 1]), 

1
0

k n

k
k

P dk , (4.254)

is identified and solved for n. This procedure guarantees that the possibility of 
sampling a discrete number of collisions is given by Eq. 4.252. Further details are 
given in [5], for example. 

Finally, the nature of collision must be specified. In the model of O’Rourke 
[97], it depends on the impact parameter B (interval [0, 1]). Again, a random num-
ber 2 is sampled from a uniform distribution in the interval [0, 1], and the non-
dimensional off-center distance B is determined from the relation 

2
2B . (4.255) 

If B > Bcrit (Bcrit: from Eq. 4.240 or by the following approximation from 
O’Rourke [97]: B2

crit = min 1.0, (2.4/Wecoll)(
3 - 2.4 2 + 2.7 ) ), the collision will 

result in stretching separation. Otherwise permanent coalescence will occur. If fur-
ther collision regimes are included, they can be implemented as sub-regimes. For 
example, if reflexive separation is included, and if the O’Rourke model predicts 
permanent coalescence, then Eq. 4.245 is used in a second step to check whether 
reflexive separation occurs instead of coalescence. 

If the outcome of the collision is permanent collision, one must check whether 
n·N1 > N2, because then more collisions are predicted than droplets of parcel 2 are 
present (each collision erases a droplet of parcel 2). In this case, n is reduced to the 
maximum possible number (all N2 droplets collide): n = N2 /N1. The mass of the 
new large droplet after n collisions is  

1 1 2
newm m n m , (4.256) 

and the new velocity and temperature are (see also Eqs. 4.241 and 4.242) 
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The remaining droplets of parcel 2 keep their properties, but their number is re-
duced to
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Fig. 4.60. Collision cylinder volume  

2 2 1
newN N n N . (4.259) 

If the outcome of the collision is stretching separation, only one collision be-
tween a drop of parcel 1 with a drop of parcel 2 is considered. Temperature and 
droplet number of each parcel remain unchanged, and the new velocities are cal-
culated according to Eqs. 4.243 and 4.244. If N1 N2, the new velocity of the 
parcel containing more drops is calculated conserving momentum. In the case of 
N1 < N2 the new velocity of parcel 2 is 
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. (4.260)

Eq. 4.255 can be derived as follows. It is assumed that the probability P(X, )
of collision is uniformly distributed over the collision cross section A = (r1 + r2),
Fig. 4.60. The integrated probability function is 

2

2 2
01 2 1 2

1 2
r X

r

XS X r dr
r r r r

, (4.261)

the values of which are between zero (X = 0) and one (X = r1 + r2). The value of 
S(X) = 2 is sampled from a uniform distribution in the interval [0, 1], and finally 
S(X) is solved for X using the inverse function 

1 2 1 2 2X r r S X r r . (4.262) 

Using B = X/(r1 + r2), Eq. 4.262 can be transformed into Eq. 4.255. 

4.8 Wall Impingement 

Spray-wall impingement is an important process during mixture formation in di-
rect injection small bore diesel engines as well as in direct injection and port injec-
tion gasoline engines. Usually, two main physical processes are involved. Wall-
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spray development and wall film evolution. Both processes may strongly influ-
ence combustion efficiency and the formation of pollutants.  

In a small direct injection diesel engine, the liquid penetration is sometimes 
longer than the distance between the nozzle tip and the piston cavity wall, espe-
cially in engines with low swirl or during cold start. In this case, the spray-wall 
impingement may cause a significant increase of unburned hydrocarbon and soot 
emissions, especially if a wall film is formed. On the other hand, if no liquid wall 
film is generated, it promotes combustion under hot engine conditions, because 
spray heating and vaporization are intensified by drop shattering, and the large-
scale gas vortex, which forms in the near-wall region, enhances gas entrainment.  

Impingement in port injected engines causes difficulties in the transient control 
of the engine, because only a part of the injected fuel enters the combustion cham-
ber during the corresponding cycle, and the rest is added to the wall film and 
slowly transported to the valve. At the valves, fuel separates from the film and en-
ters the combustion chamber. However, this happens many cycles after the corre-
sponding injection event and adds some uncontrollable amount of fuel to that of 
the actual injection. This effect is responsible for decreased engine response, in-
creased fuel consumption and increased hydrocarbon emissions. In order to mini-
mize the negative effect of a liquid film on the walls of the induction system, the 
fuel is sprayed directly on the back of the intake valves. In this case the interaction 
between valve and spray is an important source of atomization. 

Hence, in diesel as well as gasoline engines, a detailed modeling of spray-wall 
impingement processes is necessary in order to predict their effects on engine per-
formance and on the formation of pollutants. 

4.8.1 Impingement Regimes 

Figure 4.61 shows the various impingement regimes of a droplet-wall interaction. 
In the stick regime, a droplet with low kinetic energy adheres to the wall in nearly 
spherical form and continues to evaporate. In the case of spread, the droplet im-
pacts with moderate velocity on a dry or wetted wall, spreads out and mixes with 
the wall film (wetted wall) or forms a wall film (dry wall). If rebound occurs, the 
droplet bounces off the wall (reflection) and does not break up. This regime is ob-
served in the case of dry and hot walls, where the contact between drop and wall is 
prevented by a vapor cushion. Rebound also occurs in the case of a wet wall if the 
impact energy is low and an air film between drop and liquid film minimizes en-
ergy loss. In the boiling-induced break-up regime, the droplet disintegrates due to 
a rapid liquid boiling on a hot wall. The wall temperature must be near the Naka-
yama temperature TN, at which a droplet reaches its maximum evaporation rate. In 
the case of break-up, the droplet deforms into a radial film on the hot surface, 
which breaks up due to thermo-induced instability. The splash regime occurs at 
very high impact energy. A crown is formed, jets develop on the periphery of the 
crown, become unstable and disintegrate into many droplets. 



182      4 Modeling Spray and Mixture Formation 

Fig. 4.61. Schematic illustration of different impact regimes [11] 

Fig. 4.62. Droplet impingement regimes and transition conditions for a dry wall [11] 

There are a number of parameters characterizing the impingement regimes such 
as incident drop velocity, incidence angle, liquid properties such as viscosity, tem-
perature, surface tension, wall properties like surface roughness and temperature, 
wall film thickness etc. Some of these parameters can be combined to yield di-
mensionless parameters. The two most important numbers are the Weber number 

2
l nv d

We , (4.263)

which represents the ratio of the droplet’s kinetic energy (vn: velocity component 
normal to the surface, l: liquid density, d: droplet diameter) and its surface en-
ergy, and the Laplace number,

2
l

l

d
La , (4.264)

which measures the relative importance of surface tension and viscous forces act-
ing on the liquid (µl: dynamic viscosity of liquid). The Laplace number is also rep-
resented by the Ohnesorge number Z = La-1/2.

Another important parameter influencing the impingement process is the wall 
temperature. The characteristic temperatures  
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b N leidT T T  (4.265) 

are the liquid boiling temperature Tb, the Nakayama temperature TN at which a 
droplet reaches its maximum evaporation rate, and the Leidenfrost temperature 
Tleid at which a thin layer of vapor forms between the surface and the drop and 
evaporation is minimized. Figure 4.62 gives an overview of droplet impingement 
regimes and transition conditions for a dry wall and fixed Laplace number and 
surface roughness [11]. In internal combustion engines the wall temperatures dur-
ing injection are usually below the fuel boiling point [11]. This reduces the num-
ber of relevant impingement regimes in case of a dry wall to stick, spread and 
splash. In the case of a wet wall, Kolpakov et al. [66] revealed that with an in-
creasing impact Weber number the regimes stick, rebound, spread, and splash are 
important. 

4.8.2 Impingement Modeling 

Naber and Reitz [90] developed one of the first impingement models. In their 
model, three regimes are considered: stick, reflection (rebound), and slide. In the 
slide regime a tangential motion along the surface like a jet with the same magni-
tude of velocity as before impact is predicted. In all regimes the size of the drops 
is not changed by the wall interaction. In the stick regime, droplets with low ki-
netic energy stick to the wall and continue to vaporize. In the case of reflection, 
drops rebound and the magnitude of their tangential and normal velocity compo-
nents remains unchanged. However, the normal one changes its sign. This causes 
specular reflection and is in contrast to the experimental results of Wachters and 
Westerling [144], Fig. 4.63, in which the outgoing Weber number is generally 
smaller than the incident Weber number. 

Wachters and Westerling [144] performed an experimental study of single 
drops falling on a hot surface in order to determine the relationship between the 
velocity components before and after impact. In contrast to the behavior of the 
tangential velocity component, the normal component is always significantly re-
duced. Gonzalez et al. [43] developed a numerical fit to their data, Fig. 4.63, 

0.678 exp 0.04415out in inWe We We . (4.266) 

For Wein  80, the drops do not disintegrate during impact and bounce from the 
surface, while for Wein > 80 disintegration into small droplets on the surface oc-
curs. In a later version of the model of Naber and Reitz [90], which was presented 
by Gonzalez et al. [43], a correction of the normal drop velocity (index “n”) in the 
rebound regime is implemented,  

out
n,out n,in

in

We
v v

We
, (4.267)

where Weout is determined by Eq. 4.266.  
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Fig. 4.63. Weber numbers of drops before and after impingement, data from [144] 

Fig. 4.64. Schematic diagram of the slide model (jet analogy model) 

In the slide regime, a droplet striking the wall is given a velocity in the direc-
tion of the local tangent to the wall in the manner of a liquid jet. This model is an 
attempt to develop a simple version of a combined spread/wall film model in 
analogy to a liquid jet impinging on an inclined wall, Fig. 4.64. It is assumed that 
the sheet geometry is given by 

exp 1 /H H , (4.268) 

where the parameter  is determined from mass and momentum conservation as 

2

exp 1 1sin
exp 1 1 /

. (4.269)

In Eq. 4.269,  is the jet inclination angle (Fig. 4.64). The probability that an im-
pinging drop slides along the surface at an angle (Fig. 4.64) is assumed to be 
proportional to the sheet thickness H( ), and is obtained by integrating Eq. 
4.268,
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ln 1 1 expp , (4.270)

where p is a random number uniformly distributed in the interval [0, 1]. 
The most important limitation of the model of Naber and Reitz [90] is that the 

phenomenon of droplet shattering (splash), which occurs at high impact energy 
and is important in effecting wall spray dispersion and vaporization, is ignored. 
This is especially important if the distance between nozzle and wall becomes 
small. Furthermore, the formation of a liquid film adhering to the wall and its ef-
fect on the impingement behavior of drops are not included. Under normal engine 
conditions, the wall temperatures are below those used in the experiments of Wa-
chters and Westerling [144], and, especially under cold-starting conditions, the 
transition criterion and the determination of momentum loss during impact are not 
applicable any more. 

Bai and Gosman [11] have developed a more detailed impingement model con-
sidering also the splash regime. In the case of a dry wall, the stick and spread re-
gimes are combined and called the adhesion regime, and the stick regime is ne-
glected in the case of a wetted wall because of its typically very low impact 
energy.

For a dry wall, the transition criterion between adhesion and splash is given as 

Adhesion Splash 0 18.
critWe A La , (4.271) 

where the coefficient A is depends on the surface roughness rs, Table 4.6.  
In the case of an already wetted wall the transition Weber numbers are: 

Rebound Spread 5critWe , (4.272) 

Spread Splash 0 181320 .
critWe La . (4.273) 

In Eq. 4.273 it is assumed that a liquid film can be approximated by a very rough 
dry wall. Next, the post-impingement characteristics have to be modeled. In the 
adhesion regime, the incoming droplets are assumed to coalesce to form a local 
liquid film. In the rebound regime, the droplet bounces off the wall and does not 
break up, but loses a small part of its kinetic energy by deforming the liquid film. 
Bai and Gosman [11] use a relationship developed by Matsumoto and Saito [85] 
for a solid particle bouncing on a solid wall in order to determine the rebound ve-
locity components, 

5
7t ,out t ,inv v , (4.274

and

Table 4.6. Coefficient A as function of surface roughness rs [11] 

rs [µm] 0.05 0.14 0.84 3.10 12.00 
A [/] 5264 4534 2634 2056 1322 
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Fig. 4.65. Velocity components and respective angles for an impinging drop  

n,out n,inv e v , (4.275

where vt,in and vn,in are the tangential and normal velocity components of the in-
coming drop, and vt,out and vn,out are the components of the outgoing drop, Fig. 
4.65. The quantity e is the restitution coefficient, which is assumed to follow the 
relation  

2 30 993 1 76 1 56 0 49in in ine . . . . . (4.276) 

In Eq. 4.276, in (measured in radians) is the incident angle of the incoming drop, 
see Fig. 4.65. 

In the splash regime, several more post-impingement quantities must be deter-
mined. These are the ratio of splashed mass and total incoming mass ms/min, the 
sizes, velocities, and ejection angles of the new droplets. The mass ratio is mod-
eled by the following relation: 
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where  is randomly chosen in the interval [0, 1]. Eq. 4.277 corresponds with ex-
perimental investigations. In the case of a dry wall there is always some part of 
liquid lost at the wall, and for the wet wall, the mass ratio is allowed to become 
larger than 1, because the splashing drops may entrain liquid from the film. 

In order to predict the sizes of the new splashed droplets, it is assumed that 
each incoming droplet parcel produces two new parcels with equal mass ms/ 2, but 
different drop sizes and velocities. The number of new droplets N = N1 + N2 is de-
termined using a correlation based on experimental results, 
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. (4.278)

N1 is randomly chosen in the interval [1, N] and N2 = N – N1. The diameters d1 and 
d2 of the two new droplet classes are given by mass conservation: 
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The velocity components 1, 1, 1,( , )out n tv v v and 2, 2, 2,( , )out n tv v v  of the two new 
droplet classes are derived from an energy balance. It is assumed that the splash-
ing energy Ek,s

2 2 2 2
1 2 1 1 2 2

1
4 s k ,s k k ,critm v v N d N d E E E , (4.281)

which consists of kinetic and surface energy, is the difference between the kinetic 
energy Ek of the incoming parcel and the critical kinetic energy Ek,crit, below which 
no splashing occurs. Ek,crit is believed to be lost in deformation, dissipation, and in 
producing liquid film energy. Ek,crit is calculated from the critical Weber number: 
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From experimental data on the size-velocity correlation of the new droplets after 
splashing, the relation 
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is deduced. This relation expresses the observation, that the larger the size of the 
new droplets, the smaller the magnitude of their velocity. Finally, application of 
the tangential momentum conservation law yields 
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The wall friction coefficient cf is assumed to be in the range of 0.6 to 0.8, and 1

and 2 are the ejection angles of the two new parcels. 1 is randomly chosen inside 
an assumed ejection cone (approximately 10°< 1 < 160°), and 2 is determined 
from Eq. 4.284. Together with 

2 2 2
1 1 1,n ,tv v v     and

2 2 2
2 2 2,n ,tv v v  (4.285) 

the above set of equations can be solved in order to calculate the normal and tan-
gential velocity components of the two new parcels. 

The model of Bai and Gosman [11] has been successfully validated against ex-
perimental data. A typical spray pattern (side view, half spray) simulated with this 
model and showing all the characteristic features of a wall spray is given in Fig. 
4.66. The computational parcels are shown as black points. 

Fig. 4.67 shows comparisons between predicted and measured adhered fuel ra-
tio on the wall, wall spray radius, and wall spray height. Comparisons of local 
droplet diameters are not given. The experiments were performed by Saito et al. 
[123], and the boundary conditions are given in Table 4.7. 
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Fig. 4.66. Simulation of an impinging spray [11], t = 2 ms after SOI, atmospheric condi-
tions  

Table 4.7. Boundary conditions for the experiments of Saito et al. [123] 

Case No N4 N5 N6 
Wall distance [mm] 25 25 25
Gas pressure [MPa] 0.2 0.2 0.2
Gas temperature [K] 293 293 293
Nozzle Diameter 
[mm]

0.25 0.25 0.25 

Injection duration 
[ms]

2.85 2.1 1.425 

Injection angle 
[deg.] 

90 90 90 

Injected fuel 
[mm3/pulse] 

35 35 35 

Fuel diesel diesel diesel 
Injection pressure 
[MPa]

30 55 120 

Measurement and simulation agree well. The cusp in the curves of Fig. 4.67a 
corresponds to the end of injection. After the end of injection, the adhered fuel ra-
tio, which is defined as total mass deposited on the wall divided by the total mass 
injected at that time, increases, because the deposited mass continues to increase 
for a short time while the injected mass remains constant. The predictions of wall 
spray radius (Fig. 4.67b) and wall spray height (Fig. 4.67c) capture the trend that 
an increase of injection pressure results in larger values of wall spray radius and 
height. The droplets in the wall spray get larger tangential velocities due to the in-
creased gas velocities along the wall, and larger normal velocities because of a 
more intense splashing. 
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Fig. 4.67. a Measured and predicted adhered fuel ratio, b wall spray radius, c wall spray 
height, [11] 

Other detailed wall-impingement models have been developed by O’Rourke 
and Amsden [95], Lee and Ryou [72], and Stanton and Rutland [132]. Differences 
between these models and that of Bai and Gosman [11] appear mainly in the 
splash regime. 

In the model of O’Rourke and Amsden [95], the film momentum equation is 
used in combination with experimental results from Mundo et al. [89] in order to 
derive the spread-splash transition criterion 
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where
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is the splash Mach number, h0 is the initial film thickness before impact, and bl = 
din /Re)1/2 is a boundary layer thickness. The ratio of splashed mass and incident 
mass is modeled on the basis of the experimental data of Yarin and Weiss [147], 
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The prediction of drop radius r is based on the experimental results of Yarin and 
Weiss [147] and Mundo et al. [89], and is sampled from a truncated Nukiyama-
Tanasawa distribution 
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In order to predict the velocity components of the new droplets, O’Rourke and 
Amsden [95] approximated the velocity distributions reported in [89] and [147]: 

, , , ,0.12 cos sin 0.8n out n in t out t p t in tv v n v v e e v e , (4.290) 

where    is the unit vector normal to the wall surface,    is the unit vector tangential 
to the surface in the plane of    and the incident drop,                                         are 
the normal and tangential velocity fluctuations, and is the angle that the fluctu-
ating velocity makes with the vector    in the plane of the wall, see Fig. 4.64. The 
quantities         ,        , and are random variables chosen from the following dis-
tributions: 
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and the angle is chosen as suggested in the model of Naber and Reitz. 
A further wall impingement model has been developed by Lee and Ryou [72]. 

The main difference to the model of Bai and Gosman [11] is a modified calcula-
tion of the dissipated energy due to the impact of a drop on the wetted surface, and 
the subsequent calculation of the total velocity from the energy conservation law. 
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Furthermore, the spread-splash transition criterion is determined by using an em-
pirical correlation based on the experimental results of Mundo et al. [89], and only 
one instead of two new parcels is created in the splash regime. The size and num-
ber of the splashed new droplets are determined from the conservation of mass 
and from experimental data. 

4.8.3 Wall Film Modeling

A detailed modeling of wall film evolution includes the simulation of all effects 
increasing or decreasing the liquid mass on the surface of a wall cell like deposi-
tion of droplets, evaporation and film movement, see Fig. 4.68. Film movement 
can be due to the gravity force or due to exchange of momentum between gas and 
film or between incident droplets and film. Different classes of wall film models 
exist. One method is to set up and solve the governing equations for wall films. 
The other method is to simplify the treatment and to use empirical correlations for 
the relevant effects. 

An early model for the simulation of wall film evolution and heat transfer from 
the wall to the film or to the impinging drops was developed by Eckhause and 
Reitz [31]. This model includes the impingement model of Naber and Reitz [90], 
Sect. 4.8.2. The model distinguishes between a flooded (a wall film is present) and 
a non-flooded case (no wall film), see Fig. 4.69. According to the model of Naber 
and Reitz [90], only droplets with Wein > 80 (slide) contribute to the formation of 
a liquid film. The film thickness  is calculated separately for each surface cell by 
taking the total mass of fuel on the surface of a wall cell and dividing by the fuel 
density l and the wall cell area Acell. The transition criterion between the non-
flooded and the flooded case is given as  = 2 µm. The total heat transferred to a 
film or a drop is 

Fig. 4.68. The major physical phenomena governing film flow [133] 



192      4 Modeling Spray and Mixture Formation 

s res gQ A T T t Q , (4.293) 

where A is the contact area,  is the convective heat transfer coefficient (Nu = 
( · )/ , Nu: Nusselt number, : film thickness or drop diameter, : thermal con-
ductivity), T is the liquid drop or film temperature, Ts is the surface temperature, 
tres is the residence time of the liquid on the surface, and Qg is added in case of 
wall film formation and is the heat transferred from the gas to the film. 

Droplets may either impinge on a dry wall (non-flooded case) or on a liquid 
wall film (flooded case). Furthermore, droplets may rebound or slide in both 
cases.  

In the case of rebound, the residence time of a drop is assumed to be the first-
order vibration period of an oscillating drop [144], 

3

4
l in

res
d

t , (4.294)

and the contact area between the deformed drop and the wall or the film is pre-
dicted based on the spreading equation of Akao et al. [3]: 

2

4 maxA D , 0 390 613 .
max in inD . d We . (4.295)

The surface temperature Ts is the film temperature or the wall temperature, de-
pending on whether a wall film is present or not. The Nusselt number is taken to 
be Nu = 2.0 for individual droplets. 

Fig. 4.69. Heat transfer model of Eckhause and Reitz [31] 
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For the case of slide, Eckhause and Reitz [31] distinguish between the flooded 
and the non-flooded regime. In the non-flooded regime the contact area is calcu-
lated according to Eq. 4.295 during the time step of first contact, and then the area 
is A = ( 4) din

2 during the time the droplet slides along the wall. Again, Nu = 2.0 
is used and the corresponding surface temperature is the wall temperature. In the 
flooded regime the droplet becomes part of the wall film. The film temperature is 
the mass average temperature of all droplets belonging to the film, and the contact 
area A is equal to the surface area Acell of the respective wall cell. The gas-phase 
heat transfer is calculated based on the modified law of the wall (Reitz [116]), 
while the liquid-phase heat transfer is based on the heat transfer correlation        
Nu = 3.32·Pr1/3 for the boundary layer flow. 

The temperature change of a film element or a drop is given by 

v,l

Q
T

m c
, (4.296)

where cv,l is its specific heat capacity and m is the liquid mass of the fuel on a wall 
cell (flooded case) or the one of a single drop (non-flooded case and rebound). 

A much more detailed wall film model, which simulates thin fuel film flow on 
solid surfaces of arbitrary configuration, is presented in Stanton and Rutland [132, 
133]. The major mechanical and physical processes like mass, momentum, and 
pressure contributions to the film due to spray impingement and splashing effects 
as well as the effects of shear forces, piston acceleration, and gravity are included. 
The following assumptions are used in the formulation of the model: First, the liq-
uid film is treated as a thin film and the momentum and continuity equations are 
integrated across the film thickness x 3, see Fig. 4.70. Thus, a two dimensional 
film is regarded that flows over a three dimensional surface. Fig. 4.70 shows the 
local coordinate system used for the description of a wall film cell. 

Fig. 4.70. Wall film cell and local coordinate system of the film model 
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Fig. 4.71. Momentum cell 

The second assumption is that the mass flux, the tangential momentum, and the 
dynamic pressure, which are added to the liquid film due to impinging drops, are 
averaged over the cell area. Further on, it is assumed that the velocity profile in 
the cross-film direction, which is needed when integrating across the film thick-
ness, is either laminar or turbulent. 

After integrating in the cross-film direction, the continuity equation yields 

1

sideN

l wall film i i i l wall imp evap
i

A ( v n ) l A m m
t

, (4.297)

and after some rearrangement it results in 

1

1 sideN
imp evap

film i i i
wall l wall l walli

m m
( v n ) l

t A A A
, (4.298)

where Awall is the wall cell area, li and i are the length of side i and the film thick-
ness of side i, v film is the mass-averaged film velocity relative to the wall, and 
m imp is the difference of incoming mass flux due to impinging drops and outgoing 
mass flux due to splashing. The quantity mevap is the rate of fuel vaporization and 
must be predicted by a film vaporization model, Sect. 4.5.4. 

The momentum equation is derived in the same manner. Fig. 4.71 shows a 
typical momentum cell containing gas (upper part) and the liquid film at the bot-
tom. The momentum equation yields 

1

1 1

side

edgeside

N
film

l wall film film i l i i i
i

NN

i i l wall tang i l wall
i i

v
A v ( v n ) l

t

p n l A g M  A A a  ,

(4.299)

and after some rearrangement the following form can be obtained: 
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1

1 1

1 side

edgeside

N
film

film film i i i i
wall i

NN

i i i i
tangi i

l wall l wall l wall

v
v ( v n ) l

t A

p n l  AM
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A A A

(4.300)

The left-hand side of Eq. 4.300 is the material derivate of the film momentum. 
The convective momentum term (second term) is an approximation of the integra-
tion of the non-linear convective term in the cross-film direction (due to the veloc-
ity profile), where 

2
1 1

1 1

t

t t (4.301)

is used in order to compensate the effect of using the mass-averaged film velocity 
instead of a momentum-averaged velocity derived from the exact velocity profile. 
In order to calculate the displacement thickness t and the momentum thickness 

t, a velocity profile has to be specified in the cross-film direction.  
The right-hand side of Eq. 4.300 is the sum of all relevant forces. The first term 

describes the pressure force. The pressure  

amb impp p p  (4.302) 

does not vary in the cross-film direction and includes the ambient pressure pamb

and the dynamic pressure pimp due to drop impingement and splashing effects, 
which can be calculated using the momentum equation for one-dimensional flows, 

2 2

1 1

drop splashN N
jk

imp l n,k l n, j
wall wallk j

AA
p v v

A A
. (4.303)

In Eq. 4.303, vn,k is the velocity component of the incident drop normal to the sur-
face, and vn,j is the normal velocity of the droplets resulting from splashing. Ndrop

and Nsplash are the total numbers of incident and splashed droplets, and Ak and Aj

are the corresponding droplet areas.  
The second term on the right hand side describes the gravity effect, which is 

important for wall films on vertical surfaces. The third term is the change of tan-
gential momentum (index ) due to spray impingement and splashing and is given 
as 

1 1

drop splashN N

tang i ,i j , j
i j

M m v m v . (4.304)
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In Eq. 4.304, mi and mj are the masses of the incident drops and the droplets re-
sulting from splashing. 

The effect of viscous shear forces is given by the fourth term on the right-hand 
side, 

1 1

edge sideN N

i i edge j wall wall liq / air wall
i j

A ( l ) A A , (4.305)

where edge is the viscous shear along the edges of the film cell, wall is the wall 
shear, and liq/air is the shear at the liquid-gas interface. 

The last term on the right-hand side describes the effect of an acceleration of 
the solid surface, which is only relevant for fuel films on piston or valves. 

The film model has been combined with a film evaporation model and has been 
successfully validated against experimental data under diesel engine conditions 
[133]. The relevant engine parameters and operating conditions are summarized in 
Table 4.8. As an example, Fig. 4.72 shows a comparison of measured and simu-
lated film thickness as a function of crank angle at different positions on the piston 

Table 4.8. Engine parameters and operating conditions [133] 

Bore [mm] 150
Stroke [mm] 225
Compression ratio [/] 14 
Wall temperature [°C] 400
Swirl ratio [/] 0.0
Fuel injected per hole [mm3/cycle] 25.17 
Orifice diameter [mm] 0.35 
Start of injection [deg. CA] -19 
Injection duration [deg. CA] 34

Fig. 4.72. Comparison of film thickness. a simulation, b measurement, data from [133] 
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bowl surface for the full load condition. Despite some small discrepancies be-
tween measurement and experiment, a good overall qualitative and quantitative 
agreement is obtained. A high level of agreement is also attained in the case of re-
duced loads and different injection timings, emphasizing the suitability of the 
model for the simulation of film development and film evaporation. 

4.9 Ignition 

4.9.1 Auto-Ignition 

The auto-ignition of hydrocarbons in diesel engines is a chain-branching process 
including the four reaction classes of chain initiation, chain propagation, chain 
branching, and chain termination. After the start of injection, ignition occurs after 
a certain induction time, the ignition delay. During this time delay, fuel evaporates 
until a first region of ignitable mixture with an air-fuel ratio of 0.5 <  < 0.7 is 
formed. Furthermore, the chemical reactions in this region have to produce 
enough fuel radicals in order to start the combustion process. The chain initiation 
produces these first radicals from stable fuel molecules. This reaction proceeds 
slowly, because stable molecules are involved in the process. Then, if a certain 
radical concentration is reached, the chain propagation and the chain branching re-
actions form additional radicals. The chain propagation reactions change the na-
ture of the radicals but not their number. Some of the chain propagation reactions 
produce radicals, which then take part in the chain branching reactions that in-
crease the number of radicals and result in a considerable acceleration of the reac-
tions, leading finally to explosion. The ignition delay is strongly temperature-
dependent, a rise of temperature decreases this time. 

The multi-stage ignition process can be divided into three temperature regions, 
the low temperature reactions (cool flame regime), the intermediate temperature 
region, and the high temperature oxidation. Because details concerning the rele-
vant reactions in the three temperature regimes are given in Sect. 6.4.2, only a 
brief description of the relevant mechanisms will be given in the following. The 
cool flame regime typically occurs at gas temperatures between 600 and 800 K. 
Reactions proceed slowly with only a small temperature rise. However, for in-
creasing temperatures, the production of radicals by the cool flame reactions is re-
duced because the reverse reactions become faster (degenerate chain branching). 
Hence, this intermediate temperature region is characterized by the so-called nega-
tive temperature coefficient (NTC), which represents an increased ignition delay 
for increased temperatures. As soon as the temperature, which is increased by the 
heat release of the cool flame reactions and the further compression of the cylinder 
charge, is reached, the high temperature chain branching reactions (T > 1000 K) 
lead to explosion. 

Auto-ignition takes place on time scales that are relatively long compared to the 
relevant hydrodynamic time scales [134]. Hence, the influence of convective and 
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diffusive species transport must be taken into account. This is usually done by 
solving mass conservation equations for a certain radical indicator species, also 
including source terms for the chemical reactions. These source terms are ex-
pressed by Arrhenius-type reaction rates. Ignition timing is predicted by defining a 
certain threshold of the indicator species that has to be reached. Then, the ignition 
model is switched off and the calculation continues with a combustion model. De-
tails concerning appropriate combustion models are given in [134], for example. 

The most widely used auto-ignition model is the so-called Shell model, which 
was developed by Halstead et al. [47]. The name of the model stems from the af-
filiation of the authors. The model was originally developed to predict knock in 
spark ignition engines and was later adjusted to predict auto-ignition in diesel en-
gines (e.g. Kong et al. [67], Sazhina et al. [124]). Because it is not possible to 
model all of the several hundreds of relevant reactions during ignition, the model 
is based on a class chemistry concept and includes only eight reaction steps be-
tween five species. It represents a virtual mechanism between generic species and 
is formulated to reflect the multistage ignition behavior of hydrocarbon air mix-
tures including a degenerate chain branching mechanism. The eight reaction steps 
are given as 

qk *
2RH O 2R  (chain initiation) (4.306) 

pk* *R R P heat  (chain propagation) (4.307) 

1 pf k* *R R B (chain propagation forming B) (4.308) 

4 pf k* *R R Q (chain propagation forming Q) (4.309) 

2 pf k* *R Q R B  (chain propagation forming B) (4.310) 

bk *B 2R  (degenerate branching) (4.311) 

3 pf k*R termination  linear termination (4.312) 

tk*2R termination  quadratic termination. (4.313) 

In Eqs. 4.306–4.313, R* represents the radical, RH is the fuel, Q is an unstable in-
termediate agent, B is the branching agent, and P represents oxidized products. 
The concentrations of the different species can be calculated solving the differen-
tial equations for their change rates, which are given as 

*
* * 2

2 3
[R ]

2 [RH][O ] 2 [B] [R ] [R ]q b p t
d k k f k - k

dt
, (4.314)

* *
1 2

[B]
[R ] [R ][Q] [B]p p b

d f k f k k
dt

, (4.315)
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* *
4 2

[Q]
[R ] - [R ][Q]p p

d f k f k
dt

, (4.316)

*2[O ]
[R ]p

d
pk

dt
, (4.317)

2 2 ( 0)
( 0)

[O ] - [O ][RH] [RH]t
t

d
dt p m

. (4.318)

The quantity m depends on the number of hydrogen atoms in the original fuel 
molecule CnH2m, p = (n(2- ) + m)/2m, and  0,67 is the CO/CO2 ratio. The rate 
coefficients 

1 1
1 1 1 2exp /  [O ]  [RH]x y

f ff A E RT , (4.319) 

2 2 2exp /f ff A E RT , (4.320) 

3 3
3 3 3 2exp /  [O ]  [RH]x y

f ff A E RT , (4.321) 

4 4
4 4 4 2exp /  [O ]  [RH]x y

f ff A E RT , (4.322) 

exp / , 1, 2, 3, 4i i ik A E RT    i =    , q, b, t , (4.323) 

are of Arrhenius-type, and 

Fig. 4.73. Comparison of simulated and measured ignition delays [47], RON: Research Oc-
tane Number 
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1

1 2 2 3

1 1 1
[O ] [RH]pk

k k k
. (4.324)

The model includes 26 parameters that have to be adjusted for each fuel of inter-
est. More details are given in Kong et al. [67], for example. 

The Shell model is the most-used model in simulations of diesel engine auto-
ignition today. It is capable of describing the negative temperature coefficient ef-
fect as well as the influence of temperature, pressure, and fuel-air mixture on igni-
tion delay. Fig. 4.73 shows a comparison between simulated and experimentally 
obtained ignition delays as a function of temperature for three primary reference 
fuels of different octane quality. 

However, if auto-ignition processes with ignition delays much longer than 
those of conventional diesel engines are regarded (e.g. HCCI processes), the Shell 
model is no longer capable of predicting the auto-ignition process with sufficient 
accuracy. In these cases, more complex chemical models that include a much 
more detailed description of the low temperature reactions have to be used, see 
also Sect. 6.4.2. 

4.9.2 Spark-Ignition 

Gasoline-air mixtures in spark-ignition engines do not auto-ignite due to compres-
sion. In these engines, the start of combustion is initiated by the energy of an elec-
trical spark. The spark forms a high-temperature zone between the two electrodes 
of the spark plug, in which radicals are produced and combustion begins. In this 
zone, enough heat must be released in order to heat up the neighboring mixture 
and to initiate a flame front that can propagate into the combustion chamber with-
out any further energy input. During the time the electrical spark exists, a highly 
ionized plasma with temperatures of about 60000 K [134] forms a channel be-
tween the electrodes and then expands to become a spherical ignition kernel, while 
the temperature decreases to approximately 4000 K, Fig. 4.74. Further details 
about the kernel growth process are given in [83] and [51], for example. The time 
span needed for this ignition kernel growth is in the micro- to millisecond range. 
The flame front starts from this ignition kernel and propagates into the combustion 
chamber. At first, it propagates with laminar flame speed, and as the flame surface 
increases, turbulence increases the flame speed. 

Fig. 4.74. Ignition kernel growth 
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In CFD models, a phenomenological sub-model usually describes the growth of 
the ignition kernel. If the kernel has reached a certain size, the calculation pro-
ceeds with a combustion model for turbulent flames.  

The modeling of ignition kernel growth and flame speed is usually based on the 
assumption that the temperature inside the kernel is uniform and equal to the adia-
batic flame temperature of the associated fuel-air mixture. Because the time 
needed to form a spherical ignition kernel is in the same range as the computa-
tional time step t0 (about 1 µs), an isothermal ignition kernel of adiabatic flame 
temperature is assumed to exist at the end of the first numerical time step of igni-
tion. The radius rk,0 of this kernel is determined from an energy balance: the sum 
of the electrical energy Wsp of the spark discharge and the chemical energy re-
leased due to the combustion of the mixture inside the kernel results in a rise of 
the temperature inside the kernel from the unburned temperature Tu to the adia-
batic temperature Tad:

3 3
0 0 0

4 4
3 3k , k p ad u sp sp k , k mixr c T T W t r LHV . (4.325)

In Eq. 4.325, LHV is the lower heating value of the air-fuel mixture per gram 
mixture, and sp is the energy transfer efficiency, which can be assumed to be sp

 1.0 in this first phase of kernel growth. From Eq. 4.325 the radius 

1 3

0
0

3

4

/

sp sp
k ,

k p ad u mix

W t
r

c T T LHV
(4.326)

of the kernel after the first time step can be derived. During the following time 
steps the kernel size increases. Because all of the energy of the mixture inside the 
kernel with radius rk is already released, only the surplus volume, which is the 
product of the kernel surface and the increase of kernel radius, can be released. 
Thus, the energy balance gives 

2 24 4k k
k u p ad u sp sp k u mix

dr dr
r c T T W r LHV

dt dt
. (4.327)

The energy transfer in this later phase of kernel growth is less efficient than in the 
first phase, the value of sp beeing about 30–50% [134]. The quantity drk/dt is 
called plasma velocity spl. Eq. 4.327 yields 

24
sp sp

pl
k u p ad u mix

W
s

r c T T LHV
. (4.328)

Because spl is inversely proportional to rk
2, it is reduced with increasing kernel ra-

dius. However, as the kernel growths, the effect of turbulence on the effective 
flame velocity increases and leads to an increasing velocity of the flame front 
propagating into the combustion chamber, see Fig. 4.75. 
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Fig. 4.75. Characteristic behavior of the effective flame speed after ignition [134] 

Fan et al. [36] published the discrete particle ignition kernel (DPIK) model, 
which is based on the ideas of ignition kernel modeling as presented above. In this 
model, the initial flame kernel is represented by Lagrangian marker particles, al-
lowing to reduce the influence of grid size effects on the ignition process. The ini-
tial ignition kernel is assumed to be spherical. The initial diameter dk,0 is assumed 
to be in the range of the gap size between the two electrodes, usually 1 mm. The 
radial kernel growth rate is calculated as a function of the laminar flame speed slam

and the turbulent kinetic energy k of the flow field, 

2
3

k ad
k lam

u

dr T ku s
dt T

. (4.329)

The parameter Tad /Tu accounts for the effect of thermal expansion. Tad is the adia-
batic flame temperature, and Tu is the local unburned gas temperature, which is 
determined assuming adiabatic compression from the conditions inside the kernel 
before (index 1) and after the start of ignition (index 2): 
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k , k ,
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T p

. (4.330)

The laminar flame speed slam is given by a relation of Metghalchi and Keck [87], 
which is  
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pT
          

 K .  kPa

(4.331)

In the case of gasoline [135]. In Eq. 4.331  is the equivalence ratio in the spark 
region, and R is the residual mass fraction. Hence, the diameter of the ignition 
kernel can be calculated as  

02k k ign k ,d u t t d . (4.332) 

A one-step reaction is chosen during this early stage of combustion, 
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8 18 2 2 212 5 8 9C H . O CO H O , (4.333) 

and the burn rate is calculated by  

2

2 2

,
, ,

min , Ofi
w l i sto i

f sto f O sto O

d
C s MW C

dt MW C MW C
. (4.334)

In Eq. 4.334 MWi is the molecular weight of species i, Csto,i are the stoichiometric 
coefficients, and Cw is a constant used to account for the wrinkling effect of the 
kernel surface. For example, Fan et al. [36] use a value of Cw = 80 while Stiesch et 
al. [135] use Cw = 20. The quantity  

2
p,cell k

p,total cell

N d
N V

(4.335)

is the flame surface density within a particular cell, where Np,total is the total num-
ber of marker particles, and Np,cell is the number of particles in the specific cell 
having a volume Vcell.

The combustion is initiated by the ignition model, and if the kernel size reaches 
the order of the integral length scale of turbulence, 

k k td C l , (4.336) 

the model switches to an appropriate turbulent combustion model. In Eq. 4.336 lt

= 0.16 k1.5/  is the turbulence length scale, and Ck = 3.5.
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5 Grid Dependencies 

5.1 General Problem 

Since the use of Computational Fluid Dynamics for spray simulations, it is well 
known that the results are relatively sensitive to the resolution of the numerical 
grid. It is agreed that adequate resolution is required to reproduce the structure of 
sprays with sufficient accuracy, but there are often different opinions about what 
this resolution should be. In this chapter, the reasons for the sensitivity of spray 
sub-processes like droplet-gas and gas-droplet momentum transfer, evaporation, 
collision etc. to the grid size as well as possibilities to minimize these mesh de-
pendencies are discussed. 

First, only continuous fluids shall be regarded. Continuous fluids like the gas 
phase in a combustion chamber are described using the Eulerian approach (Sect. 
3.1). It is known that the numerical solution of the Navier-Stokes equations be-
comes more and more accurate if the grid is refined. The reason for this effect 
originates in the way the differential equations are numerically treated: the differ-
ential equations are discretized, which means that the differential quotients are ap-
proximated by difference quotients. The differences are expressed using the values 
of the flow quantities at the nodes of the computational grid. Hence, the finer the 
grid, the more accurate the differentials can be approximated, and the better strong 
spatial gradients of flow quantities are resolved. In order to achieve accurate re-
sults, the grid resolution should at least be fine enough to resolve the physical 
scales of the problem [1]. In the case of a gas jet being injected into a gas atmos-
phere (both phases are continua and described by the Eulerian approach) this im-
plies that near the nozzle the jet cross-sectional area has to be resolved by at least 
four grid cells. Abraham [1] has shown that if such a resolution is not used, the 
structure of the jet cannot be reproduced with adequate accuracy and is signifi-
cantly influenced by the selection of ambient turbulent length and time scales. The 
prediction of mixing and entrainment rates as well as jet penetration may then be 
erroneous. The largest errors are caused by an inadequate mesh size near the noz-
zle, where the velocity and species density gradients are strong and can only be re-
solved by extremely fine meshes. 

However, the maximum grid resolution that is practically feasible is limited by 
the available computer power and time. For this reason, grids smaller than the ori-
fice size are impractical, and usually much coarser ones are used.  

Johnson et al. [8] have proposed a simple and very effective method to reduce 
the effect of grid resolution on the computation of gas jets. As already shown in 
the work of Abraham [1], it was found that the calculation results are most sensi-
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tive to the mesh size near the nozzle and the treatment of turbulence. Based on the 
observation that on a coarse mesh unrealistic turbulent length scales and thus large 
diffusion are generated, Johnson et al. [8] modified the k-  model in order to sup-
press unphysical effects by a limitation of the largest length scales in the region of 
the gas jet. Because the largest scale inside a jet is the penetration, the length scale 
is simply limited to a maximum value equal to the distance away from the orifice 
within a given cone along the spray axis. This method implies that the jet cone an-
gle is known a priori. Although this method is somewhat arbitrary, it has turned 
out to improve the predictive quality of the computations significantly, and it was 
found to apply universally to different gaseous jets. The application of this length 
scale limiter can also be extended to the calculation of sprays in order to improve 
the prediction of the gas phase behavior inside the spray cone angle. 

For sprays consisting of liquid droplets which penetrate into a gas atmosphere, 
the situation becomes much more complex. The most popular way to simulate 
sprays is the Eulerian-Lagrangian approach (Sect. 3.2). Due to the inadequate 
space resolution of the gas phase flow quantities (e.g. velocity, temperature and 
vapor concentration), the Eulerian field is not properly computed in the vicinity of 
the liquid phase, resulting in an over-estimation of diffusion and thus in inaccura-
cies in the modeling of fuel-air mixing. Although it would also be impractical, it is 
(in contrast to the pure Eulerian approach) not possible to reduce the grid size until 
the gas phase is properly resolved and mesh-independent results are obtained, be-
cause this would violate a basic requirement for the Lagrangian liquid phase de-
scription. This description is based on the assumption that the void fraction within 
a cell is close to one. Hence, the volume of liquid drops inside a cell must be small 
compared to the cell volume. If very fine meshes, which resolve the flow field of 
the gas phase near the orifice, are used, this assumption is no longer justified.  

For this reason, the gas flow can never be resolved accurately near the nozzle, 
and the exact flow quantities at the position of a liquid drop, which are needed in 
order to predict mass, momentum, and energy transfer between gas and liquid, are 
unknown.  

Usually it is assumed that the required values are those of the nearest node. Fig. 
5.1 shows the two-dimensional example of a gas cell and its four nodes. The 
dashed lines indicate a kind of staggered grid, and the cells of this dotted grid rep-
resent the volumes governed by the different nodes. For example, the velocity at 
node 4 is valid inside the whole volume of the dotted grid cell containing node 4. 
Velocity gradients inside this volume are not resolved. The coarser the grid, the 
worse the spatial resolution of the gas velocity, and the worse the prediction of 
gas-droplet momentum exchange, which depends on the relative velocity at the 
drop location. Hence, if the nearest node approximation is applied, the prediction 
of gas-droplet interactions suffers from the low spatial resolution of the gas phase. 

In just the same manner, the momentum, which is transferred from the liquid 
parcel to the gas (source term in the Navier-Stokes equations), is added to the 
nearest node. This momentum gain is then immediately and uniformly distributed 
over the complete cell (dashed grid) governed by the node. This way of modeling 
the liquid-gas interactions gives rise to two unphysical effects on the grid size. 
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Fig. 5.1. Momentum exchange between liquid and gas phase 

Fig. 5.2. Effect of grid resolution on spray penetration [5] 

First, the immediate and uniform distribution of the momentum gain over the 
complete cell volume leads to an unphysically fast diffusion of momentum. The 
lower the grid resolution, the faster this diffusion. In reality, only the gas in the vi-
cinity of the drop is be accelerated, and the momentum is transferred to a much 
smaller area of influence.  

Second, if the cell volume is large, the change of gas velocity due to momen-
tum exchange with liquid drops is small, and if the grid resolution is high, the gas 
velocity increases faster. Hence, the absolute value of the gas velocity after the in-
teraction with a liquid drop depends on the cell size. Fig. 5.1b highlights the effect 
of this treatment. In the case of small grid sizes, the droplets being injected at 
early times transfer their momentum to small gas volumes and cause a fast in-
crease of gas velocity. Due to the smaller relative velocities, the next droplets are 
less decelerated, resulting in an increase of spray penetration. For this reason, 
spray penetration increases if the grid is refined, and decreases if a coarser grid is 
used, Fig. 5.2.  
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Further on, the orientation of the grid relative to the spray axis may also influ-
ence the results [5]. As shown in Fig. 5.3, the number of nearest nodes (and thus 
the total gas volume) that are included in the direct exchange of mass, momentum, 
and energy is dependent on the angle between spray axis and grid. If the momen-
tum transferred to the gas is distributed to a larger number of nodes, the increase 
of gas velocity in the spray region is slower. If there are less nodes, the gas veloc-
ity will increase faster, and the relative velocity between droplets and gas will de-
crease more quickly. These effects may result in different penetration lengths of 
identical sprays with orientation different only relative to the mesh. One possibil-
ity of reducing the effect of grid orientation is the use of spray adapted grids, 
where the grid arrangement is adjusted to the spray direction, such that the main 
spray direction is always more or less perpendicular to the cells, Fig. 5.4. 

As mentioned already, the momentum exchange is only one example of a grid-
dependent interaction between gas and dispersed liquid. The same dependencies 
are noticed in the case of droplet evaporation, where mass and heat are exchanged: 
the rate of mass loss of a drop is strongly influenced by the resolution of the tem-
perature and vapor concentration fields inside the gas phase. The exchange of 
mass and heat with only the nearest node leads to an unrealistic transfer of the  

Fig. 5.3. Effect of grid orientation on spray penetration 

Fig. 5.4. Spray adapted grid for a DI diesel engine 
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source terms to the gas phase, and the distribution of the source terms over the 
complete cell volume results in an unphysically fast diffusion of fuel vapor, espe-
cially near the nozzle where the cells size is much larger than the jet diameter. 

Altogether, three sources of mesh dependencies can be specified: (1) the 
calculation of representative gas phase flow quantities at the exact location of the 
drop, (2) the distribution of mass, momentum, and energy to the nodes of gas 
phase, and (3) the unrealistically fast diffusion due to immediate averaging of the 
source terms over the whole cell volume.  

A fourth source of uncertainty is the problem of insufficient statistical conver-
gence in the spray region close to the nozzle. Because it is impractical to follow 
each individual drop inside a spray, the combination of Monte-Carlo method and 
stochastic parcel technique (Sect. 3.2) is used in order to reduce the number of in-
dividual drops the behavior of which has to be directly calculated. However, the 
more parcels are used, the better the behavior of the dispersed liquid phase is re-
solved, and the better the statistical convergence. Due to break-up processes and 
droplet deceleration, the number density of parcels, and thus the statistical conver-
gence, increases considerably with distance from the nozzle. Usually, computer 
power limits the maximum number of parcels to a value that does not allow for the 
realization of sufficient resolution of the liquid phase near the nozzle. However, in 
the remaining spray region, where most of the mixture formation processes take 
place, an adequate resolution of the liquid phase is achieved. 

Now the reader might believe that the Eulerian-Lagrangian spay calculations 
are always extremely erroneous and misleading. This is not true. Strong grid de-
pendencies appear only if the range of recommended grid resolution is left, i.e. if 
the computational mesh is too coarse or too fine. Usually, the model constants of 
each of the various sub-models in these codes have been adjusted in order to en-
sure maximum agreement between simulation (using the recommended grid reso-
lution) and a large number of experimental results. However, if unusual grid spac-
ing is used, or if extremely precise predictions are necessary, mesh dependency 
may become a serious source of uncertainty.  

The problem of grid dependency will become more and more important in the 
near future. The more precise the modeling of the various physical and chemical 
sub-processes, the larger the relative uncertainty due to numerical errors. Alto-
gether, this will result in a growing importance of research activities in this field. 
Successful approaches to reduce the influence of the numerical grid are discussed 
in the following sections. 

Besides numerical errors due to the standard inter-phase coupling, the collision 
algorithm is a further source of grid dependency [14, 15]. The standard collision 
model in CFD-codes today is the one proposed by O’Rourke in 1981 [12], Sect. 
4.7. This algorithm suffers from large spatial discretization errors because the cells 
of the gas phase mesh are used to calculate the collision probability. The collision 
probability depends on number density, and the strong spatial gradients in number 
density inside the dense spray, where most of the collision events occur, can only 
poorly be resolved by these cells. This topic is further discussed in Sect. 5.2. 
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5.2 Improved Inter-Phase Coupling 

In order to improve inter-phase coupling, the calculation of representative gas 
phase flow quantities at the exact location of the drop (gas-drop interaction), the 
distribution of source terms to the nodes of the gas phase (drop-gas interaction), 
and the unrealistically fast diffusion due to immediate averaging of the source 
terms over the whole cell volume have to be addressed.  

In order to replace the nearest node approach and to provide each parcel with 
accurate information about the gas phase boundary conditions at its exact location, 
Schmidt and Senecal [15] tested a simple interpolation scheme [11] that calculates 
a weighted average of the gas phase flow quantities from the nearby nodes, Fig. 
5.5. For example, if the gas velocity u at the parcel location x p is the quantity of 
interest, the velocities u i at each of the eight corner nodes (location: x i) of the gas 
phase cell containing the parcel are used and simply weighted by their distance to 
the parcel location: 
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In the work of Schmidt and Senecal [15], the value of m = 2.0 was chosen. The 
droplet-gas momentum exchange can be modeled using the same scheme, but just 
the other way round. However, the authors did not obtain superior results with this 
simple averaging technique. Bella et al. [5] used a modified but similar approach. 
The amount of momentum exchange is also proportional to the inverse of the 
droplet-node distance, but the weighting function is given as 
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where m = 1.0. In contrast to the approach of Schmidt and Senecal [15], not only 
the vertexes of the cell containing the parcel but also the surrounding cells (n = 27 
in a three-dimensional simulation) were included. The results showed that the 
variation of tip penetration due to grid effects could be highly reduced, but not 
completely eliminated, Fig. 5.6. The remaining influence of grid resolution may 
be explained by the fact that the total volume of the 27 cells included in the 
weighting process is still dependent on mesh size.  

Based on the fact that a polar coordinate system is much more suited to resolve 
a spray which is usually also polar, Schmidt and Senecal [15] developed a tech-  
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Fig. 5.5. Gas-droplet momentum exchange: a standard method, b enhanced approach 

Fig. 5.6. Reduction of grid dependency due to an advanced modeling of momentum ex-
change between gas and liquid [5] 

nique which is specially suited to predict accurate boundary conditions for the gas-
droplet coupling in the radial direction (perpendicular to the spray axis). This al-
gorithm establishes an additional polar coordinate system (aligned with the injec-
tion), transforms the velocity components at each of the eight neighbor nodes to 
the corresponding polar components, calculates a weighted average, and trans-
forms the weighted average back to the original coordinate system. This technique 
is especially suitable to avoid ninety-degree artifacts in Cartesian meshes that may 
appear due to the poor azimuthal resolution, Fig. 5.7. However, it does not con-
tribute much to the reduction of grid dependency in axial spray direction. 

Beard et al. [3] also attempted to avoid grid dependency, and they developed a 
sub-grid scale model, which is specially suited to reduce the over-prediction of 
exchange rates between gas and liquid due to the effect of numerical diffusion. 
The numerical diffusion of vapor and momentum is limited by retaining both 
quantities along the parcel trajectory as long as the mesh is insufficient to resolve 
the steep gradients. Then, mass and momentum are gradually released and trans-
ferred to the nodes. Following the idea of Gonzalez et al. [7], the mass that leaves 
a drop due to evaporation is not immediately released but is collected in a gaseous  
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Fig. 5.7. Elimination of ninety-degree artifacts in Cartesian meshes. Both pictures show a 
hollow-cone spray directed towards the viewer [15]: a standard approach, b enhanced 
method 

sphere with radius proportional to (D·t)0.5 around the drop (D: vapor diffusivity in 
the gas, t: droplet lifetime), Fig. 5.8. This gaseous sphere directly follows the liq-
uid drop as long as it exists. It contains only vapor, and its temperature is equal to 
the one of the surrounding gas. The gas sphere expands because of vapor diffu-
sion, and its mass varies because of evaporation and transfer of mass to the gas 
phase. The vapor concentration inside the gaseous sphere is used as a boundary 
condition for the prediction of further evaporation, resulting in accurate and mesh-
independent local vapor concentrations around the drop. Remember that in the 
standard case the vapor is usually distributed over the whole cell volume, which 
varies with grid resolution. The exchange of mass with the surrounding gas phase 
starts if the gaseous particle is seen by the grid, which is the case if the radius r of 
the sphere is larger than the mean distance rm of the sphere center from the eight 
cell nodes. Then, vapor mass is released until r = rm again, Fig. 5.8. 

Fig. 5.8. Limitation of numerical diffusion: sub-grid scale vapor and momentum diffusion 
model [7, 3] 
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Fig. 5.9. Enhanced gas-drop momentum exchange: calculation of a representative gas ve-
locity [3]  

A similar treatment is applied to the drop-gas momentum transfer. Again, a 
sphere of influence with increasing radius is used, and this sphere releases mo-
mentum to the gas cell as soon as its radius reaches a critical size. However, the 
momentum is only transferred to the nearest node and not distributed to all 
neighbor nodes using a weight function. The gas phase velocity at the drop loca-
tion, which is needed as boundary condition for the calculation of relative velocity 
and drag force, is obtained by a simple linear interpolation using the drop velocity 
(located at the drop center) and the gas velocity at the nearest node, Fig. 5.9. The 
representative gas velocity is the one corresponding to the radius of influence. Al-
together, the approach of Beard et al. [3] results in an improved prediction of liq-
uid and vapor penetration and in a reduction of mesh dependency. However, the 
influence of grid resolution cannot be completely suppressed. The critical value of 
the radius of influence still depends on grid resolution. Further on, the application 
of a weighting technique for the inter-phase mass, momentum, and energy trans-
port could certainly lead to a further reduction of grid dependency. 

A special case of grid dependency, which cannot be eliminated by an advanced 
treatment of inter-phase coupling, occurs directly at the walls, where velocity and 
thermal boundary layers cannot be resolved by the gas phase grid and have to be 
described by so-called wall functions, Sect. 3.1.4.3. The use of these wall func-
tions can only produce reliable results if the dimensionless distance y+ of the first 
grid points from the wall is smaller than 200 (optimum values: y+ = 30…120). 
Usually the grid cells at the wall are too coarse, and the range of applicability of 
the logarithmic velocity and temperature profiles is exceeded. A simple approach 
would be to refine the mesh near the walls until the desired grid spacing is ob-
tained. However, due to the strongly changing flow quantities, the boundary layer 
thickness is highly transient, and the sizes of all wall cells must be adapted dy-
namically to the required values. This approach has been realized by Lettmann et 
al. [10]. At the beginning of each computational time step, the normal distance of 
the first grid points from the wall is readjusted to y+ = 80, and then the grid points 
next to the wall cells are moved in accordance with a grading factor in order to re-
duce gradually the cell size when approaching the wall. This treatment minimizes 
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numerical convergence problems. Although this method requires considerable re-
adjustment of the complete grid after each computational time step, the approach 
produces promising results and offers the opportunity to eliminate the grid de-
pendency of momentum and heat transfer from the gas phase to the walls. 

5.3 Improved Collision Modeling 

The standard collision algorithm in today’s CFD codes is the one proposed by 
O’Rourke [12], Sect. 4.7. This algorithm suffers from large spatial discretization 
errors, because the cells of the gas phase mesh are used to calculate the collision 
probability. The collision probability depends on number density, and the strong 
spatial gradients in number density inside the dense spray, where most of the colli-
sion events happen, can only poorly be resolved by the gas phase mesh. Hence, 
the collision calculation is grossly under-resolved, resulting in an under-prediction 
of collision incidence by the algorithm. On the other hand, the use of the Poisson 
distribution for multiple collisions greatly over-estimates the number of collisions 
between drops [15].  

Schmidt et al. [14, 15] developed a new collision algorithm, the so-called No 
Time Counter (NTC) collision model, which includes a more advanced descrip-
tion of collision events and is completely mesh independent. The NTC algorithm, 
which is a popular method of calculating intermolecular collisions, was extended 
by the authors for the use in sprays. In practical use, this algorithm is much faster 
than the standard collision algorithm. However, the most important improvement 
is the use of a separate collision grid, which is not used for the gas phase, and 
which does not have to conform to boundaries. This cylindrical mesh is created 
automatically around the spray axis and is extended far enough to include the 
complete spray. The mesh is fine enough to guarantee optimum spatial resolution  

Fig. 5.10. Mesh dependency of standard and NTC collision model [15], diesel-type spray, 
Cartesian mesh 
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in order to provide perfect grid independence. As an example, Fig. 5.10 shows a 
comparison between average drop sizes for a diesel-type spray using the standard 
collision model of O’Rourke [12] and the NTC model of Schmidt et al. [15]. The 
calculations were performed on a Cartesian mesh. The strong grid dependency of 
the standard model is clearly visible. The use of the NTC algorithm results in a 
significant reduction of mesh dependency. The remaining mesh sensitivity is 
caused by the dependence of the coupling between spray and gas phase momen-
tum on grid resolution: the droplet velocities, which determine the outcome of a 
collision event, are influenced by the gas phase mesh resolution. If the gas veloc-
ity is constrained to zero, the results are perfectly grid independent, Fig. 5.10. 

5.4 Eulerian-Eulerian Approaches 

As already discussed in Sect. 5.1, the Eulerian-Lagrangian description is based on 
the assumption that the void fraction inside all gas cells is close to one. For this 
reason it is not possible to increase grid resolution until the strong gradients of the 
flow quantities can be accurately resolved near the nozzle, even if the required 
computer power would be available. Appropriate sub-grid scale models have to be 
used. Furthermore, statistical convergence in the dense spray near the nozzle is 
usually not given. 

In order to overcome these numerical problems in a more direct approach, some 
authors have developed alternative methods, in which the liquid phase in the dense 
spray region is modeled with a Eulerian approach instead of using the Lagrangian 
description.  

This method was first introduced by Wan and Peters [17] and further optimized 
for the application to engine sprays by Krüger [9]. In this so-called Interactive 
Cross-sectionally Averaged Spray (ICAS) method, the transport equations for the 
multi-dimensional gas flow in the cylinder are solved by the CFD-code (Eulerian 
description), but the multi-dimensional Eulerian transport equations for both gas 
and liquid phases in the dense spray region are integrated over the cross-sectional 
area of the spray cone [13], resulting in a one-dimensional system of equations for 
the cross-sectionally averaged variables. This system is solved independently of 
the CFD-code. The integration of the multi-dimensional Eulerian transport equa-
tions of the two-phase flow is based on simple presumed profiles for velocity, 
mixture fraction and other relevant variables. The assumption made for the deriva-
tion of the integrated equations is that the cone angle and the length of the dense 
spray are constant and do not depend on injection velocity. The solution of these 
one-dimensional equations gives the source terms along the spray axis. In order to 
couple the dense spray region with the gas phase, the source terms have to be re-
distributed again in radial direction over the whole spray cone using presumed dis-
tribution functions.  

Because the one-dimensional treatment of the spray has the disadvantage that 
the effect of multi-dimensional flow effects like swirl or tumble can hardly be in-
cluded, the ICAS-method is only applied to the dense spray region where the 
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spray itself dominates the mixture formation process. As soon as the dispersion of 
the liquid phase is high enough, the treatment of the liquid phase switches over to 
the well-known Lagrangian description, Fig. 5.11. 

Wan and Peters [17] have proved that grid dependency in the dense spray re-
gion near the nozzle, which is by far the most important source of uncertainty due 
to grid effects, can be completely circumvented by employing the ICAS-model. 
However, this approach also has its shortcomings. The inclusion of relevant pri-
mary break-up mechanisms is more complex than in the Eulerian-Eulerian ap-
proach, and the spray cone angle must be known a priori and thus cannot be pre-
dicted. The most severe limitation however is due to the fact that the cross-
sectionally averaging of the Eulerian transport equations as well as the subsequent 
redistribution of the one-dimensional source terms in the dense spray region de-
pend on presumed distribution functions. These distributions should be a conse-
quence of the primary break-up process and not be defined a priori.  

Abraham and Magi [2] developed a similar approach called VLS (Virtual Liq-
uid Source). In this model the liquid phase is treated as a liquid core, from which 
mass, momentum, and energy are released to the gas phase cells adjacent to the 
liquid core. Further Eulerian-Eulerian approaches for the description of the dense 
spray region have been published by Berg et al. [16], Blokkeel et al. [6], and Beck 
and Watkins [4] for example. 

Altogether, it can be concluded that the most important advantage of the Eule-
rian-Eulerian over the Eulerian-Lagrangian approach is that the problem of statis-
tical convergence can be completely eliminated. Because it is quite difficult to 
take into account the numerous phenomena occurring in engine sprays, the Eule-
rian approaches often do not contain as much physics concerning the relevant sub-
processes as the Lagrangian ones. However, this way to describe engine sprays is 
just at the beginning of being explored. 

Fig. 5.11. Schematic illustration of the Interactive Cross-sectionally Averaged Spray 
(ICAS) method 
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6 Modern Concepts 

6.1 Introduction 

The internal combustion engine is by far the most important power train for all 
kind of vehicles, including on-road applications like passenger cars, motor-cycles, 
and trucks, and non-road applications like construction machines, agricultural ve-
hicles, locomotives, and ships. Up to now there is no alternative to this kind of en-
gine, and it is certain that the internal combustion engine will keep its leading po-
sition for at least the next three to five decades.  

The only potential alternative, the fuel cell, is still in the initial stage of devel-
opment. Due to the direct transformation of chemical energy into electrical energy 
it seems to be perfectly suited for electric power trains. The most important advan-
tage is the low emission of pollutants. However, besides serious problems con-
cerning lifetime, weight, and costs, this kind of energy source has to cope with the 
fuel problem, which is possibly the most important challenge. The fuel cell needs 
hydrogen, and because there is no satisfactory technique for the cost-effective 
mass production as well as the storage of hydrogen, it has to be produced on-board 
by a so-called reformer using ordinary fuels like gasoline and diesel, or special fu-
els like methane and natural gas. Especially the realization of a transient operation 
of such a reformer is a great challenge of its own. Furthermore, it is still in ques-
tion if the combination of on-board reformer and fuel cell will ever be superior to 
the modern internal combustion engine regarding CO2 emission and fuel con-
sumption. 

Altogether, the internal combustion engine will keep its leading position in the 
near future. However, it has to be continuously improved, and great efforts have to 
be made in order to increase efficiency and to fulfill future emission legislations 
on the one hand, while keeping the costs low on the other hand. 

Besides the development of new exhaust gas after-treatment techniques as well 
as clean and tailored fuels, the reduction of engine raw emissions due to improved 
mixing formation and combustion concepts will be one of the key measures to 
keep the internal combustion engine up to date. Because mixing formation and 
combustion are mainly influenced by fuel injection, the requirements and potenti-
alities of modern and future injection systems concerning their use for conven-
tional as well as new combustion concepts shall be outlined in the following sec-
tions.  
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6.2 DI Diesel Engines 

6.2.1 Conventional Diesel Combustion 

Due to its high efficiency, the diesel engine has always been the favorite power 
train for heavy-duty applications, especially in trucks and all non-road applica-
tions. Regarding passenger car applications, the diesel engine suffered from disad-
vantages in noise, transient behavior (small low-end torque), and weight for a long 
time. During the last decade, the realization of high-pressure direct injection com-
bined with modern turbo-charging techniques has completely revolutionized the 
diesel engine technology. High power output and high low-end torque combined 
with excellent fuel economy and a significant reduction of noise are the main rea-
sons for the enormous rise in popularity of the passenger car diesel engine.  

Regarding future demands, the modern diesel engine suffers from high soot 
(particulate matter, PM) and nitrogen oxide (NOx) emissions, which have to be 
significantly reduced in order to fulfill emission legislation. Besides the use of ex-
haust gas after-treatment techniques like particulate filters and catalysts, one of the 
main measures will be to reduce the engine raw emissions. Significant improve-
ments can be achieved using highly flexible high-pressure injection systems.  

Before the potentials of modern and future injection systems and strategies are 
discussed in detail, the conventional diesel combustion as well as the formation of 
pollutants shall be briefly discussed. 

In a direct injection diesel engine, the fuel is injected into the hot compressed 
air inside the combustion chamber. Due to the increasing gas temperature during 
compression, the combustion process is initiated by auto-ignition. The start of 
combustion is controlled by injection timing, and the desired engine torque is ad-
justed via the amount of fuel injected per cycle. Due to the short time available for 
mixture formation, the fuel-air mixture always consists of fuel-rich and lean re-
gions, and thus it is strongly heterogeneous. 

Fig. 6.1 shows the three phases of a conventional diesel combustion process, 
which will be discussed in detail in the following. 

The first phase begins with the start of injection and ends after the so-called 
premixed combustion. The direct injection of fuel into the cylinder usually starts 
some degrees of crank angle before top dead center, the exact timing is depending 
on engine speed and load. The injection duration depends on the amount of fuel 
that has to be injected per cycle. As soon as the cold fuel jet starts to penetrate into 
the combustion chamber, it begins to mix with the hot compressed air. As penetra-
tion increases, more and more hot air is entrained, the droplets begin to vaporize, 
and a sheath of vaporized heated fuel-air mixture forms around the jet’s periphery. 
When the temperatures inside this fuel-rich zone reach about 750 K, the first reac-
tions resulting in a breakdown of high cetane fuel begin to occur. These reactions 
as well as the further entrainment of hot air and the additional compression of the 
cylinder charge increase the temperature and the rate of the reactions. The prod-
ucts of these basic reactions are largely C2H2, C2H4, and C3H3 fuel fragments as 
well as CO and H2O [22]. Now temperature and reaction rate increase quickly, re- 
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Fig. 6.1. Phases of the conventional diesel combustion process 

sulting in a burning of the complete fuel-air mixture that has been formed during 
the ignition delay, which is the time between start of injection and ignition. This 
sudden combustion of well-prepared fuel-air mixture results in a strong and sud-
den increase of heat release and cylinder pressure, the so-called premixed peak. 
The strong pressure gradients (dp/d ) cause considerable noise, and the high tem-
peratures in the premixed zone are responsible for a first production of nitric ox-
ides (NOx). Due to the triple bond of N2-molecules, temperatures of approx. 2000 
K must be reached in order to split the molecules and to enable the formation of 
NOx (Zeldovich mechanism, [47]). However, as soon as these temperatures are 
reached, the NOx-production increases exponentially with temperature. The heat 
being released during the premixed combustion depends on the amount of fuel be-
ing injected and evaporated during the ignition delay. 

The premixed combustion consumes all fuel-air mixture around the inner spray 
region. The temperatures of the inner spray region increases to about 1600–1700 
K, and all available oxygen in this region is consumed by partial oxidation of the 
fuel fragments. From now on, air and partial burnt products, which diffuse from 
inside the spray to the outer regions, are burnt in a very thin reaction zone at the 
periphery of the spray, the so-called diffusion flame, Fig. 6.2. This kind of com-
bustion, so-called diffusion burning, characterizes phases 2 and 3 in Fig. 6.1, and 
is limited by the mixing of partial burnt products and air, resulting in a slower re-
action compared to the premixed one. During phase 2, the fuel drops being in-
jected heat up due to the entrainment of hot air and combustion products into the 
jet near the nozzle. As the evaporated fuel further penetrates into the spray, it 
breaks down into small molecules, which are then subject to partial oxidation due 
to the lack of sufficient oxygen inside the hot spray cloud. The partial oxidation 
reactions and the heat transferred form the diffusion flame keep the temperature of 
the inner zone at values of about 1600–1700 K [22]. These high temperatures in 
combination with the low oxygen content are ideal conditions for the formation of  
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Fig. 6.2. Conventional diesel spray combustion and production of NOx and soot (PM) 

Fig. 6.3. Soot concentration as function of crank angle, schematic diagram 

soot, and large amounts of soot are produced in the inner cloud. The products from 
inside this partial oxidation zone diffuse to the boundary and are consumed by the 
diffusion flame. While only 10–15% of the fuel energy is released in the partial 
burning zone [22], the diffusion flame releases the rest of the energy. The diffu-
sion flame is fed with oxygen from the surrounding of the burning spray, and near 
stoichiometric equivalence ratios are reached at its outer zone. Due to the very 
high temperatures of about 2700 K, nearly all soot entering the diffusion flame is 
consumed. At the outer boundary of the hot diffusion flame, there is enough oxy-
gen to produce large amounts of NOx.

After the end of the injection process, the partial burning zone is no longer fed 
with fuel vapor, and it can now be consumed by the diffusion flame. The reduction 
of soot finally becomes stronger than the production, and the overall amount of 
soot inside the combustion chamber decreases. Fig. 6.3 shows the overall soot 
concentration inside a combustion chamber as a function of crank angle. Most of 
the large amount of soot produced at early crank angles is consumed again at later 
crank angles, and the remaining mass of soot, which is finally detected in the ex-
haust gases, is only a very small fraction of the initial one. At the end of injection, 
it is very important to achieve a complete closing of the injector, because unin-
tended post-injections of low-speed large fuel drops, that remain near the nozzle 
and do not reach the region inside the diffusion flame, undergo partial oxidation 
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and produce soot. This soot cannot be consumed by the diffusion flame any more 
and significantly increases the remaining mass of soot in the exhaust gases. 

Fig. 6.1 shows that the diffusion burning can be divided into two sub-phases. In 
the mixing-controlled phase 2, which has already been described, the burning rate 
is only limited by mixing of fuel fragments and air. The velocity of the chemical 
reactions is much faster. In the subsequent phase 3 the final oxidation of the 
remaining unburned and partial oxidized fuel fragments as well as most of the soot 
particles takes place. However, due to the decrease of gas temperature during the 
expansion stroke and due to the strong decrease of oxygen, the chemical reactions 
become slower and are finally the limiting factor. Most of the diesel soot emis-
sions are the result of quenching this final phase of oxidation. A sufficient reduc-
tion of soot is only achieved as long as the gas temperatures are not below 1600 K. 

Now that the mechanisms of soot and NOx formation have been discussed in 
detail, the problem of reducing both pollutants in the engine raw emissions, the so-
called soot-NOx trade-off, becomes obvious, Fig. 6.4. The problem is, that both 
components show opposite behavior: conditions that reduce the formation of nitric 
oxides increase the production of soot, and vice versa. In order to reduce the NOx

formation, the combustion should be influenced in such a way that local tempera-
tures above 2000–2200 K are avoided or only reached for very short times. A pos-
sible conventional measure is to start the injection at later crank angles in order to 
shift the main combustion phase into the expansion stroke. This results in a sig-
nificant reduction of maximum temperatures and NOx formation. However, soot 
oxidation is less effective due to the lower temperatures, and fuel consumption in-
creases due to a smaller thermal efficiency, caused by the late combustion. An 
early injection start results in an opposite effect: engine efficiency and NOx pro-
duction increase, while soot emissions are significantly reduced. 

One of the most important influence factors is the fuel injection. The design of 
the injection nozzle (e.g. number, size and geometry of holes, spray direction,  

Fig. 6.4. Soot-NOx trade-off: measures for reduction of soot and NOx in engine emissions 
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VCO or sac-hole type) as well as injection pressure, start, and duration of injec-
tion, shape of injection rate, etc. must be carefully adjusted to the boundary condi-
tions like combustion camber geometry, air motion, and pressure inside the cylin-
der. For example, in the case of a strong contribution of air motion (swirl) to the 
mixture formation process, less nozzle holes and lower injection pressures are 
necessary than in the case of low-swirl combustion concepts. The generation of 
strong swirl increases the pressure losses in the intake system and tends to in-
creases fuel consumption. Further on, ignition delay and premixed peak are usu-
ally increased. If too many nozzle holes are used, the burning spray plumes may 
be displaced by the air motion in a way that fuel is injected in the burnt gases of 
the neighbor plume. This strongly increases soot formation. Today, low-swirl 
combustion concepts are often used, and the energy for mixture formation is more 
or less solely provided by the spray. For this reason, injection pressures and hole 
numbers are increased, and wide piston bowls, which allow the necessary spray 
penetration in order to include the complete cylinder charge in the combustion 
process, are in use. 

Further measures to reduce pollutants in engine raw emissions are intercooling, 
cooled and non-cooled exhaust gas recirculation (EGR, see also Sect. 6.4), water 
injection (especially ship engines [36, 1, 99, 40, 90] and the early closing of the 
intake valves (Miller cycle). In the case of early intake valve closing, the cylinder 
charge is cooled down by expansion, and the subsequent compression starts from 
a lower temperature level. In order to obtain equal cylinder charges compared to 
the conventional valve timing, the boost pressure must be increased. Because the 
Miller cycle is not favorable in all operating points of the engine, this measure 
usually requires variable valve timing. 

An increase of charge pressure (reduction of soot due to increased amount of 
oxygen) combined with reduced compression ratios (prevention of increased peak 
temperatures and NOx-formation) is also advantageous. However, highly efficient 
supercharging systems are necessary in order to provide the desired pressures at 
high mass flows. 

In order to reduce both soot and NOx emissions, a careful combination and ad-
justment of the different measures has to be applied. The most important influence 
factor however is the fuel injection. Highly flexible modern injection systems of-
fer significant potentialities to reduce soot and NOx raw emissions simultaneously. 
These potentials shall be discussed in the following sections. 

6.2.2 Multiple Injection and Injection Rate Shaping 

Modern injection systems offer the possibility to perform multiple injections 
(Sect. 2.2.1). Figure 6.5 shows an example of such a multiple injection strategy. 
The injection event consists of three parts, the pre-, main, and post-injection. The 
possibility of performing pre- and post-injections enables us to influence the basic 
heterogeneous diesel combustion and the formation of emissions in a very advan-
tageous way: a simultaneous reduction of soot and NOx is possible, and the trade-
off curve in Fig. 6.4 can be moved closer to the origin. 
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Pre-Injection 

As shown in the previous section, the amount of fuel injected during the ignition 
delay is responsible for the so-called premixed combustion. Because of the strong 
pressure gradients (dp/d ) due to the rapid combustion of the premixed fuel-air 
mixture, this phase significantly increases engine noise. The more fuel injected 
during the ignition delay, the stronger the initial temperature rise in the combus-
tion chamber, and the better the boundary conditions for NOx formation. For these 
reasons, it is advantageous to shorten the ignition delay. This can be achieved by 
the injection of a small amount of fuel (pilot injection) shortly before the start of 
main injection. The pre-injected fuel mass evaporates quickly and ignition reac-
tions start. Due to these reactions, which result in a pre-conditioning of the com-
bustion chamber, the ignition delay of the main injection, and thus also the pre-
mixed peak, can be reduced significantly. Altogether, an optimized pre-injection is 
a very effective measure to reduce noise and to keep NOx-emissions small during 
the first phase of combustion, Fig. 6.6.  

Depending on the extent of NOx-reduction, sometimes an earlier injection and 
combustion start is possible, resulting in an increase of thermal efficiency and a 
reduction of specific fuel consumption. It is important to adjust pre-injected mass, 
injection pressure, and dwell time between pre- and main injection carefully. De-
tailed investigations concerning such an optimization are reported in [68]. Usually 
short dwell times are advantageous. The higher the speed and load, the smaller the 
optimum fuel quantity. The pre-injection usually results in a slight increase of soot 
production, especially at part load (less premixed burning, lower initial tempera-
tures, more diffusion burning). However, this effect can be completely compen-
sated by a post-injection without affecting the fuel consumption, see below. Com-
pared to a single pre-injection, the double pre-injection is an even more effective 
measure to reduce engine noise (e.g. [68, 33]), but injection timing, dwell times, 
and injected masses must be very accurately adjusted to each operating point in 
order to minimize an increase in emissions. Again, a post-injection is advanta-
geous. 

Fig. 6.5. Schematic diagram of a multiple injection 
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Fig. 6.6. Reduction of the premixed peak using a pre-injection, schematic diagram 

Main Injection 

The fuel mass injected during the main injection phase determines engine torque 
and power. Depending on the operating point of the engine, it may be advanta-
geous to vary the injected mass as a function of time in order to reduce emissions, 
fuel consumption, and noise (e.g. [52, 21, 58, 59, 33, 14, 75]). This way of influ-
encing the injection rate profile is called rate shaping. In Fig. 6.5, three possible 
injection rate profiles are shown. The ramp and the boot profiles reduce the 
amount of fuel mass injected at early times. The intention is to reduce the rate of 
heat release and to decrease the NOx-formation at the beginning of combustion. 
Moderate initial injection pressures are favorable in order to limit the first disinte-
gration and evaporation of the injected fuel. The combustion is slightly shifted to 
later crank angles, which usually results in a slight increase of fuel consumption 
due to a decrease of thermal efficiency. At the end of main injection high injection 
pressures are necessary in order to inject the complete fuel mass in the remaining 
time. Furthermore, high injection pressures are now advantageous, because they 
enhance mixture formation and support the reduction of soot at later crank angles. 
Altogether, a simultaneous reduction of soot and NOx can be achieved, Fig. 6.7.  

An increase of injection pressure over crank angle is typical for camshaft 
driven injection systems, Sect. 2.2.1. Injection rate shaping is especially advanta-
geous in the case of low engine speed and high load [21], because then the time 
available for injection is long enough to realize an effective rate shaping. At high 
engine speeds an increasingly rectangular shape is often needed in order to inject 
the desired fuel mass in the available time. The rectangular profile is produced by 
common rail injection systems. This shape of injection rate usually results in 
lower fuel consumption and soot production, but in an increased formation of ni-
tric oxides. However, in the case of high load and EGR, it has been shown that the 
effect of rate shaping is of minor importance [52]. In that case, the rectangular in-
jection profile is recommended, and EGR-rate and -temperature must be adjusted 
instead. Further on, high initial and absolute injection pressures in combination 
with a fast needle opening and minimized cavitation inside the nozzle (k- and ks-
nozzles, Sect. 2.2.1) increase spray penetration and lead to a better inclusion of the 
complete cylinder charge in the combustion process. This allows realizing higher  
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Fig. 6.7. Comparison of rectangular and boot-type injection, single cylinder engine, dis-
placement: 1 liter, 1400 rpm, 100% load, no EGR [52]. SOI and DOI: start and duration of 
injection 

specific power and decreasing the soot emissions, which are known to increase 
when applying EGR. In all cases, a very fast needle closing is advantageous in or-
der to avoid the formation of soot due to a deteriorated mixture preparation. 

Post-Injection 

There are two kinds of post-injections, the late one and the early one. Late post-
injection is applied in order to provide the exhaust gases with a well-defined quan-
tity of evaporated but unburned fuel, which is then used in the catalytic reactions 
inside the exhaust gas after-treatment system. Injection pressure, amount of fuel, 
and injection timing must be carefully adjusted in order to prevent oil dilution. In 
the case of EGR, the late post-injection can alter the ignition delay, because some 
of the injected and unburned fuel is transported back into the cylinder. 

The early post-injection directly follows the main injection and is a very effec-
tive measure to reduce soot emissions. Small amounts of fuel are injected with 
high pressure. Due to the small dwell time between main and post-injection, the 
injection is cut, and air is entrained in the near nozzle region and in the partial oxi-
dation zone of the main combustion. It is very important to achieve a fast and 
complete closing of the injector needle in order to realize this additional entrain-
ment of air and to avoid an unintended post-injection of low-speed large fuel 
drops which would significantly increase the emissions of soot and unburned hy-
drocarbons. The high-pressure post-injection contains enough kinetic energy to 
achieve an effective mixture formation and to entrain further oxygen into the par-
tial oxidation zone. The combustion of this mixture increases the temperature dur-
ing the late combustion phase and thus enhances the reduction of soot Fig. 6.8. 
The heat released by the post-injection is not sufficient to increase the NOx emis-
sions. Altogether, this kind of post-injection can result in a significant reduction of  
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Fig. 6.8. Increase of temperature due to an early post-injection [12] 

soot emissions (up to 70% reduction), while the fuel consumption is not affected 
(e.g. [21, 52]). The more soot produced by the main combustion, the more effec-
tive the post-injection. 

6.2.3 Piezo Injectors 

It has been shown in the previous sections that modern and future injection sys-
tems must be capable of performing multiple injections with variable injection 
timing and dwell times between two subsequent injections as well as variable in-
jection pressures and extremely small pilot masses in order to reduce both, engine-
out raw emissions and fuel consumption. The more flexible the injection system, 
the more accurate the optimization of the injection at each single operating point 
of the engine map can be. In addition to this, an extremely high reproducibility of 
injection timing and injected masses is necessary, especially in the case of short 
injection pulses. High needle speeds and a precise and complete needle closing are 
necessary in order to improve mixture formation and to avoid a deteriorated mix-
ture formation and unintended post-injections at the end of each injection. Most of 
these demands can be fulfilled if piezo actuators instead of the slower and less 
precise solenoid valves are used in order to control the motion of the needle. The 
basic approach of the piezo technique is to use the elongation of a piezo quartz, 
which is proportional to the voltage impressed between two opposing surfaces, as 
the actuator. Piezo quartzes are extremely stiff, and the elongation is also ex-
tremely precise and fast. If the voltage is kept constant, a constant elongation can 
be realized. Because the elongation is proportional to the voltage, any elongation 
between zero and a maximum value can be precisely adjusted. Usually, a number 
of piezo quartzes are mechanically arranged in line (so-called piezo stack) in order 
to increase the resulting amplitude. In general, two main concepts are possible, the 
indirect and the direct needle control. 

Fig. 6.9 shows the piezo-inline-injector from Bosch, where an indirect needle 
control is realized. The assembly consists of a piezo stack, a hydraulic coupling 
device, a control valve, and the nozzle module. The hydraulic coupling device 
amplifies the elongation of the piezo stack and transfers it to the control valve. In 
order to start the injection event, the needle of the control valve moves downwards 
and the pressure on top of the injection needle deceases because more fuel leaves  
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Fig. 6.9. Piezo in-line injector from Bosch [70] 

the volume above this needle (larger cross-sectional area of the throttle) than en-
ters from the high-pressure side (smaller throttle). At the end of injection the con-
trol valve closes and the increasing pressure above the injection needle pushes it 
downward again. Altogether, the stiff and close arrangement of the piezo actuator 
and needle, combined with small moving masses, allows the realization of an ex-
tremely reproducible, precise, and fast needle movement. Up to five injections per 
cycle with variable timings and extremely small injected fuel quantities can be 
performed [70]. 

The direct needle control offers even more flexibility, because well-defined 
partial needle lifts can be easily realized. Such a concept is shown in Fig. 6.10. 
The piezo stack is directly connected to the needle. This concept allows realizing 
any partial needle lift between zero and a maximum value, which is given by the 
maximum elongation of the stack. Because the needle lift is directly proportional 
to the voltage, it is possible to realize any kind of injection rate shape if the volt-
age can be controlled accordingly. This system has been designed as a research 
tool by the Institute of Technical Combustion at the University of Hanover in or-
der to investigate the effect of different injection rate shapes on the combustion 
process of DI diesel engines (e.g. [54, 78, 75, 81]). The direct needle control has 
also turned out to be very effective in the case of pulsed injection in HCCI appli-
cations [66] (Sect. 6.4). In the case of ramp- or boot-type injections, the rate is 
controlled by needle seat throttling. 
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Fig. 6.10. Piezo injector with direct needle control [54] 

Seat throttling results in increased turbulence and cavitation inside the nozzle 
and in a well-dispersed but low-momentum spray with decreased penetration [81]. 
These sprays are usually not capable of including the complete cylinder charge in 
the combustion process, and it has been shown that this kind of rate shaping is not 
optimal. For this reason, the piezo injection system has been extended in order to 
realize fully flexible pressure-modulated rate shaping, Sect. 6.2.6. 

6.2.4 Variable Nozzle Concept 

The concept of a variable nozzle is based on the approach of decoupling the trade-
off between emission and power. In the case of a conventional nozzle, the size of 
the nozzle holes depends on the number of holes and on the maximum mass flow 
rate that has to be injected at full load. In the case of part load however, smaller 
nozzle holes would be favorable in order to enhance mixture formation and to re-
duce NOx and soot emissions. In some operating points of the engine map, the de-
sired small masses can only be injected by partial opening of the nozzle. This re-
sults in strong throttling effects at the needle seat and thus in a reduction of spray 
penetration and air entrainment. The near-nozzle combustion of these sprays often 
increases soot emissions. 

Furthermore, it has been shown that in the case of very small nozzle holes a 
pre-injection can be omitted because of the small amount of fuel being injected 
during the ignition delay, while the noise level can be reduced to that of modern 
injection strategies with pre-injection [33]. Because very small holes are not suit-
able for injecting larger amounts of fuel into the combustion chamber, the effec-
tive cross-sectional area of the injector must be variable, such that the injection 
rate can be increased during the injection event. 

Fig. 6.11 shows a possible design of such a variable nozzle from Bosch [15, 9]. 
The basic concept consists of two coaxial needles, which can be opened and 
closed independently of each other. The outer needle is responsible for the injec-
tion of small amounts of fuel through small nozzle holes (k- and ks-holes in order 
to minimize cavitation and discharge variation and to increase penetration and re-
duce soot), while the inner needle controls the mass flow through a second row of 
larger injection holes. Depending on the operation point, the appropriate row of  
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Fig. 6.11. Variable nozzle concept: possibility of rate shaping [9] 

nozzle holes can be chosen [15]. A further possible injection strategy is shown in 
Fig. 6.11: the outer needle is responsible for pre-injection, and then the desired 
shape of the main injection rate as well as the amount of injected fuel, which 
strongly depend on the operating point, can be determined by a staggered opening 
of outer and inner needle.  

Due to improved production engineering, it is possible to use different nozzle 
hole geometries, sizes, and spray directions for the holes of each row. This offers 
the possibility to adapt the nozzle to combustion chamber geometry and air motion 
further and to improve the inclusion of the complete cylinder charge in the com-
bustion process. 

Furthermore, this type of injector is also well suited for HCCI applications, 
Sect. 6.4. Depending on the engine operation mode, different spray directions, the 
narrow arrangement during HCCI-mode at low loads (e.g. inner needle) and the 
wide arrangement during conventional operation at higher loads (e.g. outer nee-
dle), can be realized with the same injection system. 

6.2.5 Increase of Injection Pressure 

On the one hand, increased injection pressures offer the possibility better to in-
clude the complete air charge in the mixture formation and combustion process 
and thus to increase the specific power (kW/liter) of an engine. However, the more 
sophisticated the combustion concept and the higher the injection pressure of the 
basic engine, the less the increase of specific power. On the other hand, increased 
injection pressures offer the possibility to reduce the nozzle hole sizes. Due to a 
better mixture formation compared to the basic concept, this effect reduces the 
soot-NOx trade-off. In this case, the specific power of the engine is not increased. 
In the case of future downsizing concepts with considerably increased supercharg-
ing pressures as well as EGR-rates and specific power, injection pressures of more 
than 200 MPa will be necessary in order to achieve a stable and effective combus-
tion.  

However, there is another important aspect that must be kept in mind when dis-
cussing the subject of optimum injection pressure: the more the injection pressure 
is increased, the more energy is needed to drive the injection system. This effect 
increases fuel consumption. Hence, it is necessary to increase the efficiency of the 
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injection systems by reducing leak flow and by dynamically adjusting the maxi-
mum pressure to the actual needs of the engine, depending on the operating point. 

A possible way of generating extremely high maximum injection pressures 
only in the case of demand is the use of a pressure amplifier unit. Fig. 6.12 shows 
such a hydraulically amplified diesel common-rail injection system from Bosch 
[14], where the pressure amplifier is directly integrated into the injector body of a 
common-rail injector. This concept provides maximum injection pressures of 
more than 220 MPa, allowing to inject large fuel quantities for high specific power 
through small nozzle holes. Due to the smaller holes, mixture formation can be 
improved in all operating points of the engine map. Because the pressure amplifier 
is driven hydraulically by fuel from the rail, this concept requires increased fuel 
mass flows, but at lower pressure levels. In the case of a transmission ratio of 
about 1:2, only rail pressures of 130 MPa or even less are necessary. For this rea-
son, only the nozzle unit must be designed for high pressures.  

The amplifier is activated by an additional solenoid valve. During the pre-
injection and the first phase of the main injection, the injector acts as a standard 
common-rail system. The fuel from the rail (moderate pressure) takes the way 
through the no-return valve to the nozzle. Due to the moderate injection pressure 
during this time, the injected fuel mass as well as the mixture formation process 
can be reduced in order to decrease noise and NOx-formation. After the start of the 
main injection, the additional solenoid valve (valve 1) is opened. Then the ampli-
fier piston moves downwards and compresses the volume below. The no-return 
valve closes and the injection pressure increases. The maximum pressure is deter-
mined by the geometry of the amplifier piston. At the end of the main injection the 
needle is closed and opened again (valve 2) in order to perform a high-pressure 
post-injection. After the post-injection the pressure amplifier is deactivated, such 
that the following injection can start again with the moderate rail pressure. 

Varying energizing timings of both solenoid valves, flexible pressure curves 
from boot to rectangular can be generated. Thus, this kind of future common-rail 
injection system enables us to realize the favorable pressure-modulated injection, 
which can only be performed by camshaft driven systems (Sect. 2.2.1) so far. 

Fig. 6.12. Amplified pressure common-rail system from Bosch [14] 
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However, the pressure amplification is fixed due to the geometry of the piston, 
limiting the degree of flexibility. A fully flexible research system is presented in 
the following section. 

6.2.6 Pressure Modulation 

Rate shaping is an effective measure to reduce the soot-NOx trade-off if no EGR is 
used. However, the potential of fully flexible injection rate shaping cannot be 
completely realized if the mass flow is only controlled by needle lift and pressure 
is maximal (Sect. 6.2.3). Better results can be achieved if the injection rate is a 
function of injection pressure and if the needle opens as fast as possible to avoid 
throttling effects. Today’s cam shaft driven injection systems (Sect. 2.2.1) perform 
such a pressure-modulated injection, but the increase of pressure during injection 
is a function of injector geometry and engine speed and cannot be varied inde-
pendently in order to optimize each point of the engine map. Further on, the reali-
zation of multiple injections is complicated. In contrast to this, common rail injec-
tion systems allow for performing fully flexible multiple injections, but a 
modulation of injection pressure during the injection event is not possible. The 
amplified pressure common rail system, which has been described in Sect. 6.2.5, 
is the first commercial system that combines both advantages. However, the pres-
sure amplification is fixed due to the geometry of the piston, and this significantly 
limits the degree of flexibility. For this reason, research systems have been used in 
order to evaluate the potential of pressure modulation [89, 59, 58, 41]. The maxi-
mum degree of flexibility has been obtained by an extension of the directly driven 
piezo injection system (Sect. 6.2.3), the so-called Twin-CR system Fig. 6.13. 

Fig. 6.13. Twin-CR system [50, 75] 
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Fig. 6.14. Optical investigation of a ramp-type injection: comparison of pressure-modulated 
and needle lift controlled rate shaping during the first 300 µs of injection [80] 

The two rails are used in order to provide the injector with two different pres-
sure levels, which can be dynamically adjusted by the two pressure control valves. 
In order to perform a ramp- or boot-type main injection, the additional piezo valve 
controlling the mass flow from the low-pressure rail to the injector is opened. As 
soon as the injector is opened, the injection starts at a low pressure level. In order 
to increase injection pressure, the low-pressure supply is closed while the high-
pressure supply is opened. The exact shape of the resulting injection pressure 
curve can be precisely adjusted by the opening and closing speeds and timings of 
both additional piezo valves. At the end of injection, the injector needle is closed. 
Pre- and post-injections can be realized by multiple opening and closing of this 
needle. Finally, the piezo valve of the high-pressure rail closes, the one of the low-
pressure rail opens again, and the system is ready to perform the next injection. 

This research injection system has been used to investigate the potential of a 
pressure-modulated rate shaping in comparison to the one controlled by needle 
lift. Fig. 6.14 shows optical investigations of a ramp-type injection rate. It is 
clearly visible that due to throttling and increased cavitation in the case of partial 
needle lift a stronger disintegration of the spray near the nozzle is achieved, while 
the resulting spray penetration is reduced. The pressure-modulated injection re-
sults in smaller spray angles and increased penetration. 

Fig. 6.15 from Seebode et al. [74] finally shows a comparison of needle-
controlled and pressure-modulated injection rate shaping and their effects on com-
bustion. Four different injection rate curves, the standard rectangular one, the slow 
and the fast ramp, and the boot injection were investigated, Fig. 6.15a. As can be 
seen in Fig. 6.15b, the boot-type injection results in a lower peak pressure due to 
less premixed fuel-air mixture and a slower heat release at the beginning of com-
bustion, and also due to a later start of combustion. This results in a significant re-
duction of NOx-emissions. Compared to the pressure-controlled injection, the en-
hanced dispersion but lower penetration of the needle-controlled injection 
(decreased entrainment of cylinder charge, higher local fuel-air ratios) produces 
increased soot emissions and fuel consumption, Fig. 6.15c. Fig. 6.15d finally com-
pares different shapes of pressure-controlled injections and shows that the 
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Fig. 6.15. Reduction of soot-NOx trade-off: comparison of pressure-modulated and needle 
lift controlled rate shaping [74]. 2.0 liter single cylinder engine, : 16:1, 1300 rpm, mfuel = 
216 mg (high part load), no EGR 

ramp-type injection is best suited for the engine. Further detailed investigations 
that also include post-injections are published in [75]. 

Altogether, the pressure-modulated injection is an effective measure to reduce 
the soot-NOx trade-off. However, due to the complexity of the injection system 
(costs) and due to the fact that injection rate shaping is only effective if no EGR is 
applied, it will perhaps never be used for series production engines. 

6.2.7 Future Demands 

In future, very flexible high-pressure fuel injection systems with multiple injection 
and rate shaping capabilities as well as increased injection pressures are necessary 
in order to realize the optimum rate shaping and injection timing for each single 
point of the engine map, and to get the best compromise between emission trade-
off and fuel consumption. The more the injection pressure is increased, the more 
the efficiency of the injection system itself becomes important in order to reach a 
low overall fuel consumption of the engine. New developments on actuators (es-
pecially piezo technique), nozzle design, and control strategies are key factors for 
future diesel injection technology. 

Besides the injection system, the EGR-rate, the compression ratio, the shape of 
the combustion chamber, the air motion, the fuel-air ratio etc. are important meas-
ures to improve the combustion process and to achieve a significant reduction of 
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raw emissions. Further improvements are effective intercooling, increased maxi-
mum combustion peak pressures combined with higher EGR-rates and increased 
boost pressures. 

In addition to this, it will be more and more important to apply improved con-
trol strategies in order to reduce the formation of pollutants during transient opera-
tion. During acceleration for example, the fuel-air ratio increases, caused by the 
delayed response of the turbocharger and the increased amount of injected fuel. 
During this phase, a transient rail pressure increase can significantly reduce soot 
production while the disadvantage in NOx-production can be minimized [52]. 
High peaks in opacity caused by high fuel-air ratios can be also reduced by a tran-
sient reduction of the EGR-rate [52] or by the use of variable turbine geometry 
(VTG), which allows a faster increase of boost pressure. 

However, although all these measures will significantly reduce the engine raw 
emissions, the additional use of exhaust gas after-treatment systems will be neces-
sary in order to fulfill future emission limitations, especially for heavy vehicles. 
Depending on the special range of application, these systems will include diesel 
particulate filters or oxidation catalysts to reduce soot, and NOx-adsorber catalysts 
or SCR (selective catalytic reduction) in order to reduce the emissions of nitrogen 
oxides. In the case of large-bore ship engines, the injection of water may become 
important in order to reduce the formation of both NOx and soot. 

6.3 DI Gasoline Engines 

6.3.1 Introduction 

Since Mitsubishi has presented the first modern series production gasoline direct 
injection (GDI) engine in 1995, the development of these engines has been con-
siderably advanced. The main reason for this trend is that the fuel consumption of 
today’s gasoline engines must be significantly reduced in order to fulfill future 
demands regarding CO2 emission. In contrast to the diesel engine, which has an 
excellent efficiency but suffers from its high soot and NOx-emissions, the conven-
tional port-fuel-injected (PFI) gasoline engine will be able to fulfill future legisla-
tion regarding the emission of soot, NOx, unburned hydrocarbons, and CO if com-
bined with a conventional three-way catalyst system for exhaust gas after-
treatment. The most important challenge however will be the reduction of specific 
fuel consumption in order to lessen the increasing discrepancy between diesel and 
gasoline engine and to reduce the overall CO2 fleet emission. 

Among other techniques like cylinder cutoff or the application of variable valve 
trains for example, the direct injection of gasoline is the measure with the highest 
individual potential to reduce fuel consumption and thus also CO2-emissions. 
Compared to a similar PFI engine, about 15–25% reduction of fuel consumption at 
part load are theoretically possible [35, 93, 105, 77]. Depending on the operating 
point of the engine, the direct injection of gasoline offers different advantages 
compared to the PFI technique.
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First of all, the evaporation of fuel inside the cylinder reduces the average tem-
perature of the in-cylinder charge. If the fuel is injected during the intake stroke, 
this effect may increase volumetric efficiency by up to 10 % [19]. The reduction 
of temperature reduces the possibility of knock, and the compression ratio can be 
increased by about 1 to 1.5 units [35], which directly results in an increase of 
thermal efficiency. The direct injection improves the transient behavior of the en-
gine [19, 105] and may also reduce the emission of unburned hydrocarbons during 
cold start, because the formation of a liquid film inside the induction system is cir-
cumvented and a more precise control of the air-fuel mixture is possible. If engine 
speed and load are controlled by a conventional throttle, conventional stoichiomet-
ric fuel-air mixtures can be used, allowing the application of the well-known du-
rable and highly effective three-way catalyst for exhaust gas after-treatment. 

While at full load the above mentioned advantages of direct injection result in 
only a small reduction of fuel consumption compared to the conventional PFI en-
gine (wide open throttle), the full fuel economy potential can be realized at part 
load. The main advantage of the direct injection is the fact that in the case of part 
load throttling can be eliminated and thus pumping losses are minimized, Fig. 
6.17. The reduction of load is achieved by a reduction of the injected fuel quantity, 
while the airflow is not throttled. This approach of qualitative load control is well 
known from the DI diesel engine. Hence, there is no homogeneous fuel-air mix-
ture inside the whole cylinder any more, but a stratified charge. This stratified 
charge consists of a region of fuel-rich mixture and pure air or a mixture of air and 
recycled burnt gases in the remaining volume, Fig. 6.16. This stratified charge is 
achieved by a late injection during the compression stroke. Combustion and en-
ergy release only take part inside the mixture region. Due to stratification, there is 
a further advantage of the GDI process: because the reactive zone is separated 
from the wall by the non-reacting part of the cylinder charge, the heat losses to the 
engine walls are reduced.  

Fig. 6.16. Homogeneous (early injection) and stratified-charge mode (late injection) 
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Fig. 6.17. Reduction of throttle losses, stratified-charge combustion 

Compared to the diesel engine, the most important difference however is that in 
the case of diesel fuel auto-ignition occurs, while in the case of gasoline a spark is 
necessary. For this reason, non-throttled operation at part load requires the fuel-air 
mixture to be concentrated in an ignitable cloud around the spark plug at the time 
of ignition. Most of today’s stratified-charge GDI engines employ a large-scale air 
motion (swirl or tumble) as well as specially contoured piston surfaces in order 
keep the fuel cloud compact and to transport it to the spark plug. The challenge is 
to control the stratified-charge combustion over the required operating range. Pos-
sible techniques as well as their advantages and disadvantages will be discussed in 
Sect. 6.3.3. 

6.3.2 Operating Modes 

Dependent on load and engine speed, different operating modes have to be applied 
in order to realize a stable and satisfactory engine operation within the complete 
engine map, Fig. 6.18. In the case of full load a homogeneous stoichiometric or 
even fuel-rich mixture inside the complete combustion chamber is necessary in 
order to include the complete air charge in the combustion process and to achieve 
maximum torque. Early injection during the intake stroke is applied in order to 
have enough time to inject the required large fuel quantities and to achieve a ho-
mogeneous fuel-air mixture. At medium and low part load the stratified-charge 
mode offers the possibility to reduce pumping losses significantly due to the omis-
sion of a throttle. However, the operating range of this mode is limited in engine 
speed and load. At increasing engine speed, the in-cylinder flow field becomes 
more and more turbulent, and above approx. 3000 rpm it can no more be utilized
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Fig. 6.18. GDI operating modes within the engine map [93] 

to keep the mixture cloud compact. Above break mean effective pressures 
(BMEP) of approx. 5 bar, the injected fuel quantity becomes too large in order to 
realize a sufficient mixture formation prior to ignition, and soot is produced [35, 
69]. Although in the case of stratified-charge the average temperature of the cylin-
der is reduced due to the overall lean operation, the local temperature of the reac-
tion zone remains high, because here a stoichiometric or slightly rich mixture ex-
ists. Furthermore, the GDI engine operates at a higher level of pressure and 
temperature at unthrottled stratified-charge mode, compared to the PFI engine 
(throttling reduces mass of in-cylinder charge, Fig. 6.17). This effect also tends to 
increase NOx-emissions. For this reason EGR has to be applied in order to reduce 
local temperatures and NOx raw emissions. 

The increased content of oxygen in the exhaust gases significantly reduces the 
conversion rates of the well-known three-way catalyst (due to high O2-content CO 
and HC are no more available for the reduction of NOx), such that this durable and 
cost-effective after-treatment system can no longer be used to realize the neces-
sary reduction of engine-out raw emissions. For this reason, more expensive and 
complex DeNox systems like the NOx-adsorber catalyst for example have to be 
used. However, the regeneration of these systems requires additional energy. De-
pending on the frequency and time span of regeneration, the effective advantage 
of the GDI engine over the PFI concept can be significantly reduced. Furthermore, 
only sulfur-free fuels (< 10 ppm) can be used, because otherwise the combustion 
products (SOx) will considerably reduce the efficiency of NOx adsorption. 

At increased loads above approx. 5 bar BMEP or engine speeds above approx. 
3000 rpm the engine must be operated in homogeneous mode. If no further meas-
ures are applied, the fuel-air ratio is stoichiometric and a conventional throttle 
must be used to control load. A second possibility is to generate a homogeneous 
but lean fuel-air mixture and to reduce throttling. However, misfiring may occur if 
the mixture becomes too lean, and the emissions of unburned hydrocarbons as 
well as fuel consumption may increase. In this case, a strong in-cylinder air mo-
tion is favorable, but its generation increases the pumping losses again. Further-
more, the increased content of oxygen in the exhaust gases requires the use of 
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DeNOx-catalysts again. In order to avoid these difficulties, the homogeneous 
stoichiometric mode combined with EGR can be applied. In this case, the three-
way catalyst can be used again, and the reduction of pumping losses is achieved 
by replacing a part of the cylinder charge with inert recycled burnt gas. 

There is another stratified operating mode, which is important in the case of ac-
celeration. The homogeneous split mode (two-stage injection) is used for several 
cycles during the transition from stratified to homogeneous mode. The larger part 
of the fuel quantity is injected early during the intake stroke and forms a homoge-
neous but lean mixture inside the complete cylinder. Then the remaining fuel 
quantity is injected during the compression stroke and forms a fuel-rich ignitable 
zone around the spark plug. This region is ignited by the spark, and its flame then 
ignites the remaining lean mixture parts. Near the full load limit, ignition must 
usually be retarded in order to prevent knock. However, due to the late combus-
tion, this measure usually decreases of thermal efficiency. In this case, the applica-
tion of the homogeneous split injection is advantageous, because the stratified 
charge is more knock-resistant and allows for the retainment of the early ignition 
timing. Furthermore, the split injection can also be applied to increase exhaust gas 
temperatures and to reduce the time of catalyst light-off [18]. 

Further improvements regarding especially the emission of unburned hydrocar-
bons can be achieved if the conventional starting strategy with early low-pressure 
injection is replaced by a late high-pressure stratified injection [46]. In this case 
the generation of a sufficiently high injection pressure prior to injection must be 
guaranteed. Then, the significant fuel enrichment necessary in order to compen-
sate for the deteriorated mixture formation due to the low injection pressures can 
be circumvented. This results in a significant reduction of injected fuel quantity as 
well as emitted unburned HC emissions during engine start. If this starting concept 
is combined with the homogeneous split injection for fast catalyst light-off, the 
cumulative HC emissions can be drastically reduced, such that even SULEV emis-
sion legislation can be fulfilled [46]. 

6.3.3 Stratified-Charge Combustion Concepts 

In the case of full load, fuel injection starts during the induction stroke in order to 
have enough time to inject the desired mass and to achieve a homogeneous 
stoichiometric mixture inside the complete cylinder. Because in-cylinder pressures 
at this time are small, low injection pressures are sufficient. In the case of strati-
fied operation however, the fuel is injected during the compression stroke. This 
late injection timing is necessary in order keep the spray cloud compact and to 
minimize fluctuations of its position and spatial structure at the time of ignition. 
The more the fuel cloud can be kept compact, the more effective the stratified 
combustion and the higher the possible reduction of fuel consumption. Large and 
extremely lean regions at the border of the cloud will not burn and will increase 
fuel consumption and emission of unburned hydrocarbons. Because of the in-
creased in-cylinder pressures as well as the very small time interval between  
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Fig. 6.19. Schematic description of the three possible stratified-charge combustion concepts 

injection and ignition, the late injection timing requires significantly increased in-
jection pressures in order to achieve a fast and effective mixture formation.  

Two often opposing objectives have to be realized if an application to series 
production engines is regarded: the fuel economy potential of the stratified opera-
tion mode shall be maximized, while at the same time a sufficient robustness of 
the combustion concept has to be achieved in order to avoid any kind of misfiring 
in the whole operating range. Furthermore, it must also be possible to operate the 
engine in the homogeneous mode in order to achieve full load. 

Regarding the basic arrangement of injector and spark plug, two concepts, the 
narrow and the wide arrangement, can be distinguished. In the case of the wide ar-
rangement, the spark plug is usually mounted in the center of the cylinder head, 
while the injection nozzle is at the side. The central arrangement of the spark plug 
is advantageous for combustion: it allows a fast and effective burning of the mix-
ture cloud due to the formation of a spherical flame front. The relatively large dis-
tance between the injector and the spark plug is also advantageous for mixture 
formation, because the time interval between injection and ignition is usually 
longer, compared to a narrow arrangement. Hence, a more homogeneous mixture 
inside the spray cloud can be achieved, and the risk of soot formation due to ex-
cessively rich fuel regions is minimized. However, it is absolutely necessary to 
keep the cloud compact in order to avoid the formation of very lean mixture re-
gions in the outer spray areas, because this effect reduces the ability of stratifica-
tion and increases HC emissions and fuel consumption. 

The three basic approaches of controlling the stratified-charge combustion, the 
so-called wall-guided, air-guided, and spray-guided techniques, Fig. 6.19, will be 
discussed in the following. 

Wall-Guided Technique 

Fig. 6.19a shows the basic arrangement of the injector and the spark plug in the 
case of the so-called wall-guided technique (wide arrangement). This approach 
uses a specially shaped piston surface in order to transport the fuel to the centrally 
arranged spark plug. Because a considerable amount of fuel is injected on the pis-
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ton surface and cannot completely evaporate until ignition occurs, this technique 
suffers from increased emissions of unburned hydrocarbons and CO, and the full 
potential of reducing fuel consumption cannot be reached. For this reason, the 
pure wall-guided technique is of little importance. However, the wall-guided con-
cept is a very reliable approach regarding the robustness of the combustion con-
cept and the prevention of misfiring. Today, usually a combination of the wall- 
and the air-guided technique is used. 

Air-Guided Technique 

The fuel is injected into an in-cylinder airflow, which transports the compact spray 
plume to the spark plug (wide arrangement, Fig. 6.19b). In the case of a pure air-
guided technique, there is no wall wetting. The generation of a stable air motion 
that keeps the spray plume compact and transports it to the spark plug while en-
hancing a homogeneous air-fuel mixing inside the cloud, as well as the exact tim-
ing of injection, are crucial for the efficiency and reliability of this concept. The 
in-cylinder airflow is created by a special shape of the inlet ports, and its intensity 
can usually be controlled by special air baffles in the manifold. Two main in-
cylinder air motions are possible, the swirl and the tumble. In the case of a flat cyl-
inder head, the swirl flow is usually utilized, while a pent roof cylinder head also 
allows the application of a stable tumble flow. In the case of tumble, the spray 
plume is usually deflected from a shaped cavity in the piston, and the mixture is 
transported to the spark plug. The swirl component of the in-cylinder motion gen-
erally experiences less viscous dissipation than the tumble component, is therefore 
preserved longer during the compression stroke, and is of greater utility for main-
taining mixture stratification. Special piston geometries are used to enforce the ef-
fect of air motion and to make sure that the mixture cloud reaches the spark plug 
at the time of ignition, Fig. 6.20. 

If an optimum air motion can be produced in any point of the engine map be-
longing to the area of stratified operation, fuel consumption can be significantly 
reduced. However, the generation of a stable airflow that enhances mixture forma-
tion inside the spray cloud, keeps it compact at the same time, and transports it to 
the spark plug, such that ignition can occur at a thermodynamically optimum  

Fig. 6.20. Possible combustion chamber geometries as well as in-cylinder air motions, air-
guided technique 
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Fig. 6.21. Wall-air-guided technique, FSI combustion concept, Volkswagen [83] 

timing, is nearly impossible to realize for all speed and load points within the 
stratified operation range. Furthermore, the generation of swirl or tumble increases 
losses due to throttling and thus reduces fuel economy.  

The geometries of pistons used for the air-guided technique are all quite com-
plex. Compared to a conventional flat piston, the increased surface results in in-
creased heat transfer to the engine. Furthermore, there are more sharp edges, and 
due to the complex geometry the combustion chamber volume is less spherical. 
For these reasons, the knock resistance is deteriorated [19, 100] and the compres-
sion ratio often has to be lower than in the case of a flat piston in order to prevent 
knock at full load. 

Today, a combination of the air-guided and wall-guided techniques is the only 
concept that allows to realize a stable stratified operation in series production GDI 
engines, Fig. 6.21. The more the formation of a liquid wall film on the piston sur-
face can be circumvented, and the better an optimal in-cylinder air motion can be 
generated and controlled, the higher the potential efficiency of the concept. 

Spray-Guided Technique 

The spray-guided technique is the concept that theoretically allows for the attain-
ment of the highest fuel economy. However, this approach is the most complicated 
to realize, and for this reason it has only been investigated and tested in research 
engines so far. The spray-guided concept is characterized by a narrow arrange-
ment of the injector and the spark plug, Fig. 6.19c. The spray is directly trans-
ported to the spark plug by its kinetic energy. Special combustion chamber and 
piston geometries are not necessary, and the in-cylinder airflow is also of secon-
dary importance. Usually, strong in-cylinder charge motions are disadvantageous 
because they may disturb the formation of the desired spray shape. Due to the nar-
row arrangement, the time between injection and ignition, and thus the time for 
mixture formation, is extremely small. For this reason, high injection pressures of 
more than 20 MPa will be necessary to provide enough energy for mixture forma-
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tion [100] and to avoid the production of soot. The generation of these high injec-
tion pressures causes problems regarding system friction and wear, because gaso-
line has a lower lubricity and viscosity than diesel fuel.  

Due to the very short time for mixture formation, the formation of large lean 
zones at the border of the spray is not possible, and the mixture region can be kept 
very compact. Because the time of arrival of the spray at the spark plug is only 
dependent on injection timing and not on complicated air motions, there are no re-
strictions in ignition timing, and the thermodynamically optimal timing can be re-
alized much easier than in the case of the wall-air-guided concepts. Hence, the 
spray-guided technique offers the largest possible decrease of fuel consumption at 
part load. Because the spray does not impact on a wall, and because a strong in-
cylinder air motion is not required, heat losses to the engine and pumping losses 
are the smallest of all three concepts. Further on, more spherical and knock-
resistant piston and combustion chamber geometries can be used. Altogether, an 
additional benefit in fuel consumption of 5% compared to the wall-air-guided 
technique is expected [100]. 

Besides of all these advantages, there are still serious challenges, which have to 
be overcome in order to realize the spray-guided concept in series production en-
gines. The most serious problem is the achievement of the required spatial accu-
racy and reproducibility of the spray shape for all operating points within the 
stratified mode region in the engine map. Due to the extreme stratification, the 
gradient of fuel vapor concentration at the outer spray region is also extremely 
strong. In order to achieve the existence of an ignitable fuel-air mixture at the po-
sition of the spark, the spatial arrangement of injector and spark plug have to be 
carefully optimized. A small displacement usually results in misfiring or deposi-
tion of liquid fuel on the spark plug. If the spark plug is wetted by liquid fuel, soot 
may be produced, and carbonization as well as extreme thermal stress (thermo-
shock) will significantly decrease the spark plug’s lifetime.  

A further problem is the fact that only a very short time interval for inflamma-
tion exists, Fig. 6.22. During injection, the fuel-air mixture at the spark plug is too  

Fig. 6.22. Inflammation conditions in the spark gap [100] 
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rich, and the flow velocities are too high for inflammation. After the end of injec-
tion, the flow velocity decreases, but the mixture quickly becomes too lean for ig-
nition. Hence, ignition timing is strongly dependent on injection timing, and the 
accurate timing of both events is crucial in order to avoid misfiring. 

Depending on the injector concept, the spray quality (shape, SMD, penetration, 
cone angle) varies more or less with changing in-cylinder pressure (Sect. 2.2.2). 
This causes serious problems concerning the reliability of ignition at different load 
points. Because the spray is directly transported to the spark plug by its kinetic en-
ergy, the time of ignition is directly dependent on injection timing. In order to 
avoid premature ignition, injection timing must be increasingly retarded if the load 
is reduced. The more the injection timing is retarded, the higher the in-cylinder 
pressure during injection, and the stronger the possible change in spray shape. For 
this reason, injectors that produce a completely pressure-independent spray shape 
have to be developed. High-pressure injection combined with multi-hole injectors 
is a promising approach (see also Sect. 2.2.2). However, these injectors still have 
to be significantly improved in order to permit a control of spray penetration (de-
pendent on injection timing and in-cylinder pressure) and to avoid wall wetting. 
Furthermore, mixture formation has to be improved in order to homogenize the 
fuel-air mixture inside the spray prior to ignition and to suppress the formation of 
soot at higher loads. 

6.3.4 Future Demands 

Today the standard gasoline engine uses port fuel injection. This technique has 
reached a high development status, and future improvements, especially the com-
bination with variable valve trains (VVT), will help further to reduce fuel con-
sumption. However, the more the theoretical advantages of the GDI technique can 
be realized in series production engines, the more the PFI engine will be substi-
tuted by direct injection concepts. Furthermore, many additional measures like 
turbo-charging or VVT can also be successfully combined with this concept [27]. 
The main advantages of direct injection are in-cylinder charge cooling due to fuel 
evaporation (increase of efficiency due to higher possible compression ratio, in-
crease of volumetric efficiency), and throttle-less operation and reduction of heat 
transfer to the wall during stratified-charge combustion. In addition to this, GDI 
engines show faster transient response due to a more precise fuel delivery, and 
lower HC- and CO-emissions are possible during cold start. 

Regarding the stratified-charge combustion, the spray-guided technique offers 
the highest theoretical efficiency, but is the most complicated one to realize. There 
are two main problems in this concept, which have to be solved. First, the genera-
tion of a well-mixed but extremely compact spray plume must be possible in ex-
tremely short time intervals in order to achieve a high degree of stratification 
while preventing the formation of soot. Second, an absolutely reliable way of ig-
niting this mixture must be realized in order to avoid misfiring, emission of un-
burned hydrocarbons as well as losses in efficiency. If a spark plug is used for ig-
nition, the spray cone angle must be absolutely independent of backpressure. 
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Fuel injection systems for GDI engines must also have the capability of provid-
ing early injection for homogeneous-charge combustion at full load, where a well-
dispersed fuel spray is desirable to ensure a homogeneous charge even for the 
largest fuel quantities. Due to the lower in-cylinder pressures during early injec-
tion, the injection system must be capable of adapting the spray penetration in or-
der to avoid wall wetting. Up to now, none of the three possible nozzle concepts, 
the multi-hole injector, the outwardly opening nozzle, and the inwardly opening 
swirl injector, have been able to fulfill all of these requirements. 

While hollow-cone sprays show a faster mixture formation, the multi-hole noz-
zle produces a stable spray geometry. Today, all three categories are under devel-
opment and are being optimized for use in spray-guided applications. Investiga-
tions with high-pressure multi-hole injection systems with specially adapted 
numbers, sizes, and positions of the nozzle holes have been reported by Bosch 
[100], while Siemens has developed a piezo-actuated outwardly opening injector 
[4]. Stegemann et al. [79] constructed a piezo-actuated pressure-swirl injector, 
which is able to adjust spray angle and penetration, and which can also be oper-
ated in a way that avoids the formation of the well-known pre-spray. 

As far as ignition is concerned, there are considerable problems regarding mis-
firing as well as thermal stress and carbonization of the spark plug. A possible fu-
ture technique might be the application of the laser-induced ignition [25]. This ap-
proach offers multiple advantages. The life-time of the ignition system is no 
longer reduced by thermo-shock and carbonization, and the optical system, which 
is used to bring the laser beam into the combustion chamber, can be easily used to 
vary the spatial position of the focus point and thus to compensate the variation of 
spray shape with increasing backpressure, Fig. 6.23. In this case, it is possible to 
uncouple the process of optimized mixture formation and reliable ignition. Such 
an ignition system has been successfully investigated by Geringer et al. [25]. 

Future injection and ignition systems will help to realize the spray-guided 
stratified-charge combustion in series production engines, to extend the applica-
tion of this concept to higher load and speed regions of the engine map, and to im-
prove transient engine and emissions behavior in order to exploit the full benefits 
of the GDI technique. Due to the different operating modes, durable exhaust gas 
after-treatment techniques must finally be developed in order to ensure high con-
version rates for all of the different exhaust gas temperatures and oxygen contents. 

Fig. 6.23. Laser-induced ignition [25] 
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6.4 Homogeneous Charge Compression Ignition (HCCI) 

6.4.1 Introduction 

Besides the further development and enhancement of both the conventional gaso-
line and the conventional diesel engine processes, which have been discussed in 
the two previous sections, one combined combustion concept, the so-called homo-
geneous charge compression ignition (HCCI) combustion, promises further im-
provements. This approach theoretically combines the advantages of both conven-
tional processes: low raw emissions and high fuel economy. It can be realized by 
either modifying the gasoline or the diesel engine. In both cases, the combustion is 
initiated by auto-ignition of an overall lean and homogeneous fuel-air mixture. 

Regarding the conventional spark-ignited gasoline engine, efficiency and power 
are largely limited by knock, which necessitates the use of less than optimal com-
pression ratios and limit thermal efficiency. Furthermore, modern stratified direct 
injection concepts suffer from high air excess ratios at part load that complicate an 
efficient exhaust gas after-treatment. In the case of HCCI, two characteristics of 
the diesel combustion process are introduced: the compression ratio is increased 
(improved thermal efficiency) to achieve auto-ignition, and load is controlled by 
the quality of the fuel-air ratio. Hence, the engine operates without throttle, and 
the homogeneous mixture becomes extremely lean at low load. 

Regarding the conventional diesel combustion process, the existence of fuel-
rich and lean zones results in the formation of soot and NOx during most of the 
combustion time, and a sufficient and simultaneous reduction of both pollutants is 
not possible because of the well-known NOx-PM-trade-off. In the case of HCCI 
combustion, this process is changed in such a way that the lean fuel-air mixture is 
homogenized prior to auto-ignition, such that the strongly heterogeneous combus-
tion can be circumvented. Because no fuel-rich zones exist, the formation of soot 
during combustion is suppressed, resulting in a non-luminous flame. On the other 
hand, the high air excess ratio results in low overall and local temperatures, sup-
pressing also the formation of thermal nitric oxides, Fig. 6.24. The realization of 
this new combustion concept is not limited to special fuels, and besides diesel fuel 
and gasoline also alternative fuels like natural gas, methanol and hydrogen etc. can 
be used. 

Fig. 6.24. HCCI-combustion: simultaneous reduction of soot and NOx
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Because there is no difference in local and overall lambda and temperature val-
ues in the case of the perfect HCCI-process, the compression of the completely 
homogeneous mixture leads to a simultaneous auto-ignition of the whole charge. 
Usually, a perfect homogenization prior to ignition cannot be realized in engine 
applications (Sect. 6.4.4), such that there will always be a certain degree of inho-
mogeneity. Nevertheless, in contrast to the conventional diesel combustion, the 
reaction rate is not controlled by turbulent mixing (diffusion burning), and in 
comparison to the gasoline engine, there is no distinct flame front that propagates 
through the volume. Since combustion reactions are not initiated by a spark, ex-
tremely lean mixtures can be burnt. This results in a very fast overall heat release.  

Compared to the SI engine, where only a small part of the total mixture is part 
of the flame front and takes part in the combustion process at the same time (the 
entire heat of this part must be released), the entire charge reacts at the same time 
in the case of HCCI combustion. However, the local temperatures are significantly 
lower than that of the flame front in the SI engine or that of the stoichiometric 
zones of the diesel spray combustion, and compared to the SI combustion, the lo-
cal HCCI combustion releases the heat from the entire charge more slowly and 
uniformly. Because the whole charge is involved simultaneously in the combus-
tion process, HCCI heat release has a smaller overall duration than the conven-
tional ones.  

Many names have been given to combustion concepts with HCCI characteris-
tics, e.g. Active Thermo-Atmosphere Combustion (ATAC, [62]) and Compres-
sion-Ignited Homogeneous Charge (CIHC, [57]), Premixed Lean Diesel Combus-
tion (PREDIC, [88]), Premixed Charge Compression Ignition (PCCI, [7]), 
Activated Radical Combustion (AR, [38]), Controlled Auto-Ignition (CAI, [61]), 
Homogeneous charge Intelligent Multiple Injection Combustion System 
(HIMICS, [13]), Uniform Bulky Combustion System (UNIBUS, [103]) or Modu-
lated Kinetics (MK, [43]). Nevertheless, the worldwide accepted expression, 
which was formed by Thring [91], is HCCI. In Europe, CAI is also used for gaso-
line engines, for which a higher inhomogeneity is needed to control ignition, and 
where the expression “homogeneous charge” is less precise. In the following, 
HCCI will be used for both engines, and CAI will only be utilized if special char-
acteristics of the gasoline HCCI concept are discussed. 
The first HCCI engines were two-stroke engines [60, 62]. The main target of these 
investigations was to eliminate misfire and to stabilize the combustion process at 
part load. HCCI operation, when optimized, has been shown to provide efficient 
and stable operation. In Fig. 6.25, a comparison of the cylinder pressure histories 
for SI and CAI operation is given. The diagrams clearly show the elimination of 
cycle-to-cycle variations of cylinder pressure and the positive effect on combus-
tion stability, which has also been reported by several other authors (e.g. [37, 60, 
62, 67]). Another successful two-stroke CAI-concept is the Activated Radical 
Combustion (AR). Honda used this combustion concept for motorcycles. In this 
case the HCCI-process was used to improve the stability of combustion and to re-
duce HC-emissions and fuel consumption at part load. High EGR-rates of up to 
80% were used. At higher loads and at full load, the motor was driven as a con-
ventional SI engine. 
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Fig. 6.25. Comparison of cylinder pressure histories. a SI operation (gasoline), b HCCI op-
eration (labeled ATAC) with methanol [37] 

Fig. 6.26. Dual-mode operation 

Najt and Foster [57] investigated the HCCI-concept for four-stroke-engines for 
the first time. The authors used a machine with variable compression ratio and 
heating of the intake air, and the fuels were mainly blends of heptane and octane. 
It was shown that high compression ratios allow a decrease in intake air tempera-
ture but result in excessive heat release and knocking. Thring [91] used a four-
stroke engine with variable compression ratio in order to investigate the behavior 
of gasoline and diesel HCCI combustion. As a consequence of the limited operat-
ing range he suggested a hybrid combination of HCCI (part load) and conven-
tional combustion (high and full load). Further basic investigations have been per-
formed by Stockinger et al. [85] and Ayoma et al. [7].  

Altogether, these early investigations have already shown that an important re-
duction of NOx and soot raw emissions could be achieved, while in most cases the 
CO and HC emissions increased because of the low combustion temperatures. 
Furthermore, it has turned out that HCCI combustion is only possible at moderate 
loads and engine speeds, Fig. 6.26, due to uncontrollable and premature knock-
like combustion at higher loads and partial burning at very low loads or high en-
gine speed (Sects. 6.4.4 and 6.4.5). In the case of higher loads and especially at 
full load, conventional diesel spray combustion or gasoline SI-combustion have to 
be used. This so-called dual-mode concept is only attractive for applications with 
a high degree of part load. However, it is expected that the further development of 
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special HCCI-fuels and combustion phasing control will help to expand the area of 
HCCI-combustion in the engine map and to better exploit the full benefit of HCCI 
combustion.  

Several dual-mode concepts have already been realized: Gatellier et al. [24] 
have developed a dual-mode diesel engine that is able to reach near zero particu-
late and NOx emissions while maintaining the performance standards of conven-
tional DI diesel engines at full load. 50 kW/l have been achieved with conven-
tional limiting factors and engine parameters. Duret et al. [17] have realized a 
similar 60 kW/l dual-mode HCCI diesel engine with early direct injection during 
the HCCI mode. The authors use a specially adapted narrow angle direct injection 
system (NADI), a compression ratio of 14:1 and zero swirl. The engine emits ultra 
low NOx and soot at part load while retaining the high fuel economy of the full 
load performance of conventional diesel engines. Kimura et al. [43] used late di-
rect injection during MK-HCCI combustion at part load and conventional diesel 
combustion at full load. This dual-mode concept is already realized in production 
engines since 1998 [43]. 

6.4.2 HCCI Chemistry

The HCCI oxidation chemistry determines the auto-ignition timing, the heat re-
lease rate, the reaction intermediates and the final products of combustion. HCCI-
combustion of most fuels, especially typical diesel fuels, displays a two-stage heat 
release as shown in Fig 6.27. Only high octane number gasoline fuels perform a 
single-stage combustion [31].  
The first stage of heat release is associated with low temperature kinetic reactions 
(low temperature oxidation, LTO) and the second and much stronger one (main 
reaction) is the high temperature oxidation (HTO). The time delay between LTO 
and HTO is attributed to the negative temperature coefficient regime (NTC) [67, 
106, 107]. About 7–10% of the energy is released during LTO [106], the rest is re-
leased during HTO.  

Fig. 6.27. Two-stage heat release of HCCI diesel combustion, schematic diagram 
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The major difference between the conventional diesel combustion and the 
HCCI process lies in the composition of fuel vapor at ignition. Because of its very 
heterogeneous fuel-air mixture, conventional combustion starts at those local mix-
ture regions having the best ignition conditions, and then the heat generated from 
the combustion of these local sections enhances ignition of the neighboring re-
gions. After ignition, the conventional diesel combustion begins with a very fast 
high temperature oxidation of the premixed air-fuel quantity, which has been gen-
erated during ignition delay (premixed peak). The rate of heat released by the sub-
sequent diffusion burning depends on the velocity of the turbulent mixing of un-
burned or partially burnt fuel and air. In Fig 6.27, the premixed peak near TDC 
and the subsequent comparatively slow diffusion burning are shown.  

In the case of HCCI combustion on the other hand, the whole cylinder charge 
reacts simultaneously. The whole charge is firstly oxidized according to the LTO 
chemistry and then, after a second delay (NTC region), passes to the high tem-
perature oxidation. 

In order to achieve a homogeneous air-fuel mixture, the time available for mix-
ing must be maximized, and fuel injection must occur at early crank angles. How-
ever, this often leads to an early start of LTO and HTO reactions. Because the 
whole charge reacts simultaneously, the heat is released in a very short time, re-
sulting in a considerable pressure rise, increase of noise (dp/d ) and peak pressure 
compared to the conventional diesel combustion. 

Here, three main challenges of HCCI combustion, the formation of a homoge-
neous air-fuel mixture, and the prevention of premature ignition timing and the 
prevention of excessive heat release rates, which limit the use of HCCI combus-
tion to part load today, become already apparent. 

The theoretical and practical roots of HCCI-combustion concepts are ultimately 
credited to the Russian scientist Nikolai Semenov, who began pioneering work in 
the field of ignition in the 1930s. Two relevant aspects of his work are the thermal 
and the chemical ignition theories [44, 63, 64]. The thermal ignition theory postu-
lates that the combustion process can be initiated only, if sufficient molecular col-
lisions are occurring, i.e. sufficient temperature and pressure conditions must be 
existent. The chemical or chain theory of ignition hypothesizes, that combustion 
involves a process of branching chemical reaction chains, initiated at active 
chemical centers. Spontaneous ignition occurs if the number of chains being initi-
ated exceeds the number of chains being terminated. In the 1970s, skeletal kinetic 
models, based on degenerate-branched-chain and class chemistry concepts, were 
developed for the prediction of auto-ignition delay time in engines [32] and 
formed the basis for the development of further extended chemical kinetic models. 
In the following, the most important chemical reactions during LTO and HTO of 
alkanes, which are used in the chemical kinetic models, are explained. 

Low Temperature Oxidation of Alkanes 

The time of occurrence and the following heat release of the first stage ignition 
depend on the fuel molecular size and structure. The LTO reactions generally oc-
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cur at temperatures below approx. 850 K [31, 92]. The most important steps dur-
ing LTO are the following, further details are given in [13, 11, 10, 96, 98]. 

The reaction starts with the generation of hydrocarbon radicals R•. Fuel (RH), 
(R: rest molecule, H: hydrogen atom) reacts with oxygen (O2) in an endothermic 
reaction:

2 2RH O R HO . (6.1) 

This reaction is quite slow, and as soon as enough radicals exist, the fuel mole-
cules are attacked by the following type of reaction, which is important during the 
whole combustion process: 

RH X R XH . (6.2) 

X• is an arbitrary radical, preferably the OH• radical [26]. The following two-step 
mechanism finally starts the low temperature oxidation: 

Step 1: Together with oxygen the already existent hydrocarbon radicals form per-
oxy radicals (RO2

• )

2 2R O RO  (first O2-addition). (6.3) 

Then, an internal H-atom abstraction 

2 2RO HO R '  (internal H-atom abstraction) (6.4)

occurs. An external H-atom abstraction is also possible. This reaction would result 
in a subsequent chain branching and thus could lead to ignition, while the internal 
H-atom abstraction does not. However, the external H-atom abstraction is much 
slower than the internal one [11, 10], and thus reaction 6.4 is dominant and igni-
tion does not occur. 

Step 2: A second O2-addition, 

2 2 2 2HO R ' O HO R ' O  (second O2-addition), (6.5) 

and the subsequent external or internal H-atom abstraction finally result in igni-
tion: 

2 2 2 2HO R ' O RH HO R 'O H R  (external H-atom abstraction) (6.6) 

2 2 2HO R 'O H HO R ' O OH  (chain branching) (6.7)

2HO R ' O OR 'O OH  (chain propagation) (6.8)

or

2 2 2 2HO R ' O HO R '' O H  (internal H-atom abstraction) (6.9) 

2 2 2HO R '' O H HO R ''O OH  (chain propagation) (6.10) 
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2HO R ''O OR '' O OH  (chain branching). (6.11)

R, R' and R'' are fuel molecules and “ • ” denotes fuel radicals according to War-
natz et al. [97]. The OH• radicals produced by these reactions oxidize the hydro-
carbons (reaction 6.2), 

2RH OH R H O , (6.12) 

and the increasing reaction rate of these exothermic reactions (reactions 6.3 to 
6.12) result in the first heat release (LTO). However, backward reactions become 
dominant as temperature increases due to heat release and further compression. In 
order to show that the reactions in both directions are important (especially in Eqs. 
6.3 and 6.5), the “ ” symbol is used. With increasing temperature, the formation 
of oxidizer (OH• ) degenerates, leading to the degeneration of the first-stage heat 
release. This mechanism is called degenerate chain branching. It is responsible for 
the increase of ignition delay with rising temperature (Negative Temperature Co-
efficient (NTC), Fig. 6.28) and explains the existence of the NTC region between 
LTO and HTO during the two-stage HCCI combustion. 

NTC Region 

At temperatures between approx. 800 K and 1000 K, the fuel radicals from reac-
tion 6.2 feed the following two reactions, 

2 2R O alkene HO , (6.13) 

2 2 2 2 2HO HO H O O , (6.14) 

and result in an accumulation of H2O2, which remains relatively inert as long as 
the temperature is below about approx. 1000 K [31]. 

Temperature increases due to compression, and above 900-1000 K the chain 
branching reaction 

2 2H O M OH OH M  (6.15) 

Fig. 6.28. Negative temperature coefficient for hydrocarbon ignition. a [84], b [103] 
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quickly produces large numbers of OH• radicals and thus initiates the second-stage 
heat release process via reaction 6.12. 

This temperature is independent of the fuel. Any engine parameter that makes 
the in-cylinder charge earlier reach the H2O2 decomposition temperature (e.g. 
higher compression ratio, earlier or increased heat release of first stage ignition, 
increased intake temperature) will advance the start of main combustion. 

High Temperature Oxidation of Alkanes 

At temperatures above 900 K, molecules with long chains break up into short C1-
and C2-hydrocarbons. First, alkyl radicals are formed by abstraction of H-atoms 
(reaction 6.2): 

RH X R HX . (6.16) 

X• represents radicals like H•, O•, OH• and HO2
• [30]. The most important chain 

branching reaction responsible for the production of radicals during HTO 
(> 1100 K) is 

2H O O OH . (6.17) 

After H-atom abstraction the high temperatures lead to thermal break-up, 

R R ' alkene . (6.18) 

The new alkyl radicals R'• undergo further break-up, and the alkenes CnH2n are 
spilt off by the radicals O•, OH•, HO2

• [30]. The further decomposition results in 
mainly CH3

• and C2H5
• radicals, and the subsequent reactions lead to the formation 

of formaldehyde (CH2O) and to the burning of C2 hydrocarbons (C2H6, C2H5,
C2H4, C2H3, C2H2). Detailed reaction paths can be found in [95, 96]. Altogether, 
the decomposition of fuel in C1- and C2-hydrocarbons is not dependent on the mo-
lecular weight of the fuel itself, and after initiation of the high temperature reac-
tions their velocity is influenced not much by the fuel.  

The HTO leads to the formation of CO, which finally oxidizes to CO2. This fi-
nal reaction releases a significant amount of energy and thus is important for high 
fuel economy. The most important reaction [26, 30] is 

2CO OH CO H , (6.19) 

the reaction rate of which is only important above 1100 K. Below this tempera-
ture, there is only a partial oxidation of CO. This explains the increased CO emis-
sions of the HCCI-process, the combustion temperatures of which are much lower 
compared to the conventional diesel process.  

The two-stage ignition occurs, if diesel or diesel-like fuels are used. In the case 
of gasoline, methane or natural gas there is no LTO [2, 31], and the ignition timing 
depends on the critical temperature that is directly reached by compression [31, 
104].
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Extended Chemical Models 

The chemical kinetics of auto-ignition and combustion is extremely complex. In 
the 1970s the first reduced kinetic models were developed for prediction of auto-
ignition delay time in an engine [32]. Since the 1980s, more and more detailed 
chemical kinetic models have been published. However, there are hundreds of 
species and reactions that have to be modeled, even if simple hydrocarbons like 
butane [29] are used. In the case of fuels with higher molecular weight such as n-
heptane [13], the modeling becomes even more complex. Despite the complexity, 
several approaches using detailed chemical mechanisms have been reported. Some 
authors use single-zone models [3, 31, 42], others multi-zone ones along with 
CFD [2, 45]. For example, Groenendijk et al. [31] used a detailed single-zone 
model (857 species and 3606 reactions for iso-octane and 544 species and 2446 
reactions for n-heptane). These models are very useful for fundamental analyses of 
the effect of fuel or EGR composition on ignition timing and combustion.  

Nevertheless, besides a detailed description of the relevant chemistry, an accu-
rate consideration of three-dimensional turbulence and inhomogeneities inside the 
combustion chamber is also of fundamental importance for the HCCI combustion 
process. However, the combination of CFD and detailed chemistry results in very 
time-expensive and often impractical calculations. From this point of view, a 
combination of reduced chemical models and CFD seems to be the best solution. 
The reduced chemical models must be able to map the important reactions re-
quired to calculate the main features like ignition timing, heat release, tempera-
ture, and pressure histories and fuel consumption. Li et al. [51] have developed a 
reduced kinetic model for primary reference fuels (PRF). Zheng et al. [106] used 
this model in order to simulate HCCI first-stage ignition. The model includes 29 
reactions and 20 active species. The simulations of Zheng et al. [106] agree well 
with experimental data concerning pressure, ignition timing, and first-stage igni-
tion heat release. Zheng et al. [107] successfully extended this model through the 
entire HCCI combustion process. The new model includes 69 reactions and 45 ac-
tive species and combines the chemistry of the low, intermediate, and the high 
temperature regions. 

6.4.3 Emission Behavior 

As already described, one of the most important benefits of HCCI combustion is 
the enormous reduction of NOx raw emissions of 90–98% in comparison to con-
ventional combustion [17, 24, 43, 61]. As far as homogeneity is concerned, a large 
degree of mixture inhomogeneity can be tolerated without resulting in increased 
NOx formation [28]. The biggest part of the very low total NOx emissions is due to 
the NO formation mechanism from N2O [16, 53, 97]. This mechanism is impor-
tant for combustion processes with high air excess ratios, low temperatures, and 
high pressures [73]. 

Today, HCCI combustion is limited to part load operation, where the mixture 
equivalence ratios and thus also the combustion temperatures of the homogene-
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ously mixed lean charges are low. With an increase in load, the peak combustion 
temperatures rise and the advantage over the DI diesel engine decreases. Figure 
6.29 shows the result of a calculation performed with a quasi-dimensional engine 
model, which was used to estimate the NOx emissions from HCCI diesel combus-
tion in comparison to conventional DI diesel combustion with and without EGR. 
The model requires the crank-angle resolved heat release (Fig. 6.29a) as input and 
calculates the NOx formation rate according to the thermal (Zeldovich) and the 
prompt NO formation mechanism. The compression ratio of all engines is 16:1. 
The results show a large reduction of NOx at part load, but a diminishing advan-
tage of HCCI versus DI-diesel at high loads due to increasing peak temperatures, 
caused by an increasingly fuel-rich homogeneous mixture. 

Combustion phasing is another important parameter influencing NOx formation 
during HCCI combustion. Premature combustion results in an increased formation 
of NOx due to a significant increase in peak pressure and peak temperature. 

Fig. 6.29. Predicted NOx emissions versus engine load for typical HCCI and DI-diesel 
combustion [87]. a assumed heat release, b NOx emissions versus load, A/F: air-fuel ratio. 
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Another important benefit in the case of HCCI diesel combustion is the possi-
bility of reducing NOx and particulate matter simultaneously [17, 24, 43, 65]. The 
formation of soot requires fuel-rich zones ( > 1.7) and temperatures above 1400 
K [8, 73], which are not present due to the homogeneous lean mixture. However, 
fuel deposition on the walls may result in poor mixture preparation and in local 
fuel-rich regions that are subject to incomplete combustion and produce soot. This 
can especially happen during early direct injection, because pressure and tempera-
ture inside the cylinder are low and fuel penetration is increased. 

Compared to conventional combustion concepts, HCCI combustion usually re-
sults in significantly higher HC emissions [61, 67, 73, 87]. The HCCI diesel ex-
periments of Schlotz [73] for example showed approximately five times more HC 
emissions in comparison to the conventional diesel combustion. This is caused by 
the low combustion temperatures due to the lean mixtures and/or the high EGR 
rates. EGR is usually needed to lengthen the combustion duration in order to avoid 
extreme heat release rates. In the case of excessive EGR this can result in misfir-
ing and thus in a significant increase of HC emissions. On the other hand, EGR 
can also help to reduce the amount of unburned hydrocarbons, because they get a 
second chance to take part in the combustion process. 

In the case of early direct injection, fuel deposition on the cylinder walls and 
especially in the top-land may also result in an excessive increase of HC emis-
sions. In this case, the fuel injection system must be specially adapted to combus-
tion chamber geometry and gas density, Sect. 6.4.4. The lower the volatility of a 
fuel, the more serious the problem of wall wetting. 

The reduced combustion temperatures are responsible for partial burning and 
for decreased post-combustion oxidation rates within the cylinder, especially near 
the walls. For this reason, HCCI combustion also typically results in higher CO 
emissions than conventional diesel or spark-ignited combustion. The HCCI diesel 
experiments of Schlotz [73] show approximately ten to twenty times more CO 
emissions compared to the conventional diesel combustion.  

The amount of HC and CO emissions directly influences fuel consumption, be-
cause both components contain chemical energy that has not been released during 
combustion. If a proper phasing of combustion relative to the engine cycle is real-
ized, the HCCI process can approximate the ideal Otto cycle (combustion at con-
stant volume) because of the high heat release rates and the very short combustion 
duration. If there is no partial burning or misfiring, this generally results in high 
efficiency [20]. Furthermore, the low combustion temperatures result in a reduced 
loss of heat to the engine. In the case of the gasoline engine, an additional advan-
tage in efficiency is provided by the omission of throttle losses. The theoretical 
potential of reducing fuel consumption at partial load is comparable to that of the 
spray-guided direct injection technique [94, 23]. HCCI fuel efficiencies compara-
ble to those of conventional diesel combustion at part load have been reported by 
several authors [7, 34]. However, if fuels with low volatility and high ignitability 
like diesel are used, this beneficial effect of HCCI combustion cannot always be 
realized because of insufficient mixture preparation, fuel wall impingement, par-
tial burning, and poor combustion phasing (e.g. premature ignition). 
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6.4.4 Basic Challenges 

As already mentioned in the previous sections, there are many obstacles that must 
be overcome in order to realize the advantages of HCCI combustion in modern 
engines. The three main challenges are  

the homogenization of fuel, air, and recycled burnt gases prior to ignition, 
the control of ignition and combustion timing, and 
the control of heat release rates. 

The difficulties associated with these three main challenges are described in the 
following. 

Homogeneous Mixture Formation 

An effective mixture formation and the avoidance of fuel-wall interactions is cru-
cial for achieving high fuel efficiency, reducing HC and PM emissions, and pre-
venting oil dilution. Deposition of fuel on the walls has been proven detrimental to 
HC emissions even for moderately volatile fuels like gasoline [86]. Regarding the 
mixture formation and homogenization of fuel and air, two main categories, the 
external and the internal mixture formation, can be distinguished, see Fig. 6.30. 

The simplest way of achieving a homogeneous in-cylinder mixture is the intro-
duction of fuel upstream of the intake valves (external mixture formation). The 
mixture enters the cylinder during the intake stroke. This method is also known as 
port injection or fumigation. The turbulence created by the intake flow supports 
further homogenization. Because the air-fuel mixture experiences the whole time-
temperature development, the port injection belongs to the early homogenization 
concepts. A drawback of this strategy is that injection timing cannot be used to in-
fluence the start of ignition. In the case of heavy fuels with reduced volatility, the 
port injection results in poor evaporation as well as increased wall impingement, 
HC and CO emissions, fuel consumption and oil dilution. This injection is mainly 
attractive for gaseous and liquid fuels with high volatility, but not for diesel fuel. 

Fig. 6.30. Mixture formation concepts for HCCI-engines [56] 
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In the case of internal mixture formation, the fuel is directly injected into the 
cylinder. Two concepts, that of early and of late injection, are possible. Early in-
jection is the mostly used method for HCCI diesel applications and uses a long ig-
nition delay along with low temperatures to homogenize the fuel mixture. A part 
or even the total amount of the fuel is injected noticeably before top dead center, 
see Fig. 6.31. In the case of diesel injection, the poor volatility of the fuel and the 
low gas density of the air inside the cylinder can result in considerable wall wet-
ting. For these cases, new and highly flexible injections systems have to be de-
signed, which have to be specially adapted to the variation of combustion chamber 
geometry as well as in-cylinder pressure and temperature during injection. Despite 
the problems of the in-cylinder injection, direct injection is expected to become 
the preferred method for HCCI engines in the future [87]. 

Some researchers have already spent significant effort on developing low-
penetration injectors and minimizing wall impingement [24, 17, 34, 39, 73]. A 
suitable injection system must have a high degree of flexibility in order to allow 
an adaptation of the injection strategy to the varying boundary conditions during 
injection. High-pressure injection in combination with a large number of small 
nozzle holes is generally used in order to increase spray disintegration and to in-
clude the complete cylinder charge in the mixture formation process while avoid-
ing wall film formation. A further adaptation of the spray penetration can be real-
ized by splitting the injection event into several pulses having different durations. 
Figure 6.31 shows an example of such a high-pressure pulsed injection strategy. 
The shorter the pulse duration, the less the momentum of the liquid, resulting in 
reduced penetration. The area below the curves represents the fuel mass belonging 
to each pulse. The low gas density at the beginning of injection requires short 
pulses with reduced injection velocities, and the time interval between the pulses 
is relatively large. As the piston moves up, density and temperature in the cylinder 
increase and penetration is reduced. The pulse durations can be prolonged, while 
the time intervals between subsequent pulses are decreased. At the end of the 
pulsed injection the distance between nozzle and piston reduces significantly, and 
the mass injected per pulse must be reduced again in order to prevent fuel deposi-
tion on the piston. A piezo common rail injection system capable of performing 
these fully variable pulsed injections has been developed by Meyer et al. [54]. 

Fig. 6.31. Pulsed injection strategy for early in-cylinder injection 
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Fig. 6.32. Adaptation of spray angle for early in-cylinder injection 

In the case of early in-cylinder injection, the spray direction must be adapted as 
well. In comparison to the conventional diesel injection near TDC, the volume be-
tween the nozzle and the piston is significantly larger. In order to achieve an ade-
quate mixing of fuel and gas and to prevent fuel deposition on the cold liner, the 
angle between the spray plumes must be decreased, see Fig. 6.32. In order to real-
ize both combustion modes in an engine (dual-mode), the use of a variable nozzle 
concept, Sect. 6.2.4, would be highly favorable. 

Figure 6.33 shows an example of a numerical investigation of the mixture 
formation in a 2.0 liter single-cylinder HCCI diesel engine with compression ratio 
14:1 and zero swirl. A 13-hole common rail injector (hole diameter: 0.12 mm, one 
central hole, two rows of six holes with different spray directions) is used. Be-
tween 110° BTDC and 30° BTDC, nine pulses with a total mass of 70 mg, as 
shown in Fig. 6.31, are injected. The black dots represent the liquid droplets, the 
shaded background represents the ratio of air and evaporated fuel.  

Fig. 6.33. Numerical investigation of mixture formation for early in-cylinder injection 
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Liquid deposition on the liner can be avoided because of the short pulses and 
the narrow spray angles. However, these smaller angles result in fuel deposition 
on the piston at the end of the pulsed injection, and the use of a variable nozzle 
geometry would again be highly favorable. Because the temperature of the piston 
is significantly higher than the one of the liner, fuel deposition on the piston is less 
critical. Near TDC, a very lean but not completely homogeneous mixture can be 
achieved. Although the NOx emissions are not influenced very much by some de-
gree of inhomogeneity, partial burning may occur in the very lean regions, which 
can result in increased HC and CO emissions. 

A similar narrow spray angle and multi-hole HCCI injection system for early 
direct injection has been developed and tested by Gatellier et al. [24]. Multi-stage 
injection with up to eight pulses per cycle is used in order to reduce spray penetra-
tion. Engine and injection system are developed for dual-mode operation. 

Fig. 6.34. Effects of EGR, retarded injection timing (IT) and increased swirl on exhaust 
emissions and thermal efficiency, Nissan MK-concept [43] 
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This means that the same injection system can be used for HCCI combustion at 
part load and for conventional diesel combustion at full load. Another dual-mode 
HCCI diesel engine has been developed by Duret et al. [17]. The authors also util-
ized a specially adapted narrow-angle direct injection system (NADI) with 10 
holes and angles of 25° to 35° between needle axis and hole axis. An engine with 
a compression ratio of 14:1 and zero swirl was used. The injection was split into 
four pulses, starting at about 120°–110° BTDC and ending at 60°–35° BTDC in 
the case of HCCI combustion. Ultra low NOx and soot emissions at part load are 
reported, while the engine also retained the high fuel economy during conven-
tional combustion at full load. 

The second direct injection strategy is late in-cylinder injection, which was 
chosen for example by Kimura et al. [43] (Nissan MK-concept, Fig. 6.34) and by 
Shimazaki et al. [76]. In the case of the MK-concept, the late direct injection of 
diesel fuel starts at about 3° ATDC. At this time the density and temperature of the 
cylinder charge are high, mixture formation is enhanced, and a deposition of fuel 
on the walls can be avoided. However, due to high pressure and temperature, igni-
tion delay is short. Only with the use of heavy cooled EGR and a reduced com-
pression ratio (16:1) can ignition delay be prolonged such that injection can be fin-
ished prior to ignition. This is absolutely necessary in order to avoid a diffusion-
limited combustion and the formation of soot and NOx. In addition to this, a high 
swirl ratio (SR: 5.0) is used to further enhance mixture formation. The onset of 
heat release is clearly after TDC and thus significantly later than with the conven-
tional combustion, resulting in a reduction of peak pressure and combustion noise, 
but also in a decrease of thermal efficiency. Although there is a clear inhomogene-
ity of the mixture, very low NOx emissions can be achieved. Because it is impos-
sible to achieve a further increase of ignition delay in order to inject larger fuel 
quantities, the MK-concept is also limited to low loads. 

Control of Ignition Timing and Heat Release Rate 

Besides the problem of homogeneous mixture formation, the control of ignition 
timing, which determines the main combustion phasing and thus has a strong in-
fluence on efficiency and operating range, is a serious challenge. Premature com-
bustion can result in heavy knock-like combustion that destroys the engine.  

A stable combustion can be realized at low and partial load for lean fuel-air ra-
tios and/or large amounts of EGR. An increase in load towards stoichiometric val-
ues results in a significant increase in heat release rates and in knock-like combus-
tion. Furthermore, the emission benefits vanish (e.g. [7, 85, 87]). Unlike in spark 
ignition or conventional diesel engines, a direct control of ignition timing via the 
spark or the start of injection in combination with the very short and well-known 
ignition delay is not possible. The start of combustion is significantly influenced 
by the low temperature chemistry, which depends on the complete time-
temperature history of the charge. 

Most of the applications with diesel fuel suffer from premature ignition, and 
cooled EGR or reduced compression ratios are used in order to increase ignition 
delay. 
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Fig. 6.35. Methods for controlling HCCI combustion phasing [87] 

In the case of gasoline applications, the reduced ignitability of gasoline and the 
generally lower compression ratios of these engines often require measures like 
intake air heating or non-cooled internal EGR to achieve a reliable ignition. The 
main reason for the difficulty in controlling the start of combustion exactly is the 
long time interval during which the low temperature reactions occur. A slight 
variation of the boundary conditions can easily result in significant variations of 
the main combustion phasing. HCCI combustion phasing is affected by 

the auto-ignition properties of the fuel, 
the fuel-air ratio, 
the volatility of the fuel, 
the EGR rate, the temperature and the reactivity of the recycled gas, 
the mixture homogeneity, 
the compression ratio of the engine, 
the intake temperature, and 
the heat transfer to the engine. 

In order to control combustion phasing, two main groups of approaches can be 
distinguished [87], see Fig. 6.35. The first group are methods, the purpose of 
which is to alter the time-temperature history of the mixture. It includes fuel injec-
tion timing, variation of intake air temperature, variation of compression ratio 
(CR) and variable valve timing. The second group attempts to control the reactiv-
ity of the charge by varying the properties of the fuel, the fuel-air ratio or the 
amount of oxygen by EGR. A detailed description of the influence of each method 
on the HCCI combustion process is given in the following section. 
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6.4.5 Influence Parameters and Control of HCCI Combustion 

The key challenge for operating an engine in HCCI auto-ignition mode is the con-
trol of the combustion process without direct access to the reactions. The start of 
chemical reactions is initiated by the thermodynamic conditions and the chemical 
composition of the cylinder charge. In the following, the important engine pa-
rameters influencing the start of combustion and the subsequent heat release are 
discussed in detail. 

Compression Ratio 

Being directly related to charge temperature, the compression ratio is important in 
determining the rate of heat release in HCCI combustion processes. An increase of 
compression ratio raises the end-of-compression temperature and the rate of low 
temperature reactions. This advances the overall ignition process and allows inlet 
charges of lower temperature to be successfully combusted (CAI process). In the 
case of HCCI diesel engines the conventional compression ratios usually must be 
reduced in order to delay the start of combustion and to prevent excessive heat re-
lease rates. Nevertheless, the reduction of compression ratios should be moderate, 
because a reduction of compression ratio decreases thermal efficiency. 
Figure 6.36 from Ryan’s study of diesel fuelled HCCI engines [71] shows pre-
dicted values of start of combustion versus compression ratio. With a constant 
EGR rate of 40% ignition advances about 200 degrees if the compression ratio is 
changed from 8:1 to 12:1. Figure 6.37 shows similar results from Velji et al. [94] 
Excessive compression ratios result in knock-like combustion with high tempera-
tures and increased NOx emissions. 

A variable compression ratio by variable valve timing is an effective but expen-
sive method for solving this conflict. This technology can be used for dual-mode 
engines to realize the high compression ratios needed for high thermal efficiency 
in the case of conventional combustion at full load and to enable lower compres-
sion ratios in the case of HCCI combustion. 

Fig. 6.36. Start of combustion versus compression ratio [71] 



6.4 Homogeneous Charge Compression Ignition (HCCI)      271 

Fig. 6.37. Effect compression ratio on HCCI combustion [94] 

Variable Valve Timing 

In contrast to HCCI diesel applications, in which EGR-cooling is needed in order 
to suppress a premature ignition start, lean homogeneous gasoline-air mixtures 
need additional heating in order to auto-ignite. The required high temperatures and 
the charge dilution for decelerating the heat release are usually obtained by the 
application of non-cooled internal EGR, which can be provided efficiently only by 
variable valve trains. The residual gas can be supplied either by remaining in the 
combustion chamber due to early exhaust valve closing, or by redrawing from the 
exhaust system during the induction stroke, Fig. 6.38. 

Although simple systems with cam phasers and valve lift shift tappets can ful-
fill the steady-state HCCI requirements, the dynamic behavior is limited. For fully 
transient operation a cycle-to-cycle and cylinder individual control of charge com-
position is advantageous. This is possible with a fully variable electro-hydraulic  

Fig. 6.38. Internal EGR: residual gas supply for HCCI operation [23] 
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valve actuation system [17, 23, 6]. These systems also enable one to change the 
effective compression ratio and to modify the intake flow (swirl ratio), which is 
also beneficial for conventional operation (dual-mode engine). 

Exhaust Gas Recirculation (EGR) 

Exhaust gas recirculation is a well-known method for reducing combustion tem-
peratures and NOx-emissions in conventional diesel engines. A part of the original 
cylinder charge is replaced by recycled burnt gases. In general, two different 
EGR-concepts are used today, the external EGR and the internal EGR. In the case 
of external EGR, a portion of the exhaust gases in the manifold is branched off, 
cooled if necessary, and then mixed with the fresh air in the suction part. The 
cooling offers an additional possibility to reduce combustion temperatures. In the 
case of internal EGR it depends on the inlet and outlet valve timing whether a por-
tion of the hot exhaust gases of the previous cycle stays in the cylinder (e.g. [49, 
102]) or is sucked back from the manifold (e.g. [6, 23, 49, 102]). In the case of 
HCCI combustion, EGR has four important effects: 

Heat capacity effect: During compression and combustion, the inert burnt gases 
must be heated up together with the rest of the in-cylinder charge. Because the to-
tal heat capacity of the charge is higher with burnt gases due to the higher specific 
heat capacity values of carbon dioxide (CO2) and water vapor (H2O), lower end-
of-compression and combustion temperatures are achieved, and heat release rates 
as well as maximum pressure rise (dp/dt)max are reduced [48, 104]. The heat capac-
ity effect extends the combustion duration if large amounts of EGR are used. 

Charge heating effect: if hot burnt gases are mixed with cooler inlet air, the tem-
perature of the inlet charge increases. The heating effect is important for non-
cooled EGR applications and is mainly responsible for advanced auto-ignition 
timing. It also increases the heat release rate and the value of maximum pressure 
rise (dp/dt)max, and shortens the combustion duration [104]. 

Dilution effect: The introduction of burnt gases into the cylinder replaces a part of 
the inlet air and causes a reduction of the oxygen concentration. This effect does 
not affect auto-ignition timing in the case of CAI combustion, but it extends com-
bustion duration and also slows down the heat release rate if large amounts of 
EGR are used [104, 31]. Experiments of Tsurushima et al. [92] with diesel-like fu-
els (two-stage ignition) also show a decrease of oxidation rates, but the start of 
both, LTO and HTO, is delayed, and the time interval between both reactions is 
expanded.

Chemical effect: Finally, active combustion products present in the burnt gases 
can participate in the chemical reactions of the subsequent combustion cycle. Ex-
ternal and cooled EGR usually provides chemically inert gases and thus does not 
contribute to this effect. However, in the case of internal EGR, the recycled burnt 
gases may contain short-lived chemically active components that result in ad-
vanced auto-ignition [38, 102, 48]. 
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Fig. 6.39. Successful HCCI operational range and IMEP map. Parameter: IMEP, compres-
sion ratio 18:1, intake temperature 30°C, n-heptane [65] 

The influence of the EGR-effects mentioned above depends on the HCCI-sub-
concept that is applied. In the case of HCCI diesel applications, external EGR with 
additional cooling is customarily used in order to prolong ignition delay, while in 
the case of CAI combustion (gasoline-HCCI) internal non-cooled EGR is mainly 
used in order to increase the temperature to the required auto-ignition level. A 
very extensive study of the HCCI-process on a four-stroke diesel engine ( = 18:1, 
port injection system, external EGR, fuel: n-heptane) has been carried out by Peng 
et al. [65]. Similar investigations for a gasoline CAI process have been reported by 
Oakley et al. [61]. The investigations of Peng et al. give a good overview about 
the general effect of EGR on knock limit, engine load, combustion stability and 
emissions. 

Figure 6.39 shows the successful HCCI operating region and the values of the 
indicated mean effective pressure (IMEP) as a function of EGR rate and the over-
all air-fuel ratio of the cylinder charge. At constant EGR-rate, the HCCI combus-
tion is limited by its low load limit (lean mixture) and by the knocking combustion 
at higher loads (richer mixture). Starting from low IMEP and increasing load, the 
amount of fuel injected per cycle must be increased, resulting in lower air-fuel ra-
tios (decreasing lambda values) and richer mixtures inside the cylinder. In the case 
of knocking combustion, too much heat is released during the very fast combus-
tion which results in excessive peak pressures and can damage the engine. Near 
this limit, high local temperatures result in an increase of NOx-emissions [23, 24, 
31]. An increase of EGR leads to a decrease of combustion temperature, later 
combustion timing and a reduced heat release rate. 
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Fig. 6.40. Effect of compression ratio on the operational range of HCCI diesel combustion 
[17] 

This allows for an increase in the amount of fuel injected per cycle and thus in 
load and for a shift in the knock limit towards smaller lambda values. On the other 
hand, EGR also reduces the low load limit in terms of lambda: the more recycled 
burnt gases are present, the lower the combustion temperature. These low tem-
peratures can result in partial burning, which again results in increased HC and 
CO emissions and in a reduction of efficiency. The third limit of the HCCI-
operation region occurs at EGR-rates of about 70%. Reaction rates and ignition 
timing are so much reduced and retarded that misfiring occurs and HC-emissions 
increase again. 

Similar investigations have been performed by Duret et al. [17]. Figure 6.40 
shows the effects of a variation of compression ratio. The operational range of 
HCCI diesel combustion increases with increasing compression ratio and the mis-
fire limit is shifted to higher EGR ratios. However, the maximum IMEP value is 
reduced due to earlier ignition, faster combustion and thus earlier onset of knock-
ing combustion at leaner mixtures. 

Inlet Air Temperature 

Modulating the intake air temperature in order to control the start of ignition is the 
most popular method in laboratory experiments. Higher intake temperatures ad-
vance the start of combustion and vice-versa. Figure 6.41 shows results from Velji 
et al. [94] for a blend of 80% methane and 20% diesel and different air tempera-
tures. Besides a large loss in volumetric efficiency in the case of high intake air 
temperatures, the range of crank angle, over which the ignition timing can be in-
fluenced, is quite limited. In the case of non-cooled EGR, the variation of the in-
take temperature is usually one of the multiple effects of a change of the EGR-
rate.
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Fig. 6.41. Effect of inlet air temperature on HCCI combustion [94] 

Air Excess Ratio 

As already described together with the effects of EGR, progressively richer mix-
tures translate into advancing ignition and faster energy release. At a certain limit, 
depending on the fuel and further boundary conditions, combustion stability de-
grades, knock appears and the NOx emissions increase [23, 44, 31]. On the other 
hand, leaner mixtures deliver retarded ignition and slower energy release. Ex-
tremely lean mixtures result in incomplete combustion at low temperatures leading 
to increased emissions of CO and HC. Supercharging can increase the IMEP of 
the engine under HCCI operation if combined with heavy EGR. However, due to 
the low exhaust gas temperatures, the energy provided by the exhaust gas turbine 
of the turbocharger is often not sufficient to realize high boost pressures [73]. 

Engine Speed

In conventional engines, the increasing engine speed results in increased turbu-
lence and burn rates, and thus no measurable effect of speed can be reported. With 
HCCI systems however, the mixture homogeneity is already completed prior to 
combustion. This is the reason why reaction rates remain relatively unchanged 
with varying engine speed and thus the time available for reactions is reduced with 
increasing engine speed. High engine speed can therefore result in misfire and in 
reduced power output and efficiency [67, 91]. 

Fuel Composition 

Regarding the HCCI combustion process, fuels can be divided into two main 
groups, the diesel-like fuels and the gasoline-like ones. Diesel-like fuels (increased 
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ignitability, high cetane number) perform a two-stage combustion, while low-
cetane number fuels like gasoline show a single-stage combustion. Using a de-
tailed chemical kinetic model in order to investigate the combustion process of 
both kinds of fuels, Groenendijk et al. [31] have shown that in the case of two-
stage ignition the time of occurrence and the following heat release of the LTO re-
action does not only depend on the chemical and thermal composition of the cyl-
inder charge but also on the fuel molecular size and structure. Because the LTO 
reaction strongly influences the start of main combustion, the whole HCCI process 
is influenced by the fuel composition. In the case of single-stage ignition the fuel 
composition has no remarkable influence on the start of ignition.  

These observations have been confirmed by the experimental investigations of 
Tsurushima et al. [92], who used a gas sampling method in order to examine the 
composition of the in-cylinder charge during LTO and HTO for three diesel-like  

Fig. 6.42. Comparison of oxidation process for different single-component fuels (data from 
[92]). a rate of heat release, b fuel consumption, c O2 consumption 
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Fig. 6.43. Comparison of oxidation process for different fuels (data from [92]) 

straight-chain saturated hydrocarbons (n-pentane, n-hexane, n-heptane) with dif-
ferent chain lengths. The engine used in this study was a 2.0 liter four-valve natu-
rally aspirated single-cylinder engine with a compression ratio of 16.5:1. The 
complete homogenization of the mixture was performed in an external vaporizer, 
and intake temperature (100°C) as well as equivalence ratio and O2-concentration 
were kept constant for all experiments. All fuels show the characteristic two-stage 
combustion with LTO and HTO, Fig. 6.42a. The ignition and combustion behav-
ior depends on the fuel molecular size: the longer the carbon chain and thus the 
higher the ignitability (longer molecules break up more easily into radicals), the 
earlier the start of LTO and the more energy is released. For this reason, the mean 
temperature in the combustion chamber earlier reaches the value of approximately 
900 K, which is needed to initiate the HTO.  

A more detailed description of these effects is given in Figs. 6.42b and 6.42c. 
Figure 6.42b shows the fuel concentrations and mean fuel temperatures versus 
crank angle, and Fig. 6.42c presents the consumption of oxygen. The fuel concen-
trations start to decrease at about 700 K. The longer the carbon chain, the earlier 
the fuel breaks up into radicals and the faster the reactions. This results in an ear-
lier and faster decrease of fuel concentration combined with an earlier and faster 
consumption of oxygen, and a higher amount of heat is released as proven by the 
temperature curves. The investigations show that for n-paraffin fuels, the fuel hav-
ing a longer straight chain is more likely to be oxidized in the low temperature 
range up to 900 K. The curves of fuel and oxygen concentration change their re-
spective gradients at a temperature of 900 K, which is the start of HTO. From this 
point on, the gradients are the same for all fuels, and the effect of molecular size is 
negligible.  

The investigations suggest that it is possible to control the oxidation rate in the 
low temperature range by modifying the fuel. For this reason, Tsurushima et al. 
[92] have also performed investigations with a mixture of n-hexane and ethylene. 
The resulting heat release again shows the well-known two-stage behavior, Fig. 
6.43, but the behavior of both fuel components during the first stage (LTO) is dif-
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ferent. While the concentration of the low cetane number component ethylene 
keeps almost constant during LTO (ethylene does not contribute to LTO heat re-
lease), the high cetane number component n-hexane is mainly responsible for the 
first heat release. Thus, n-hexane plays the role of the igniter, being able to ignite 
itself and ethylene. This offers the opportunity to control the heat release of LTO 
and the subsequent start of HTO by changing the amount of n-hexane. If more of 
the low cetane number fuel is added, it may for example be possible to increase 
load without altering ignition timing. 

The experiments of Tsurushima et al. [92] have shown that fuel blending might 
be a very successful combustion phasing control. However, its feasibility for pro-
duction is questionable because it implies that the composition of the fuel mixture 
can be changed during engine operation. 

Further investigations of the effect of fuel composition, which also aim at char-
acterizing the suitability of different fuels and fuel mixtures for HCCI combustion, 
have been published by Ryan et al. [72] and Montagne and Duret [55]. 

Homogeneity 

In the case of diesel HCCI combustion, the degree of homogeneity of the charge 
prior to ignition should be as high as possible in order to prevent the formation of 
soot, HC and CO emissions. As far as nitric oxides are concerned, a large degree 
of mixture inhomogeneity can be tolerated without resulting in increased NOx

formation [87]. 
Regarding CAI gasoline combustion, the example in Fig. 6.44 shows that in the 

case of realistic values of intake air temperature as well as EGR rate and tempera-
ture, a complete homogeneity results in an end-of-compression temperature below 
the required auto-ignition temperature of about 1000°C. Further measures like in-
take air heating are necessary. According to ref. [101] the intake air must be 
heated up to approximately 150°C in order to achieve the required end-of-
compression temperatures of 1000–1200°C. 

Fig. 6.44. CAI combustion (gasoline): influence of time-temperature history and homoge-
neity on the ignitability of the mixture [101] 



6.4 Homogeneous Charge Compression Ignition (HCCI)      279 

Partly homogenized mixtures on the other hand have a higher probability to ig-
nite earlier if hot EGR zones adjoin to fuel-rich reactive zones. In this case, the ig-
nition occurs at overall lower but sufficiently high local temperatures without 
heating of the intake air. Ignition occurs first in a relatively small area, but because 
the whole charge is near the ignition limit, there is no conventional flame combus-
tion. The energy release of the first local ignition initiates a multitude of further 
ignitions in the whole combustion space resulting in a homogeneous combustion, 
the energy release rates of which can be controlled by the degree of homogeniza-
tion [94]. 

6.4.6 Transient Behavior – Control Strategies 

As soon as steady-state conditions are achieved, the HCCI combustion is remark-
able stable, but small challenges in the boundary conditions have a significant 
negative impact on the engine behavior. Unfortunately, in real engine operation 
the parameters described in the previous section, which are used to control the 
HCCI combustion process, are interacting strongly. Conventional single input – 
single output control strategies cannot be applied for a sufficient control under 
transient conditions any more [23]. Besides conventional and relatively slow mass 
flow, air excess ratio, and temperature sensors, a real-time combustion signal is 
needed in order to control the combustion from cycle to cycle and to allow a tran-
sient variation of speed and load in the HCCI operation region. One of the most 
challenging tasks is the mode transition between HCCI and conventional combus-
tion. In this case, the change of the relevant thermodynamic values is unsteady 
from one cycle to the other, and a model-based combustion control with a precise 
prediction of charge composition and thermodynamic conditions is required. In 
the case of a dual-mode CAI engine for example, the transition from SI to HCCI 
mode must be realized if load is reduced. Due to the typically high exhaust gas 
temperatures there will be a very advanced combustion with an unfavorable 
maximum pressure rise in the first HCCI cycle. The sudden change from one 
mode to the other has to be smoothened by a model-based transition functionality. 

6.4.7 Future HCCI Engine Applications 

HCCI engines have demonstrated their potential to realize very low emissions of 
NOx and particulate matter (PM), as well as high thermal efficiency. However, in 
order to realize these advantages in modern engines, numerous problems still have 
to be solved. Although full-time HCCI engines have the biggest theoretical poten-
tial to exploit the benefits of HCCI-combustion, it is still in question if this com-
bustion concept will ever function at full load. Today, HCCI applications are lim-
ited to part load, but it is expected that the further development of special tailored 
HCCI-fuels and combustion phasing control might help to expand the area of 
HCCI-combustion in the engine map. Some authors even predict that future de-
velopment will result in a so-called Combined Combustion System (CCS) [5, 82], 
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such that there will be no difference between HCCI and CAI combustion any 
more. The most realistic concept for near-term applications will be the dual-mode 
concept, which takes advantage of the HCCI or CAI benefits at low loads, and op-
erates on either spark-ignition or conventional diesel combustion at full load. 
Variable compression ratios due to variable valve actuation will help to realize 
high compression ratios for high thermal efficiency in the case of conventional 
diesel combustion at full load and lower compression ratios in the case of HCCI 
combustion at part load. An appropriate model-based combustion control will help 
control the HCCI process during transient engine operation and to smooth the 
transition from one mode to the other. 

Compared to the conventional diesel or gasoline engines, a further disadvantage 
of the HCCI combustion is the increased emission of HC and CO due to low tem-
peratures, incomplete combustion, and flame quenching near the walls. However, 
these emissions are considered less critical, because they can be reduced very 
effectively with conventional oxidation catalysts. 

Cold start, noise, and lifetime are further problems that have to be solved. Nev-
ertheless, it is believed that the use of advanced technologies like 

fully variable valve actuation, 
electric assisted turbochargers in order to supply sufficient pressure at low 
exhaust gas temperatures, 
multiple injection strategies, 
variable nozzle concepts, and 
model-based cycle-to-cycle combustion control 

will help to make practical applications of HCCI engines realistic in the near fu-
ture. 
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7 Conclusions 

The internal combustion engine is by far the most important power train for all 
kind of vehicles today. Up to now there is no alternative to this kind of engine, and 
it is for sure that it will keep its leading position for at least the next three to five 
decades. However, it has to be continuously improved, and great efforts have to be 
made in order to increase efficiency and to fulfill future emission legislation. In 
this context, the reduction of engine-out raw emissions by applying improved or 
new mixing formation and combustion concepts will be one of the key measures 
to keep the internal combustion engine up to date. 

A systematic and precise control of mixture formation with modern high-
pressure injection systems, including fully variable rate shaping, variable nozzle 
geometry, pressure-modulated injection etc., will become crucial for realizing fu-
ture combustion concepts. However, due to of the growing number of free 
parameters, the prediction of spray and mixture formation is becoming in-
creasingly complex. For this reason, the optimization of the in-cylinder processes 
using 3D computational fluid dynamics (CFD) is becoming increasingly 
important. In this book, the state of the art in modeling in-cylinder spray and 
mixture formation processes in internal combustion engines has been presented 
and discussed. This includes the description of the mathematical treatment of two-
phase in-cylinder flows consisting of a continuous and a dispersed phase, the 
derivation of the relevant conservation equations, and the detailed description and 
discussion of all CFD models needed to describe the relevant sub-processes during 
spray and mixture formation. 

The research work that is necessary to develop and to continuously improve 
these models is of great importance for several reasons. Simulation models, which 
have been carefully adjusted to a specific range of boundary conditions, can be 
used to perform extensive parametric studies, which are usually faster and cheaper 
than experiments. Much more important is the fact that despite the higher uncer-
tainty compared to experiments, numerical simulation can give much more exten-
sive information about the complex in-cylinder processes than experiments could 
ever provide. Using numerical simulations, it is possible to calculate the temporal 
behavior of every variable of interest at any place inside the computational do-
main. This allows getting a detailed knowledge of the relevant processes, and is a 
prerequisite in order to improve them. Furthermore, the numerical simulation can 
be used to investigate processes that take place at time and length scales or at 
places that are not accessible and thus cannot be investigated experimentally. Last 
but not least, the research work that is necessary to increase our knowledge about 
the relevant processes and to improve the CFD models, reveals new and unknown 
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mechanisms, and is also the source of new unconventional ideas and improve-
ments. 

Summarizing the situation, it must be pointed out that the predictive quality of 
the models currently used in CFD codes has already reached a very high level, and 
that the use of CFD simulations for research and development activities, concern-
ing enhanced and new mixture formation and combustion concepts, is not only 
useful but already necessary today. For this reason, a continuous improvement of 
existing CFD models as well as the development of models describing new ef-
fects, which arise from the development of new injection systems and injection 
strategies, is absolutely necessary in order to guarantee a detailed and accurate 
modeling of the relevant sub-processes and to increase the predictive quality of 
CFD calculations in the future. 

Based on the critical analysis of the present state of spray and mixture forma-
tion modeling as well as the future demands concerning enhanced and new mix-
ture formation concepts, as discussed in this book, the following aspects represent 
the most important limitations today. For this reason, further research should meet 
the following challenges. 

A major source of uncertainty in CFD calculations using the Eulerian-
Lagrangian description is still the fact that the results are dependent on grid 
size, and that in contrast to the pure Eulerian description of continua a grid re-
finement does not automatically result in more accurate results. As described in 
Chap. 5, the inter-phase coupling of the liquid fuel drops (Lagrangian descrip-
tion) and the gaseous environment (Eulerian description) is the reason for this 
grid dependency. The stronger the local gradients in flow quantities, the more 
important these effects. The Eulerian-Lagrangian description is based on the as-
sumption that the void fraction inside all gas cells is close to one. For this rea-
son, it is not possible to increase grid resolution until the strong gradients in 
flow quantities can be accurately resolved near the nozzle, even if the required 
computer power would be available. If larger or smaller grid sizes than the rec-
ommended ones, for which the sub-models are calibrated, are used, the predic-
tion of inter-phase mass, energy and momentum exchange deteriorates. Fur-
thermore, statistical convergence in the dense spray near the nozzle is usually 
not given. However, there are already promising approaches to eliminate the ef-
fect of grid dependency, Chap. 5. The first group of approaches aims at intro-
ducing appropriate sub-models in the Eulerian-Lagrangian calculation in order 
to provide a more accurate inclusion of sub-grid scale gradients of flow quanti-
ties and to limit numerical diffusion. The second group of approaches aims at 
overcoming the numerical problems in a more direct way by describing the liq-
uid phase in the dense spray region using the Eulerian instead of the Lagrangian 
description. Both approaches show promising results and should be enhanced in 
the near future. The reduction of grid dependency is especially important, be-
cause the more the predictive quality of the CFD models increased, the stronger 
the relative effect of grid dependency. 

Apart from the problem of inter-phase coupling, the numerical grid also influ-
ences the prediction of heat transfer from the in-cylinder gas to the wall. The 
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velocity and thermal boundary layers cannot be resolved by the gas phase grid 
and have to be described by so-called wall functions. Usually the grid cells at 
the wall are too coarse, and the range of applicability of the wall-functions is 
exceeded. A possible approach is to refine the mesh near the walls until the de-
sired grid spacing is obtained. However, due to the strongly changing flow 
quantities, the boundary layer thickness is highly transient and the sizes of all 
wall cells must be adapted dynamically to the required values. This still causes 
considerable problems today. For this reason, a new and completely grid-
independent approach would be highly desirable. 

As discussed in Chap. 6, future mixture formation and combustion concepts for 
diesel as well as gasoline engines will utilize almost exclusively high-pressure 
direct injection. The higher the injection pressure, the more energy for spray 
and mixture formation must be provided by the injection system itself, and the 
more important the influence of internal nozzle flow on primary and secondary 
spray break-up, Chap. 2. Especially the primary break-up, which is responsible 
for the starting conditions of the liquid droplets that penetrate into the cylinder 
volume, is significantly influenced by the three-dimensional turbulent and cavi-
tating flow that emerges from the nozzle holes. Primary break-up models, 
which describe the relevant effects during this first disintegration of the liquid 
jet in the vicinity of the nozzle, are highly desirable in order to eliminate uncer-
tainties regarding the starting conditions of the spray in CFD calculations. To-
day, there are already some promising approaches to solve this problem in the 
case of diesel injection, Chap. 4. However, further research work is necessary 
to extend them for the use in the case of high-pressure gasoline injection. Fur-
thermore, effects like needle seat throttling, flash-boiling, pressure-modulated 
injection, variable nozzle geometry, highly transient operation etc. have to be 
included. The most important problem regarding the modeling of primary 
break-up however is the validation of new models. Due to the very dense pri-
mary spray and the small dimensions, this region is hardly accessible by optical 
measurement techniques. Thus, it is difficult to understand the relevant proc-
esses and to verify CFD models. 

The basic challenge in describing the evaporation process of fuel droplets is the 
choice of an appropriate reference fuel that represents the relevant behavior of 
the fuel. Especially in the case of new tailored synthetic fuels, e.g. for HCCI 
applications, a single reference fuel can often not predict the relevant sub-
processes during evaporation, ignition, and combustion with adequate accuracy, 
and multi-component fuel models become increasingly desirable. A possible 
approach to describe such a multi-component fuel has been presented in Chap. 
4. Compared to the conventional auto-ignition combustion concepts, the igni-
tion delays of HCCI concepts are significantly longer, and in this case detailed 
ignition chemistry models that can predict the two-stage ignition of realistic 
multi-component fuels with sufficient accuracy are also needed. 

Another challenge is the improvement of turbulence modeling. Turbulence 
greatly influences the spray and mixture formation process as well as the sub-
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sequent combustion. The turbulence models used today are usually of semi-
empirical nature, Chap. 3. Different specific flow configurations require differ-
ent sets of model constants. Due to the complexity of turbulence it has up to 
now not been possible to develop a single universal model capable of predict-
ing the turbulent behavior for all kinds of turbulent flow fields. Hence, the pre-
sent models can only be regarded as approximations and not as universal laws. 

A general task is of course the continuous enhancement of all existing models 
as well as the development of new ones in order to achieve a more accurate and 
complete description of the relevant physical and chemical sub-processes dur-
ing spray and mixture formation. However, it must be kept in mind that more 
detailed models are more expensive regarding the consumption of computer 
power and time. Further on, more detailed experimental data are necessary to 
calibrate and verify these models. For this reason, the enhancement of CFD 
models is usually directly coupled with the development of advanced meas-
urement techniques. Thus, a general task for future research regarding CFD-
modeling will also be the continuous enhancement of experimental investiga-
tions. 

Altogether, it can be concluded that the numerical simulation of spray and mixture 
formation processes has already reached such a high level that its use in the vari-
ous tasks related to the prediction and investigation of in-cylinder processes is al-
ready extremely useful today. Due to of the growing number of free parameters of 
modern mixture formation concepts, the optimization of in-cylinder processes is 
becoming increasingly complex and can often no longer be achieved without nu-
merical studies. For this reason, the use of 3D computational fluid dynamics will 
become more and more important in the future. 
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blob-method  86, 130, 131, 132 
cavitation-induced break-up  98, 100 
distribution functions  90 

92
sheet atomization model  109, 133, 
135
turbulence-induced break-up  94, 100 

pulsed injection  (see injection) 

rate shaping  (see injection)
Rayleigh-Taylor break-up  (see 

secondary break-up modeling) 
Reynolds 

number  6 
number (droplet collision)  170 
averaged Navier-Stokes equations  66 

 averaging  67 
 decomposition  66 
 stress tensor  69, 71 

stress models  75 
RNG k-  model  75 

sac hole nozzle  (see nozzle) 
Sauter mean diameter  14, 27 
Schmidt number  150 
secondary break-up  (see break-up)
secondary break-up modeling  114 

droplet deformation and break-up 
137

enhanced TAB model  119 
Kelvin-Helmholtz model  125, 130, 

131, 132 
phenomenological models  115 
Rayleigh-Taylor model  128, 130, 132
Taylor-Analogy break-up  116, 132, 

133, 136 
shear velocity  77 
sheet atomization model  (see primary 

break-up modeling) 
Shell model  198 
Sherwood number  143, 150 
single-point injection  (see injection) 
soot-NOx trade-off  229, 253 
Spalding transfer number  142, 149 
spark-ignition  (see ignition) 
spray 

angle  13, 86, 96, 99, 118 
break-up zone  16 
core length  8, 15 
full-cone  10, 90 
hollow-cone  23, 25, 26, 41, 91, 109 
penetration length  11, 13 
Sauter mean diameter  14 
wall impingement  (see wall 

impingement) 
 equation  81 
 -wall interaction  29 
stochastic parcel method  82, 215 
stratified charge  243, 244,  246 

air-guided technique  248 
spray-guided technique  249 
wall-guided technique  247 

stress tensor  59, 60 
Reynolds stress tensor  69, 71 

substantial derivate  (see material derivate) 
swirl  248 

Taylor number  126 
Taylor-Analogy break-up  (see 

secondary break-up modeling) 

nozzle 

maximum entropy formalsim (MEF)   

model (DDB)  122, 131, 132, 135, 

thermal energy equation  65 
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tumble  248 
turbulence models  72 

k-  model  73 
Prandtl mixing-length model  72 
Reynolds stress models  75 
RNG k-  model  75 

turbulence-induced break-up  (see 
primary break-up modeling) 

turbulent  
 dispersion  166 
 flow  66 
 heat flux  69, 70, 71 
 kinetic energy  74, 167 
 length scale  95, 97 
 Prandtl number  71, 79, 165 
 stress  68, 70, 72 
 time scale  95, 97 
 viscosity  71, 73 

unit injector system  (see injection 
systems) 

unit pump system  (see injection 
systems) 

valve covered orifice nozzle  37 
vena contracta  13, 19, 87, 88 

wall 
film  12, 29, 38, 162 
film evaporation  162 
film modeling  191 
function  76, 164, 165 
impingement  138, 180 
impingement modeling  183 
impingement regimes  181 

Weber number 
droplet collision  170 
gas phase  7, 8, 9, 114, 117 
liquid phase  5 
wall impingement  138, 182, 

183




