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Foreword

Quantitative criminology has certainly come a long way since I was first introduced to a
largely qualitative criminology some 40 years ago, when I was recruited to lead a task
force on science and technology for the President’s Commission on Law Enforcement and
Administration of Justice. At that time, criminology was a very limited activity, depending
almost exclusively on the Uniform Crime Reports (UCR) initiated by the FBI in 1929 for
measurement of crime based on victim reports to the police and on police arrests. A typi-
cal mode of analysis was simple bivariate correlation. Marvin Wolfgang and colleagues were
making an important advance by tracking longitudinal data on arrests in Philadelphia, an inno-
vation that was widely appreciated. And the field was very small: I remember attending my
first meeting of the American Society of Criminology in about 1968 in an anteroom at New
York University; there were about 25-30 people in attendance, mostly sociologists with a
few lawyers thrown in. That Society today has over 3,000 members, mostly now drawn from
criminology which has established its own clear identity, but augmented by a wide variety of
disciplines that include statisticians, economists, demographers, and even a few engineers.

This Handbook provides a remarkable testimony to the growth of that field. Following
the maxim that “if you can’t measure it, you can’t understand it,” we have seen the early
dissatisfaction with the UCR replaced by a wide variety of new approaches to measuring
crime victimization and offending. There have been a large number of longitudinal self-report
studies that provided information on offending and on offenders and their characteristics to
augment the limited information previously available from only arrest data. The National
Crime Victimization Survey (NCVS, formerly the NCS) was initiated in 1973 as an outgrowth
of the Commission’s recommendation to provide a measure of the “dark figure of crime”
that did not get reported to the police. These initiatives had to be augmented by analytic
innovations that strengthen the quality of their data. Inevitably, some data would be missing
and imputation methods had to be developed to fill the gaps. Self-reports were hindered by
recall limitations, and life calendars were introduced to facilitate memory recall.

Economists became interested in crime shortly after Garry Becker, building on the notion
that the “demand” for crime would be reduced by increasing the punishment, or “price.” He
proposed an initial model of deterrence and his successors brought multivariate regression as
a standard tool in criminology. That opened the door to variations such as logistic or probit
models, for analysis of natural experiments when randomized design was not feasible, and
for the use of propensity scores to better match treated and control populations. That brought
time series models and hierarchical models into criminology also.
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Experimentation was used to a limited degree early in criminology, but those experiments
were largely limited to the kinds of psychological treatments that could be tested on a ran-
domly separated treatment and control groups of offenders. Largely under the initiative of
Lawrence Sherman, who led with the Kansas City Preventive Patrol experiment, we have
seen a striking variety of randomized social experiments testing various means of operating
elements of the criminal justice system, including police or courts as well as corrections,
and new methods had to be developed to enhance the validity of those experiments and to
compensate for the difficulty of incorporating a placebo into a social experiment.

Since there were limits to the degree to which one could experimentally manipulate the
criminal justice system, a wide variety of modeling approaches developed. These include
simulation models to analyze the flow of offenders through the system, models of crim-
inal careers, and their dynamics from initiation to termination. Daniel Nagin introduced
trajectory models as an important means of aggregating the dynamics of hundreds of indi-
vidual longitudinal trajectories into a small number of distinct patterns that could capture the
essential characteristics of longitudinal phenomena. Other models included spatial models of
the diffusion of criminal activity within a community or across communities, network models
characterizing the linkages among groups of offenders, and many more.

These are just a sampling of the many analytic innovations that Alex Piquero and David
Weisburd have admirably assembled in this Handbook. This allows someone seeking an
appropriate and innovative method for collecting some new data or for analyzing a particular
set of data to explore a wide variety of approaches that have already been used, and hopefully
to build on them in new ways that will provide an additional chapter for a future edition of the
Handbook.

Alfred Blumstein
Heinz College, Carnegie Mellon University
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CHAPTER 1

Introduction

ALEX R. PIQUERO AND DAVID WEISBURD

Quantitative methods are at the heart of social science research generally, and in criminology/
criminal justice in particular. Since the discipline’s birth, researchers have employed a variety
of quantitative methods to describe the origins, patterning, and response to crime and criminal
activity, and this line of research has generated important descriptive information that has
formed the basis for many criminological/criminal justice theories and public policies. And
in the past quarter-century, the advent and expansion of computers and advanced software
applications has led to a burgeoning of methodological and statistical tools that have been
put to use to address many criminological/criminal justice research issues. In short, the field
of quantitative criminology now routinely employs quantitative techniques of all levels of
complexity, not only to deal with the advances in longitudinal, experimental, and multilevel
data structures but also to study substantive methodological or evaluative concerns of interest
in the criminological/criminal justice community.

Unfortunately, many of the quantitative methods used in criminology/criminal justice
have tended to appear in journal articles and book chapters such that a handbook-oriented
reference guide has not existed that contains, in one volume, many of the important contem-
porary quantitative methods employed in criminology/criminal justice, especially those that
have been developed to study difficult criminological questions, which have been previously
examined using limited and/or inappropriate methodologies applied to particular types of data
structures.

As a result, we reached out to leading quantitative researchers to develop chapters on
many of the important methodological and statistical techniques used by criminologists to
study crime and the criminal justice system. As such, The Handbook of Quantitative Crimi-
nology is designed to be the authoritative volume on methodological and statistical issues in
the field of criminology and criminal justice.

Like handbooks available in other disciplines (economics, psychology, sociology), this
book is designed to be a reference for new and advanced methods in criminology/criminal
justice that provide overviews of the issues, with examples and figures as warranted, for stu-
dents, faculty, and researchers alike. Authored by leading scholars in criminology/criminal
justice, the handbook contains 35 chapters on topics in the following areas that have served
witness to a proliferation of data collection and subsequent empirical research: (1) Innova-
tive Descriptive Methods for Crime and Justice Problems; (2) New Estimation Techniques for
Assessing Crime and Justice Policy; (3) New Directions in Assessing Design, Measurement

A.R. Piquero and D. Weisburd (eds.), Handbook of Quantitative Criminology, 1
DOI 10.1007/978-0-387-77650-7_1, © Springer Science + Business Media, LLC 2010



2 Alex R. Piquero and David Weisburd

and Data Quality; (4) Topics in Experimental Methods; (5) Innovation in Quasi-Experimental
Design; and (6) Nonexperimental Approaches to Explaining Crime and Justice Outcomes.
And although there exists many other methodological and quantitative techniques and issues
in the study of criminology/criminal justice, the coverage of which would have been too dif-
ficult to include in a single handbook, the Handbook of Quantitative Criminology is intended
to provide readers with a useful resource containing a comprehensive and contemporary
treatment of research methodologies used in criminology/criminal justice.

We are honored to have this impressive list of contributors who have taken time out of
their busy schedules and have worked carefully to construct entries in such a manner that
they are as widely accessible as possible to readers of all levels, especially those who are
seeking to learn the basic issues surrounding key methodological and quantitative methods.
In this regard, we asked the chapter authors to follow as common a format as possible to be
illustrative and to help guide readers of all levels of experience. We hope that readers learn as
much about these methods and issues as we have.



Part I-A

Descriptive Approaches for Research

and Policy: Innovative Descriptive Methods
for Crime and Justice Problems



CHAPTER 2

Crime Mapping: Spatial
and Temporal Challenges

JERRY RATCLIFFE

INTRODUCTION

Crime opportunities are neither uniformly nor randomly organized in space and time. As
a result, crime mappers can unlock these spatial patterns and strive for a better theoretical
understanding of the role of geography and opportunity, as well as enabling practical crime
prevention solutions that are tailored to specific places. The evolution of crime mapping has
heralded a new era in spatial criminology, and a re-emergence of the importance of place as
one of the cornerstones essential to an understanding of crime and criminality. While early
criminological inquiry in France and Britain had a spatial component, much of mainstream
criminology for the last century has labored to explain criminality from a dispositional per-
spective, trying to explain why a particular offender or group has a propensity to commit
crime. This traditional perspective resulted in criminologists focusing on individuals or on
communities where the community extended from the neighborhood to larger aggregations
(Weisburd et al. 2004). Even when the results lacked ambiguity, the findings often lacked
policy relevance. However, crime mapping has revived interest and reshaped many criminol-
ogists appreciation for the importance of local geography as a determinant of crime that may
be as important as criminal motivation. Between the individual and large urban areas (such as
cities and regions) lies a spatial scale where crime varies considerably and does so at a frame
of reference that is often amenable to localized crime prevention techniques. For example,
without the opportunity afforded by enabling environmental weaknesses, such as poorly lit
streets, lack of protective surveillance, or obvious victims (such as overtly wealthy tourists or
unsecured vehicles), many offenders would not be as encouraged to commit crime.

This chapter seeks to make the case for crime mapping as an essential tool in the exam-
ination of criminal activity; it also charges mainstream criminology to re-engage with the
practitioner interest in spatially targeted crime prevention. In the next section, I briefly outline
the theoretical support for a spatial approach to the crime problem and warn of the nega-
tive outcomes that can potentially arise by ignoring the spatial dimensional of crime. After
a basic primer in mapping crime locations, the chapter looks at different ways that crime
hotspots can be identified. It also discusses the benefits of spatio-temporal crime mapping.

A.R. Piquero and D. Weisburd (eds.), Handbook of Quantitative Criminology, 5
DOI 10.1007/978-0-387-77650-7_2, © Springer Science + Business Media, LLC 2010



6 Jerry Ratcliffe

The final section considers the future of crime mapping, both within the practitioner arena
and the academic sphere, concluding that a closer relationship between academics versed in
environmental criminology and the crime control field provides the best mechanism for main-
stream criminology to regain relevance to practitioners and policy makers. Readers looking
for extensive statistical routines, a “crime mapping for dummies” or a checklist of mapping
requirements will be disappointed as there are few equations and no elaborate discussions of
parameter choices; however, there is a section at the end of the chapter that will serve to point
the reader to these resources. Furthermore, this chapter should be read in conjunction with the
excellent chapter by Bernasco and Elffers in this book.

DEVELOPING A SPATIAL UNDERSTANDING

The earliest studies that explicitly explored the role of geography in the distribution of crime
immediately noted various spatial relationships (see the discussions in Chainey and Ratcliffe
2005, and Weisburd et al. 2009). Both Guerry (1833) and Quetelet (1842) examined nation-
wide statistics for France, the latter identifying that higher property crime rates were reported
in more affluent locations, and that seasonality had a role to play in crime occurrence. British
government studies followed, but data were only collected for large administrative units, and
local crime data at the neighborhood (or smaller) level were not available. Shaw and McKay
(1942) resolved this issue by mapping juvenile delinquents by hand for Chicago, Philadelphia,
and other cities. It is hard to imagine the effort that went into both data collection and address
verification for their map showing individual dots for the distribution of 5,859 juvenile delin-
quents in Philadelphia (1942); however, as a result of their painstaking work Shaw, McKay,
and their graduate students were able to confirm patterns they had previously observed in
Chicago. These patterns suggested delinquency rates varied by zones of community char-
acteristics that, they hypothesized, were the result of city expansion and migration patterns
within cities over time. They found these patterns to be “regular and consistent” and that
“in the absence of significant disturbing influences the configuration of delinquency in a city
changes very slowly, if at all” (1942: 222).

Guerry, Quetelet, and the research team at the Chicago School (at the University of
Chicago’s sociology department) where Shaw and McKay did their pioneering work were all
hampered by the requirement to conduct their research by hand. The early foundations of dig-
ital mapping technology that emerged in census bureaux in the 1970s — foundations that were
built from the development of computer technology — gave little indication of the potential
to follow. Early attempts to map crime using digital processes were hampered by techno-
logical and data limitations (Maltz et al. 1991; Weisburd and McEwen 1997), organizational
issues (Openshaw et al. 1990), an inability to convert digital addresses into points on a map
(Bichler and Balchak 2007; Harries 1999; Ratcliffe 2001, 2004b) and the functional obsta-
cle that many police and criminal justice databases were simply not organized to record the
address or other spatial information in a usable format (Ratcliffe and McCullagh 1998b). In
recent years, technological limitations have largely melted away and organizational hurdles
are being increasingly addressed (for example, the role of crime analysts in police depart-
ments: Taylor et al. 2007), such that crime mapping has seen a surge in adoption, especially
among larger US police agencies (Weisburd and Lum 2005).

Prevention requires criminal justice agencies to be proactive rather than reactive, and
proactivity requires the ability to predict crime hotspots and concentrations. Prediction is
rarely possible from individual events, thus there is a direct link between prevention and
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patterns of criminality, in the form “prevention requires proactivity requires predictability
requires patterns” (Ratcliffe 2009). The importance of identifying patterns as a precursor to
effective crime prevention has been identified by practitioners who recognize the inherent
ability of crime mapping to identify patterns and hotspots, taking advantage of Tobler’s first
rule of geography, that “Everything is related to everything else, but near things are more
related than distant things” (Tobler 1970: 236).

The growth of interest in crime mapping from police departments has thus spurred prac-
titioners to seek out both theoretical explanations for the patterns they see and remedies to the
crime problems that plague the communities they police. Many crime prevention practitioners
have thus been drawn to environmental criminology researchers, an eclectic group of crime
scientists that are bringing a fresh and practical perspective to the problem of crime (for a
list of the most prominent environmental criminologists/crime scientists, see the preface to
Wortley and Mazerolle 2008). This expanding group actively engages with police and crime
prevention agencies and does so armed with theories that lend themselves to crime prevention
solutions, including; routine activity theory (Cohen and Felson 1979; Felson 1998), the ratio-
nal choice perspective (Clarke and Felson 1993; Cornish and Clarke 1986; 1987), and crime
pattern theory (Brantingham and Brantingham 1993). An understanding of these theoretical
positions enables practitioners and action-oriented researchers to promote a range of practical
and direct interventions that may reduce crime.

Each of these theoretical statements articulates a model for the interaction of offenders
with crime opportunities, opportunities that are of varying attractiveness and distributed in a
nonrandom manner across both place and time. Monthly and seasonal trends have long been
documented (Harries 1980); for example, there is an increase in domestic violence (Farrell and
Pease 1994) and violent crime (Field 1992) during summer months, while commercial rob-
beries can increase during the winter (van Koppen and De Keijser 1999). Changes are even
detectable hour-by-hour; vehicle crimes concentrate at night in residential neighborhoods but
during the middle of the day in nonresidential areas (Ratcliffe 2002), and Felson and Poulsen
(2003) found robbery tends to be an evening activity (though there was variation among the
13 US cities they studied). These findings all have potential policy implications; for exam-
ple, with the timing of police directed patrol strategies, improvements to street lighting, and
whether cities invest in surveillance cameras with night vision capability.

The introduction of spatially oriented research agendas has helped to address a growing
problem of aspatiality in criminological research. Issues of spatial concentration are funda-
mental to crime mapping, yet many researchers are happy to labor along with tools that do
not include a measure of, or control for, the spatial autocorrelation of values measured within
areas (Arbia 2001; Cliff and Ord 1969). Spatial autocorrelation relates to the degree of depen-
dency between the spatial location and the variable measured at that location (Chainey and
Ratcliffe 2005). This spatial dependency could mean that the crime rate in one census area
is partly influenced by the crime rate in a neighboring tract; for example, a drug set may sell
drugs in one area and their presence may influence the growth of a drug market in the neigh-
boring location. An OLS regression model could incorporate the existence of both drug sets
in the model, but could not account for the interaction affect. Research that ignores the reality
that crime problems and socio-demographic characteristics from one area can influence the
volume of crime in another area can run afoul of the problem of independence. Traditional
aspatial analytical techniques, such as OLS regression, can often be statistically unreliable
unless this issue is explicitly addressed because, as Ward and Gleditsch (2008) point out, fail-
ing to account for first order correlation in the dependent variable will tend to underestimate
the real variance in the data, increasing the likelihood of a Type I statistical error.
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Numerous solutions to this problem exist and are increasingly becoming mainstream
research tools for spatially aware researchers. Examples include the use of geographically
weighted regression (Cahill and Mulligan 2007; Fotheringham et al. 2002), by incorporating
a localized spatial lag measure to control for crime spillover effects (see Anselin 1988, 1996;
Anselin and Bera 1998; with crime examples in the work of Andresen 2006; Martin 2002;
Mencken and Barnett 1999), or through the adoption from regional science of two-stage least
squares processes to estimate spatial effects (for example, Land and Deane 1992).

A secondary concern for researchers who fail to demonstrate spatial awareness is the
modifiable areal unit problem (MAUP) (Bailey and Gatrell 1995; Openshaw 1984). The
MAUP exists “where the results of any geographic aggregation process, such as the count
of crimes within a set of geographic boundaries, may be as much a function of the size, shape
and orientation of the geographic areas as it is of the spatial distribution of the crime data.
In essence, when thematically mapped, different boundaries may generate different visual
representations of where the hotspots may exist” (Chainey and Ratcliffe 2005: 151-152).
Unfortunately, some researchers in the past have appeared either unaware of the MAUP or
chose to ignore its potentially serious implications. Recognition of the MAUP has prompted
the crime mapping community to employ hotspot mapping techniques that are not influenced
by police beats, census tracts, or any other arbitrary administrative boundaries within the study
region. These techniques enable crime mappers to see the underlying distribution of crime
unhindered by the necessity to aggregate to areas that are unrelated to the crime problem
(Chainey et al. 2003; Chainey et al. 2008; Ratcliffe and McCullagh 1999).

When cognizant of some of the forementioned issues, crime mapping provides the oppor-
tunity for greater insight into the spatial and temporal distributions of crime than just about
any other technique available, at least for high volume crime, and it is of benefit to the research
community as well as the practitioner and professional world. The next section of the chapter
provides a brief overview of the basics of plotting crime events.

GETTING CRIME ONTO A MAP

It is still possible to conduct rudimentary crime mapping by sticking pins into maps; but crime
data (both collectively and individually) contain a wealth of spatio-temporal information.
Unless the data are computerized and analyzed using appropriate software, statistical tests
and descriptive processes, that information will remain largely unavailable to both researchers
and practitioners. The appropriate software solutions are commonly referred to as geographic
information systems, or GIS.

GIS retain spatial information in three main ways: data are stored as points, lines or
polygons." A map of points could show school locations, bars or crime events. Lines can
be used to map streets, railway lines, or routes that an offender might have taken between
home and a crime location. Polygons are used to store all areal information. For example,
census data, while collected from individuals and households, are distributed as polygons to

! An additional data structure is common outside of the crime field; the raster. A raster-based data model ‘represents
spatial features using cells or pixels that have attribute information attached to them’ (Chainey and Ratcliffe 2005:
43). Rasters are common in many areas of geography; however, crime researchers tend to overwhelmingly favor the
vector approach of points, lines and polygons. Both approaches have their advantages and disadvantages and are
not mutually exclusive.
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protect the privacy of individuals and so that individual houses within a census unit cannot
be identified. While spatial data are retained as points, lines and polygons, attribute data are
vital if the spatial information is to have more than superficial value. Within a GIS, attribute
information is stored in table form while an index maintains a link to the appropriate spatial
data. For example, a point on a map might indicate a burglary location while the associated
attribute data will list the type of crime, the time of the offense, the value of property stolen,
and the details of the police unit that responded. The ability to search and filter attribute
information provides considerable value to a crime analyst wishing, for example, to map only
late night assaults or thefts of a particular model of car.

Crime event locations are stored as points the vast majority of the time, and this requires a
process to convert the address location of a crime into a point on a map. Crime data are mapped
by a process called geocoding. Geocoding involves interpreting an address location and either
scouring a database of possible matching addresses (known as a gazetteer), or using a com-
puter algorithm to identify a suitable street line segment with an appropriate number range
and street name and from this interpolate a likely location of the street address in question.
For the latter to take place, the street lines of the city or area under examination must have
been previously mapped, and the necessary attribute information (street name, house numbers
and so on) added to the attribute file. Fortunately, for most advanced economies? countries,
these files are available either freely or from commercial companies.

If the geocoding process is successful, the result is usually a location in Cartesian
coordinates (x — y),’ and the GIS uses these coordinates to locate the crime in relation to
other spatial data sets being mapped (Ratcliffe 2001). This means that a crime event can be
viewed on a map relative to its proximity to bars or restaurants, sports stadiums or police
stations (if these locations have also been geocoded). The geocoding hit rate (the percent-
age of address locations that has been successfully geocoded) is used to indicate the success
rate of the geocoding process. Estimates vary, but one quantitative estimate suggests that at
least 85% of crime events must be geocoded for subsequent maps to retain overall accu-
racy (Ratcliffe 2004b). This being said, experienced police departments and researchers can
regularly achieve geocoding hit rates of 95% or better. Geocoded crime locations can be
viewed individually, as a group of dots with other crime events, or can be aggregated to poly-
gons. Using a point-in-polygon counting process, the number of crimes occurring in police
beats or census tracts can be calculated — simply the number of points that fall within each
boundary area.

GIS differ from mapping tools such as Google Maps or Microsoft MapPoint in that
a GIS is able to answer complex spatial questions over different spatial data sets. Spatial
questions typically come in the form of spatial relationship queries, with terms such as “near,”
“close,” and “within”; for example, “Do robberies cluster near bars?” “Are sexual assaults
concentrated close to red-light districts?” and “What percentage of car thefts are within the
Central Business District?” It is this ability to pose queries of a spatial nature that differentiates
a GIS from mapping programs, most online applications, and cartographic software packages.

2 ‘Advanced economies’ is a term used by the International Monetary Fund. The current 32 countries on the list (at the
time of writing) would be the most likely countries to have street indices for most of the country.

3 Projected coordinate systems, where locations are identified with x-y coordinate pairs, are preferable because they
enable simple distance calculations between points; however, geographic coordinate systems that locate places with
latitude and longitude coordinates are still used in some crime mapping applications. A useful reference and free
download online is Harries (1999); see http://www.ncjrs.gov/html/nij/mapping/pdf.html.
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There are various commercial software solutions available, but the two main GIS programs
come from the Pitney Bowes Maplnfo (MapInfo) and the suite of ArcGIS programs available
from Environmental Systems Research Institute Inc. (ESRI). These GIS are large, powerful
and complex with steep learning curves. They are also rather unforgiving of mistakes and
often lack defensive features that allow a user to roll-back errors. Training is therefore always
recommended, unless the user is particularly resolute, foolhardy, or can tolerate a fair degree
of frustration!

Much of the value in using a GIS for crime mapping emanates from the ability to inte-
grate different spatial data sets into a single analysis. Crime events displayed on their own
rarely tell the whole story. Additional data sets that can enhance understanding of the crime
layer might include the locations of taverns or bars if the user believes they may be driving
late night violence, the locations of parks and abandoned places if the user thinks they encour-
age illicit drug use, or the inclusion of particular census data if it is believed that increased
crime is related to higher numbers of juveniles living in the vicinity. Theory therefore drives
the selection of supplemental data sets that help us to understand crime distributions found
in our primary data sets (Eck 1997), and this places an additional requirement on crime map-
pers. It is not sufficient to understand crime mapping to be a good analyst; understanding the
theories of environmental criminology is also vital if the underlying patterns of behavior that
drive the crime picture are to be accurately interpreted. With access to spatial crime data, a
grasp of environmental criminology theory, and a suitable research tool (GIS), it is possible to
engage in exploratory spatial data analysis (ESDA) of crime patterns (a useful reference for
ESDA is found in Bailey and Gatrell 1995).

CRIME HOTSPOTS

One of the most common and innovative uses of crime mapping is to aggregate numerous
crime events into hotspot maps. As explained earlier, aggregation to administrative units can
run afoul of the MAUP: using different boundaries can result in significantly different maps.
For much police operational work, this is not a problem for the user; police departments are
often interested in the volume of crime in beats or districts, and city managers take interest in
the crime level in city neighborhoods. Point-in-polygon aggregation, as can be conducted by
any GIS, will easily complete this task. However the MAUP does pose a significant barrier to
accurate data interpretation for people wishing to study a problem in greater depth.

Of considerable interest to researchers, and increasingly to more sophisticated crime
prevention practitioners with a nuanced understanding of crime problems, is the use of tech-
niques that do not force crime events to be the members of a group of fixed boundaries. Such
techniques include spatial ellipses (Craglia et al. 2000), grid thematic mapping, and contin-
uous surface maps using techniques such as kernel density estimation (Chainey et al. 2008:
this citation also serves as a useful quantitative evaluation of these techniques). These new
approaches free the geographer from artificially constraining hotspot areas to comply with
local areal boundaries, boundaries that often mean little to police, offenders or the commu-
nity. The resulting maps do ask more from the mapper as regards the selection of parameters
(Eck et al. 2005), especially “when little regard is given to the legend thresholds that are set
that help the analyst decide when a cluster of crimes can be defined as a hotspot. This visual
definition of a hotspot being very much left to the ‘whims and fancies’ of the map designer”
(Chainey et al. 2003: 22). As a result, some understanding of the underlying process to aid
parameter selection is required.
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Robbery in Philadelphia, 2005
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FIGURE 2.1. Philadelphia robbery hotspots, from quartic kernel density estimation.

These hotspot surface maps are reminiscent of weather maps found in newspapers and
on television. Areas that are shaded with the same color (or in the example of Fig. 2.1, same
shade of grayscale) are deemed to contain approximately the same density or frequency of
crime. An example is found in Fig. 2.1. This map shows 2005 robbery hotspots for the City
of Philadelphia, PA, and is constructed using the kernel density estimate interpolation rou-
tine available from the software program, CrimeStat,* to produce intensity calculations g(x)
such that;

3 a7’
glxj) = Z (Wi li] [W] 2

where dj; represents the distance between a crime location and a reference point (usually the
centroid of a grid cell), & is the bandwidth (radius) of a search area beyond which crime events
are not included in the calculation, W; is a weighting and /; an intensity value at the crime
event location (see Levine 2007).

Hotspot surface maps such as shown in Fig. 2.1 are often at the nexus where crime
prevention practitioner and academic researchers differ on the next stage of an analysis.
The divergence is grounded in the need for different outcomes. Practitioners often recog-
nize that a substantial density of crime in a location is sufficient information to initiate a more
detailed analysis of the problem regardless of statistical significance or any consideration of

4 For the technically-minded, the city was divided into grid cells such that there were at least 250 columns, and then
a quartic kernel estimation process was applied with a bandwidth of 2,000 feet.
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the population at risk. Academic thinking is often engrossed in considering if this clustering
of crime is meaningfully non-random, and if the patterns observed are still present once the
analysis has controlled for the population at risk or other key demographic features of the
broader community or regional structure.

For academic researchers, it has long been known that the issue of determining a popu-
lation at risk is particularly problematic for crime (Boggs 1965). Too often, a simple measure
of total number of people living in an area is used even when, as Keith Harries points out,
the “uncritical application of population as a denominator for all crime categories may yield
patterns that are at best misleading and at worst bizarre” (1981: 148). The problem can be
demonstrated with a couple of examples. When examining crime in general, one might detect
differences in crime incidence rates (the number of crimes per person in the population of
the area) which may be related to the area prevalence rate (proportion of victims amongst the
population) and/or the area crime concentration rate, an indication of the number of victim-
izations per victim (Hope 1995; Trickett et al. 1995). However, the denominator for residential
burglary might be better represented as the number of occupied households, given populations
shift throughout the work day and over weekends (Harries 1981).

Vehicle crime presents particular challenges, as the appropriate denominator for vehicle
thefts would usually be the number of vehicles available to steal; however, this is confounded
by dynamically changing patterns of vehicle location during the day compared to at night, the
number of vehicles in private and public garages that could be considered unavailable for theft,
the availability of street parking places and so on. Similarly, studies of aggravated assaults
in entertainment areas are best when the appropriate control is a measure of the number of
people in the area at the time; the residential population (as is usually available from the
census) tells the researcher little about the real number of people outside nightclubs at 2 a.m.
This denominator dilemma is the problem associated with identifying an appropriate target
availability control that can overcome issues of spatial inequality in the areal units used to
study crime.

Andresen (2006) addressed this denominator dilemma in Vancouver, BC with an imagi-
native approach to vehicle theft, burglary and violent crime using both residential and ambient
populations as denominators, the latter providing daily estimates of a population in a spatial
unit and calculated from the LandScan Global Population Database, at a resolution of one
square kilometer. This approach is, however, not easily available for everyone, is computa-
tionally demanding, and is limited in terms of spatial resolution currently available. For many
of the theoretical explanations of criminal activity mentioned earlier in the chapter, the size
of a LandScan grid square may be at present too coarse for a detailed picture of criminal
behavior.

Denominator issues aside, statistically significant crime hotspots can be determined with
various spatial tools that are able to explain more about an individual datum point or area
in relation to the spatial dependency of the location with neighboring places (Chainey and
Ratcliffe 2005). Improved data quality now allows for analysis at a finer spatial resolution
across numerous regimes of spatial association (Anselin 1996). For example, the geograph-
ically weighted regression technique is able to model and quantify significant non-static
variation across independent variables (Fotheringham et al. 2002).

The most common spatial significance tool is the local variant of the Moran’s I statistic
(Anselin 1995, 1996; Moran 1950) with more recent variants that consider population density
(Assuncao and Reis 1999; Oden 1995). For example, the local Moran’s I has been used to
explain spatial characteristics of homicide (Mencken and Barnett 1999; Messner and Anselin
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2004; Messner et al. 1999). The global Moran’s I statistic is a linear association between a
value and the weighted average of neighboring values, and its takes the form:

1 .
I = E;W,-jz,-zjvl £ j

where W;; is a vector from a connectivity weight matrix W' that is zero for all non-neighbors
and a row-normalized value for all neighbors such that the sum of all vectors for a single
spatial unit W; is one, and z is a standardized variable under examination (from Ward and
Gleditsch 2008). Closely related to this, the local Moran’s I statistic for an observation i is
defined as:

L =) wjzjVjeli
J

where only neighbors of i are included in the summation, and where w; = 0 (see Anselin
1995). Local Moran’s I (and similar statistics such as the Getis and Ord Gi*, see Getis and Ord
1992) provides a mechanism to make inferences about a population from a sample. It can be
argued that if a crime analyst has access to all recorded crime, then the analyst does not have
access to a sample but the actual population of all events. In this case, statistical inference is
not required; however, as Fotheringham and Brunsdon (2004) argue, sampling inference is not
the only value of a statistical test. Crime analysts may also be interested in the value of process
inference, where “the null hypothesis is a statement about the data-generating process rather
than about the population” (p. 448). For example, the positive relationship between alcohol
establishments and crime has been known for some time (Murray and Roncek 2008; Roncek
and Maier 1991), and even with all recorded crime and a map of all bar locations, there is
value in knowing if the relationship is beyond a spurious or coincidental one.

Taking the Philadelphia example from Fig. 2.1, even though we have all of the recorded
robbery data for the city, there is still value in identifying significant clusters as a starting point
to exploring the underlying conditions that might be fuelling hotspots. While a global Moran’s
I test can show that crime events cluster in a non-random manner, this simply explains what
most criminal justice students learn in their earliest classes. For example, a global Moran’s
I value (range —1 to 1) of 0.56 suggests that police sectors with high robbery counts adjoin
sectors that also have high robbery counts, and low crime sectors are often neighbors of other
low crime sectors. This is hardly a surprise given what can be seen in Fig. 2.1.

Figure 2.2 uses the same robbery data, this time aggregated to the 419 sectors of the
Philadelphia Police Department. This time, a local indicator of spatial association (LISA) is
applied (Anselin 1995, 1996; Getis and Ord 1996; Ord and Getis 1995). The most common
LISA is the local Moran’s I (mentioned earlier), an approach that enables us to identify clus-
ters of high crime areas based on their locational similarity and crime rate similarity. This
is done with the construction of a spatial weights matrix that identifies a spatial relation-
ship, often contiguity, between areal units (Anselin et al. 2008). In other words, areas that are
neighbors are deemed to be spatially close. Monte Carlo simulation techniques can be used
to determine if crime rates cluster in a variety of ways (Besag and Diggle 1977; Hope 1968;
Mooney 1997; Ratcliffe 2005). If a group of neighboring areas are found to have concentrated
levels of high crime such that the chances of discovering these patterns by random is highly
unlikely, then these areas are not only statistically significant, but also are worthy of further
research and inquiry.
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Robbery in Philadelphia, 2005 '
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FIGURE 2.2. Philadelphia robbery clusters, statistical significance estimated with local Moran’s 1.

In Fig. 2.2, there are small clusters of high robbery areas in south and southwest
Philadelphia, and a larger robbery problem in the inner north and northeast of the city. The
northwest, in the area of Fairmount Park (a large public park) and smaller areas of the periph-
ery of the city limits are shown to have clusters of low robbery police sectors.’ The global
Moran’s I value of 0.56 indicates a general clustering as expected; however, the local Moran’s
I LISA approach indicates areas of statistically significant clusters where robberies are higher
or lower than would be expected if robberies were randomly distributed around the city sec-
tors. These could form the basis for a more detailed and spatially focused study. The chapter
in this book by Bernasco and Elffers discusses in greater depth other approaches to, and
measures of, spatial autocorrelation.

SPATIO-TEMPORAL CRIME MAPPING

At present, the most under-researched area of spatial criminology is that of spatio-temporal
crime patterns. It would appear that significant research activity is still focused on fine-tuning
methods of crime hotspot detection (Chainey et al. 2003) and geographic determination of
crime clusters (Murray and Roncek 2008) while the temporal component of the underlying

5 Again for the technically-minded, the output was created using a first order, Queen’s contiguity spatial weights
matrix, with pseudo significance limit set at 0.01 with 999 permutations. The software used to perform the analysis
was the freely-available GeoDa. For map clarity and simplification, areas of low robbery surrounded by high robbery
count, and high surrounded by low are not indicated.
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crime distributions has languished as a largely ignored area of study. This is a shame, given
the wealth of information that can be gleaned from an understanding of spatio-temporal crime
mapping. Originating with the work of Hagerstrand (1970), time geography provides a con-
ceptual framework for understanding constraints on human activity and how participation in
activities (such as crime) is influenced by the constraints imposed by space and time (Miller
2005). As the relevant actors — victims, offenders, guardians, and place managers — adjust
their relative densities over time and around specific places, the opportunities for crime shift
and coagulate. These coagulations of crime opportunity, where victims and offenders come
together in greater concentrations, help explain crime hotspots around bars late at night, in
downtown areas of cities during weekend evenings, and in city centers during the work-
day. Temporal constraint theory provides a model to understand these shifting patterns and
consider crime prevention solutions (Ratcliffe 2006).

The repeat victimization literature provides a direct indication of the temporal element
of crime as a research frontier with significant policy significance. With regard to burglary,
repeat victimization occurs when the location of a previous burglary is later targeted again.
Early research into repeat victimization identified that “the chance of a repeat burglary over
the period of one year was around four times the rate to be expected if the events were inde-
pendent” (Polvi et al. 1991: 412). The same study found that the rate within a month of an
initial event was over twelve times the expected rate, declining over the next few months.
While a body of research that has been largely ignored in the US, further research has high-
lighted the crime prevention benefits of addressing repeat victimization (Farrell et al. 1998;
Farrell and Pease 1993; Laycock 2001; Pease 1998), with one project in the UK being spectac-
ularly successful at reducing crime (Forrester et al. 1988). From a crime mapping perspective,
the existence of discernable repeat victimization timelines emphasizes the multidimensional-
ity of crime: patterns are identifiable not only in terms of x and y coordinates, but also on a
temporal plane.

While largely ignored by the crime mapping fraternity for many years (Lersch
2004), there is a growing number of techniques that incorporate a spatio-temporal analyti-
cal capacity. Even when the exact time of a crime is not known (such as with many burglaries
or vehicle thefts), aoristic analysis (Ratcliffe and McCullagh 1998a) can be employed to cal-
culate the probability that an event occurred within given temporal parameters, and sums the
probabilities for all events that might have occurred to produce a temporal weight in a given
area (Ratcliffe 2000). This technique has identified that many crime hotspots display tempo-
ral or aoristic signatures (Ratcliffe 2002), signatures that can be combined with the spatial
pattern of the crime hotspot to identify effective crime reduction strategies (Ratcliffe 2004c¢).
The aoristic value (t) can be calculated as:

A

C Bi—ai

where i(«, ) is a crime incident with start time (o) and end time (f), s is a temporal search
parameter with start time () and end time (8), A represents a temporal unit (e.g., 1 min,
hour, or day), start times () are rounded down to unit A end times (B) are rounded up to
unit A, and where i (@, 8) U s. Individual aoristic values, for example, hour by hour, can be
mapped for a single crime event of undetermined time, or the aoristic value can be used as
a weighting parameter in a kernel density estimation surface (see Ratcliffe 2002, for more
details and an example).

Figure 2.3 shows statistically similar clusters for vehicle thefts across Philadelphia in
2005. Comparing this image with Fig. 2.2, it can be seen that the large cluster is in the same

lis
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FIGURE 2.3. Significant vehicle theft clusters, with temporal signature charts for vehicle theft and robbery calls for
the main high crime cluster. Charts show hourly call volume from 0000-0059 to 2300-2359.

area for both robbery and vehicle theft. The two side graphics in Fig. 2.3 isolate the crime
events that occurred in this cluster area (loosely identified with a rectangle) and chart the event
time on a bar chart. The charts show 24 vertical lines, each reporting the volume of crime calls
for service in each hour of the day. The leftmost bar shows the volume from midnightto 1 a.m,
1 am to 2 a.m., and so on across to 11 p.m. to midnight on the far right. It can be seen that
the temporal pattern of robbery calls is significantly different to vehicle theft calls.®

Issues of spatio-temporality and repeat victimization feature in the latest insight from
the crime mapping research front: the near repeat phenomenon. Near repeat victimization
stems from the realization that when a home is burgled, the risk of further victimization is not
only higher for the targeted home, but also for homes nearby. As with repeat victimization,
near repeat victimization also has a time period that appears to decay after some weeks or
months. This communication of risk to nearby locations was first examined by Shane John-
son, Kate Bowers, and Michael Townsley and colleagues (Bowers and Johnson 2004; Johnson
and Bowers 2004a, b; Townsley et al. 2003). While the exact spatio-temporal parameters of
the infectiousness of burglary differ from place to place, the British and Australian studies
were similar enough (usually a month or two and for a few hundred meters) to merit a multi-
national comparison. This collaborative venture confirmed the consistency of the near repeat
phenomenon across different countries (Johnson et al. 2007). Early studies concentrated on
burglary; however, recent work has identified a near repeat pattern with shootings in Philadel-
phia (Ratcliffe and Rengert 2008) and even in the spatio-temporal distribution of improvised
explosive device attacks on coalition forces in Baghdad (Townsley et al. 2008).

6 Cluster map created using the same parameter choices as for Fig. 2.2. In Fig. 2.3’s temporal charts, please note the
change in vertical scale.
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The preventative value of the near repeat phenomenon is still being uncovered. Informed
by near repeat patterns, researchers have developed predictive mapping approaches that give
greater weight to more recent and local crime, thus creating predictive hotspot maps that are
more accurate predictors of short-term crime problems (Bowers et al. 2004; Johnson et al.
2009). Software to allow analysts to examine the near repeat phenomenon in their own data
is now freely available with the Near Repeat Calculator (details available at the end of this
chapter).

All of this evidence suggests fascinating new frontiers for crime analysts wishing to use
mapping to explore beyond the flat two-dimensional patterns of crime events. The introduc-
tion of the temporal characteristics of crime opens up a range of avenues that are not only
interesting from a theoretical sense, but also have real possibilities in better understanding
and preventing crime and criminality.

CHALLENGES FOR THE FUTURE

The most prominent requisite to a lecturer, though perhaps not really the most important, is a good
delivery; for though to all true philosophers science and nature will have charms innumerable in
every dress, yet I am sorry to say that the generality of mankind cannot accompany us one short
hour unless the path is strewed with flowers.”

When conducted correctly and with attention to detail and clarity, mapping can “strew flow-
ers” across a wide variety of fields, and succinctly convey information in a format that is
ideally suited to operational decision-making. The power of maps to convey both spatial
(Tufte 2001) and spatio-temporal (Dorling and Openshaw 1992; MacEachren 1994; Peuquet
1994) information is well-known; what is also known by some cartographers is the capac-
ity of poorly designed maps to be erroneous and misleading (Monmonier and Blij 1996).
Spatio-temporal information can be effectively understood in map animation form (Dorling
and Openshaw 1992), yet both training and tools are still too underdeveloped for mainstream
use of animation within the policing domain. Even with basic maps that are now easy to create,
few academics or police analysts receive any training in map design, computer graphics, or
even basic cartography. The result is often an underwhelming map that fails to convey the key
information and leaves the map reader confused rather than enlightened. Too often, the analyt-
ical community fixates on analytical techniques to the detriment of the vital role of the analyst:
the conveyance of analysis and intelligence to influence decision-making (Ratcliffe 2008).

While crime mapping has become a clear subfield of both geography and criminal jus-
tice, many questions and problems remain. One particular problem among crime analysts is
the incorrect tendency to map real values with choropleth (thematic) maps, resulting in the
misleading impression that is often given by larger or unequal areas (Harries 1999). One easy
solution is to map the location quotient:

ai
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7 Michael Faraday, chemist, physicist, 1791-1867. From personal letters quoted in Thompson (1898).
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where ¢ is the frequency of crime and a is the area of a subset location (i) of a larger
region (R). When mapped with a diverging visual scale, the map can show crime areas at the
expected region-wide rate, areas that have lower levels of crime, and areas that are “hotter”
than expected. First introduced to the criminological field by Brantingham and Brantingham
(1993), location quotients have been recently used as a preliminary stage of more complex
analyses of drug market distribution (Rengert et al. 2005; McCord and Ratcliffe 2007).

Other problems surround the appropriateness of the many different techniques available
to analyze crime patterns. As police executives and decision-makers in the criminal justice
system become more interested in predictive mapping and using intelligence-led policing to
anticipate crime problems, the relative accuracy of different hotspot techniques has become
a significant policy issue. Tools such as the prediction accuracy index (Chainey et al. 2008)
are first steps in a direction that should provide greater clarity to analysts seeking predictive
crime mapping that is statistically and empirically robust. Continued development into spatio-
temporal patterns would appear to be a fertile research avenue with real policy implications,
and with enough enthusiasm from the practitioner community we may find that GIS vendors
start to develop software that will enable easy creation of animated maps of crime.® Without
easy animation processes, it is unlikely that decision-makers and policy makers will be as
engaged as they should with the temporal and spatio-temporal aspects of crime. Understand-
ing the spatial dimensions of crime flux over time is a key component of cost-effective crime
reduction in many situations.

Further theoretical enhancements that will in future provide a better idea of the spatial
extent of noxious locations are in need of development. For example, it is well known that
some bars and other licensed premises are not only the crime attractors and generators at their
specific location, but they also influence the formation of crime hotspots in their immediate
vicinity, with an influence that decays as distance from the specific site increases. The spatial
extent of the decay is still indistinct; moreover, the mechanism to accurately assess the noxious
influence of crime generating places is not yet clear.

As Ron Clarke noted, “Quite soon, crime mapping will become as much an essential
tool of criminological research as statistical analysis is at present” (Clarke 2004: 60). This
may be the case; however, it is apparent that much crime mapping potential is not currently
realized. In a survey of the American crime analysis field, researchers found that few analysts
engaged in true analysis but rather conducted basic management statistics and descriptive
work (O’Shea and Nicholls 2002). Wilson charted by social science discipline the percentage
of articles published from 1996 to 2005 that used some form of mapping or spatial analysis.
While showing a “healthy growth” (Wilson 2007: 140), the percentage never crept above 0.1%
for any field, including criminology and sociology.

The power of GIS lies in the ability of the researcher to discover the underlying patterns
and characteristics of crime clusters and for practitioners to target high crime areas with effec-
tive crime prevention measures (Anselin et al. 2008). Crime mapping itself should rarely be
the end of the analytical process. Researchers should be familiar with spatial statistics in order
to differentiate between random patterns and characteristics of the data that are truly worth
exploring (the Bernasco and Elffers chapter on spatial statistics in this book will serve as a
good start). Equally, crime analysts should understand that crime mapping is but one stage
in an intelligence-led crime reduction process; there is still a requirement to influence the

8 As an example, an animated map showing hour-by-hour changes in violent crime hotspots in Camden, NJ, is
available to download from the chapter author’s web site at www.jratcliffe.net/var/violence.wmv.
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thinking of decision-makers and steer them in the direction of effective crime reduction tac-
tics. This will not only impact on the training requirements of crime analysts, but also on
police managers (Ratcliffe 2004a).

The development of crime mapping in police departments, and the enthusiasm for envi-
ronmental criminology as a mechanism to effect change resulting from a better understanding
of the spatio-temporal characteristics of crime, has placed traditional criminology in some-
what of a quandary. As Clarke (2008: 192) points out, traditional academics have little
enthusiasm for an approach to the crime problem that does not advance “the welfarist, social
reform agendas of most criminologists” and cares less for an understanding of the long-term
motivations of offenders but rather examines the dynamics of the crime event, seeking an
understanding of the immediate location and circumstances surrounding each and every bur-
glary, robbery and car theft. This has resulted in some claims that the practical outcomes
of environmental criminology theory, such as situational crime prevention (Brantingham and
Brantingham 1990; Clarke 1992; Ekblom and Tilley 2000) and crime prevention through envi-
ronmental design (Cozens 2008; Feins et al. 1997) engage in social exclusion (for examples,
see Tilley 2004; White and Sutton 1995). These arguments have not only been dismissed
(Clarke 2008), but also perhaps suggest a disconnect of some parts of the broader crimi-
nology field to recognize the applicability of situational and geographic responses to crime
control. A closer relationship between academics versed in environmental criminology and
the crime control policy arena will provide the best mechanism for mainstream criminology to
regain some relevance to practitioners, policy makers, and the community, all of whom recog-
nize that while improvements in employment, poverty and education might reduce criminality
over the course of decades, there is still a need for a crime control solution to the problems of
today. Crime mapping provides a cartography of the problem, an analytical chart to uncover
the answers, and influences the development of theories that can provide a route map to the
solution.

GETTING STARTED

The standard text on crime mapping theory and practice is provided by Chainey and Ratcliffe
(2005), while the book edited by Wortley and Mazerolle (2008) supports an understanding of
the theoretical component and resultant crime prevention and policing responses. Anselin and
colleagues (2008) provide a chapter that documents the most common methods of determin-
ing crime hotspots (see also Eck et al. 2005 which can be downloaded from the National
Institute of Justice MAPS program below), while the website of the Center for Problem
Oriented Policing is the single most comprehensive website dedicated to crime reduction
analysis and solutions (www.popcenter.org). Connection to the crime mapping community
is available through a list server, administered by the Mapping and Analysis for Public Safety
(MAPS) program of the National Institute of Justice; details at www.ojp.usdoj.gov/nij/maps/.
Their website is also a source for information regarding GIS, training and conferences — all
with a crime focus. The International Association of Crime Analysts maintains a web site
(www.iaca.net) that details training and resources regarding crime analysis, sometimes with
a crime mapping component. Readers are welcome to visit this chapter author’s website for
additional links and resources (www.jratcliffe.net).

The two central GIS software solutions mentioned earlier, Pitney Bowes MapInfo (Map-
Info) and the suite of ArcGIS programs available from ESRI are the main entry points for
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researchers and analysts, and they retain enough analytical power for most users. They are not,
however, the only possibilities. An online search for the term “free GIS” will elicit over half-
a-million hits, though the difficulty with free GIS programs is the lack of availability of base
datasets such as road networks and census data in an appropriate spatial format. ArcGIS and
Maplnfo are continually developing and new analytical tools are regularly introduced. Fur-
thermore, there is a growing library of downloadable routines for both ArcGIS and MapInfo
that can extend the capacity of the programs. Numerous small programs written and donated
by the analytical community in MapBasic (for MapInfo) and ArcObjects (for ArcGIS) formats
are available and accessible on the Internet.

For more advanced crime analysis needs, there are additional software options. The
mainstream statistical software solutions such as SPSS, SAS and Stata, are increasingly
equipped with routines that provide some spatial analysis routines for point pattern data sets.
Their processes are well documented and the interfaces are improving; however, they do not
integrate directly with MapInfo or ArcGIS and some conversion of files back and forward is
often necessary. Fortunately, there are a number of free software options for more advanced
analysis.

CrimeStat (Levine 2006) is a free software program that comes with a substantial man-
ual and workbook to assist with advanced spatial analysis questions (Levine 2006). It was
developed through funding from the National Institute of Justice specifically for spatial crime
analysis tasks and is able to read and write both Maplnfo’s tables and ArcGIS’s shapefiles,
aiding interface of the software with the data. In addition, GeoDa is also free, and is available
online. While GeoDa has a relatively modest interface, and final map production is best done
with a GIS, it does provide a range of tools to analyze and model spatial autocorrelation.

Finally, for advanced users seeking to take their spatial crime analysis to the frontier of
the field, the latest development from the academic field is often first available in routines
written for the programmable analytical software package called R. R is a free download,
but is a command-line driven program where a little programming experience is helpful. The
program and supporting library of routines is supported by a community of academics and
researchers around the world, and doctoral students interested in spatial crime analysis are
encouraged to explore the variety of spatial routines available. The statistical analysis and
graphics environment and language called R is available from http://cran.r-project.org.

The GIS used to create the maps in this chapter was ESRI’s ArcGIS (www.esri.com),
while much of the analysis was conducted with CrimeStat (http://www.icpsr.umich.edu/
CRIMESTAT/) and GeoDa (www.geoda.uiuc.edu). The latter two programs are free down-
loads, as is the Near Repeat Calculator mentioned in this chapter (www.temple.edu/cj/
misc/nr).
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CHAPTER 3

Look Before You Analyze:
Visualizing Data in Criminal Justice

MICHAEL D. MALTZ

INTRODUCTION AND RATIONALE

First, a confession. I taught statistics for 30 years, and for most of that time, I stuck pretty close
to the topics covered in standard social science and statistics textbooks, explaining correlation,
regression, statistical significance, z-tests, ANOVA, etc. In other words, I ended up teaching
the same-old, same-old statistical methods (sorry, students), primarily inferential statistics,
without stopping to consider how well they filled the students’ needs. Of course, students
need to know these methods, since they have to be able to interpret the findings of papers
written by researchers who learned, and were applying the same-old, same-old methods. But
they also need to know what assumptions are implicit in these methods; many are based on
random sampling, which is often not the case, and on linearity, normality, independence, and
other idealizations that are rarely found in real data — which does not stop researchers from
applying them (Maltz 1994, 2006).

For the most part, these methods were developed early in the last century, when collecting
data was an expensive proposition. For this reason, to reduce the cost of data collection, many
of the methods were predicated on taking random samples. Moreover, analyzing data could
take hours or days, even with small datasets.

Neither of these conditions still holds. Rather than a trickle of data, we are now con-
fronted with a fire hose of data. Of course, this does not mean that there are no longer problems
of data quality; much of the data is entered by humans, not automatically recorded, and dates,
names, and other entries are not always entered correctly.’

And the computer horsepower we now command on our desktops (and in our pock-
ets!) was undreamt of when the methods were developed (or when I started teaching). Using
statistical packages like SPSS or SAS or Systat or Stata, one can pour the data into one of

' Regarding data entry, one of my favorite quotes is from an economist in the 1920s (Stamp 1929: 258): “The
Government are very keen on amassing statistics. They collect them, add them, raise them to the nth power, take
the cube root and prepare wonderful diagrams. But what you must never forget is that every one of these figures
comes in the first place from the chowty dar [village watchman]. who just puts down what he damn pleases.”

A.R. Piquero and D. Weisburd (eds.), Handbook of Quantitative Criminology, 25
DOI 10.1007/978-0-387-77650-7_3, (© Springer Science + Business Media, LLC 2010
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these powerful analytic engines, select different “models” of the process under investigation,’
and test theories (i.e., relationships among variables) to one’s heart’s content, scrutinizing the
results for statistically significant findings.

Statistical significance has been the mainstay of social science statistical analysis ever
since the pioneering work of R. A. Fisher. In more recent years, however, many questions
about its value have arisen (Lieberson 1985; Cohen 1994; Maltz 1994, 2006; Wilkinson et al.
1999; Harmon et al. 2001). Regardless of its value in some situations, it is clear that it has
been overused in the social sciences.

Moreover, using canned statistical routines can be likened to using the computer as an
autopilot rather than as power steering (Maltz et al. 1991: 46). This is fine if you know where
the data are going to take you (i.e., if you have specific hypotheses that you want to test), but
these routines only go along well-trodden paths. Most assume that relationships among the
variables are linear and additive, like the recipe for a cake — take two parts poor education, one
part impulsivity, and three parts poverty and you cook up a delinquent. They are of limited
benefit if you want to use the data to generate hypotheses, to explore the properties of the data
and the relationships they may contain.

Of course, we all have preconceived notions about relationships among variables, i.e.,
conceptual models of the process under study. That is, we do not include shoe size as one
of the variables we collect in delinquency studies. But using canned routines restricts our
thinking about how the variables might relate. Looking at the data — and “playing” with the
data (for example, transforming it, as will be seen in some of the examples) provides some
insight into the nature of the relationships among the variables and into the appropriate way
to model the processes generating the data.

Another problem with these canned routines is that they make assumptions about the
relationship between variables that are implicit — and are rarely tested to see the extent to
which they have any validity. Rall (2008) comes uncomfortably close to the truth in his depic-
tion of how these programs assume that “rational” offenders make decisions about their targets
(Fig. 3.1).2

That is not to say that all statistical analyses are suspect — they do have their place.
However, there is another thread of data analysis that has been with us even longer than
canned routines and tests based on statistical significance: drawing pictures of the data to
discern patterns. Yet this practice is controversial in some quarters. Many social scientists
still feel that it is improper to actually look at the data before analyzing them, referring to
the practice as “data snooping” or “data dredging,” going through the data to spot patterns
or relationships. While in some cases researchers may use it improperly, to find relationships
that they then incorporate in a hypothesis test that is not the only reason for looking at the
data. When one is dealing with very large data sets, it is often the only way to determine what
kinds of patterns exist within the data, and the field of data mining (see Chap. 34) has been

2 Freedman (1985: 308) notes that “investigators often talk about ‘modeling the data.” This is almost perverse: surely
the object is to model the phenomenon, and the data are interesting only because they contain information about
that phenomenon. Whatever it is that most social scientists are doing when they construct regression models,
discovering natural laws does not seem to be uppermost in their minds.”

3 As the president of the American Statistical Association recently (Morton, 2009) said: “[DJon’t trust complicated
models as far as you can throw them — protect yourself and examine those data every which way. Are your assump-
tions correct? What are those pesky outliers up to? Let the data speak for themselves, rather than being masked and
manipulated by complex methods.”
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FIGURE 3.1. Planning a crime spree (or graduate study) using Rational Choice Theory. Ted Rall (©)2008 Ted Rall.
Used by permission of Universal Press Syndicate. All rights reserved.

created to deal with it. (A sufficiently large data set can be split in two, permitting the analyst
to explore one of them to his/her heart’s content, and the knowledge learned applied to the
other to see if the patterns hold.)

I also want to distinguish between visualizing data and visualizing the results of data
analyses, which can also be helpful in understanding their import. For example, Loftus (1993)
shows how figures can be more informative than tabulated hypothesis tests; Maltz and Zawitz
(1998) use figures to portray the uncertainty in survey-based victimization data; Gelman et al.
(2002) take statisticians to task for not employing graphs to facilitate understanding; Gelman
and Hill (2007, Appendix B) make specific suggestions about visualizing the results of regres-
sion analyses; and Wainer (2009) shows the different ways that uncertainty in data can be
effectively communicated using graphical methods. These uses of visualization are important
and deserve consideration by all researchers; the focus of this chapter, however, is limited
to the use of data visualization techniques to explore the characteristics of data, not of their
analysis, and of criminal justice data in particular.

The figures in this chapter are cleaned up considerably from the original graphs I gen-
erated. For the most part, the first graphs were thrown together by transferring data to a
spreadsheet and generating a quick plot by highlighting different columns and clicking on
the Chart icon. If a pattern emerged, I then cleaned up the figure; if not, I continued exploring
the data until a pattern emerged or until I convinced myself (whether true or not) that one was
not present. In other words, as Tukey (1977) has noted, there is no set procedure for exploring
data sets: just do it!
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With this as prologue and rationale, we turn our attention to the various techniques that
have been and can be used for data visualization in studying crime. There is a long history
of using graphical methods to infer patterns from data, stretching back to the early nineteenth
century, using both economic (Wainer and Spence 2005 [Playfair 1801]) and demographic
data (Lexis 1880). In more recent years, the work of Cleveland (1993, 1994), Tufte (1983),
Tukey (1977), Unwin et al. (2006), Wainer (1997, 2005, 2009), and Wilkinson (1999) have
shown how and why graphical methods can be used in rigorous analyses of many different
types of data.*

As will be shown, they are very useful in analyzing criminal justice data and can pro-
vide new insights that would not have been possible using standard statistical methods. Their
applications include using visualization techniques to spot mistakes in the data, to find com-
plex nonlinear relationships among variables, and to show the dynamic interactions between
people and events over time.? In most of these cases, I use examples of my own work and
techniques developed specifically for these examples. They are not unique or very compli-
cated; others have used similar techniques for similar problems. It should be noted, however,
that because different data sets have different variables and different relationships among their
variables, there is no standard means of visualizing data. That is, sometimes the best visual-
ization method is a 3-D plot, sometimes a dot plot, sometimes a longitudinal plot, sometimes
a trellis plot, sometimes a network graph. This can make it difficult to promote these tech-
niques, because there isn’t a cookbook that provides a specific recipe for a specific type of
data — different techniques need to be tried on a specific data set to see what technique makes
the most sense, allowing the data set to tell its story. As Ripley (quoted in Unwin et al. 2006:
2) notes, “Finding ways to visualize datasets can be as important as ways to analyse them.”

The advantage to using standard analytic techniques, i.e., the computer as an autopilot,
is that you don’t have to think too much about how to analyze the data. But that is also
its disadvantage. Too often, researchers take data and perform their analyses without ever
actually looking at the data.

A well-known case in point dealt with an agricultural experiment conducted in the 1930s
concerning the yield of ten different varieties of barley in six different sites in Minnesota,
for the years 1931 and 1932. The data were subsequently analyzed by three top statisticians:
Fisher in 1971, Daniel in 1976, and Anscombe in 1981. Cleveland (1993: 5) also decided to
analyze the data, but he first displayed them in a trellis plot (Fig. 3.2). When he did, he found
unmistakable evidence that the 1931 and 1932 data for one of the sites had been interchanged.
No one had any idea that this had occurred, because no one troubled to look at the data! And
of course, it changed the conclusions that could be inferred from the data.

In this chapter, I describe a number of examples showing that plotting data in differ-
ent ways permits the analyst to obtain information from the data set that would normally
not be possible using standard (nonvisual) social science methods. Sections “Checking for
Data Accuracy: Longitudinal Analyses” and “Checking for Data Accuracy: Scatterplots” dis-
cuss plots to determine data accuracy; section “Simple Variables and Complex Relationships™

4Those as fascinated as I am with the great variety of data visualization techniques should visit the website
http://addictedtor.free.fr/graphiques/thumbs.php?sort=votes, which also includes the source code for the plots (in
the computer language R). I thank Andrew Gelman for pointing out this treasure. Antony Unwin noted (personal
communication) that Martin Theus developed Mondrian, an interactive graphics package that can be used for most
data visualization purposes.

3 Visualization is the key ingredient in map-based analyses as well. It is not covered in this chapter; Ratcliffe
(Chap. 2) describes how it can be used to find space-time patterns in crime data.
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shows how a simple plot of victim and offender age data can tease out complex relationships
between them. A more speculative use of visualization, to combine data about individu-
als with their geographical context, over time, is given in section “Dynamic Relationships:
Animation.” Section “Networks” shows how depicting networks can help in analyzing crime.

CHECKING FOR DATA ACCURACY: LONGITUDINAL ANALYSES

Crime counts

Anomalies in a set of numerical data are not easy to spot, especially when the data set is so
large that visual inspection of the individual elements is out of the question. It is hard to spot
anomalies even in a rather small sequence of numbers, let alone many pages of data. When
this is the case, the only way to determine if the data are reliable is to plot them and see if there
are any surprises. Huber (quoted in Unwin et al. 2006: 19) “found that some of the hardest
errors to detect by traditional methods are unsuspected gaps in the data collection (we usually
discovered them serendipitously in the course of graphical checking).” Wainer (2005: 2) noted
that John Arbuthnot (1710) would have found his mistake in transcribing English birth data
had he plotted them before publishing them.

This was how we dealt with determining the accuracy of crime data provided to us by
the FBI (Maltz and Weiss 2006).° The FBI realized that some of the data they collected from
police departments over the past few decades may have included errors, and we were asked
to clean the data. The amount of data was prodigious: we dealt with monthly data on 7 crime
types and an additional 19 subtypes (i.e., not just robbery, but robbery with a gun, with a
knife, etc.) from over 17,000 police agencies, for every month from 1960-2004. For example,
Fig. 3.3 shows raw data on rape for Boulder Colorado, from 1960-2004.

As can be seen, there is no doubt that one entry, 999 rapes for May 1993, is incor-
rect. Those who commonly use statistical packages like SPSS understand what may have
happened, since 999 is often used to signify a missing datum.’

This error might not be normally picked up by someone working with a table of the raw
data. Once it is visually detected, however, the entire data set can be inspected to see if other
agencies have also used the same missing datum indicator. This is what we did in our analysis
of the data; after spotting this anomaly, we then wrote a short computer algorithm to check
the entire data set for 999s, 9999s, and 99999s, and determined (based on neighboring data
points) whether those data points were true or missing values.

Moreover, some apparent anomalies are true values: the spike in murders in Oklahoma
City in April 1995 was due to the bombing of a federal building (Fig. 3.4).

There is also a need to determine whether a zero is a true zero or a missing datum. For
example, Fig. 3.5 shows the number of Index crimes® reported to the FBI by the Bibb County
(Georgia) Police Department.

As can be seen, there are a number of times when the crime counts were zero:

6 A similar strategy was used in cleaning FBI-collected arrest data (Maltz and Weiss 2007).

71f the field contains five characters, as it might for the crime of larceny in large cities, then the missing value might
be 99999.

8 The Crime Index is the sum of the crimes of murder, forcible rape, robbery, aggravated assault, burglary, larceny,
and vehicle theft.
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. December 1960 (context: 79, 39, 45, [0], 79, 48, 52);

. October 1962 (context: 10, 19, 11, [0], 12, 17, 10);

. December 1964 (context: 20, 38, 33, [0], 25, 9, 6);

. January 1966-December 1968 (context: 12, 10, 8, [36 0s], 19, 20,24);
. July 2001 (context: 245, 281, 222, [0], 287, 307, 307); and

. July-November 2004 (context: 194, 212, 189, [5 0Os], 169).

AN B W=

All but the second and third zeros are obviously due to missing data. In other words, human
judgment must be used to distinguish the true zeros from missing data, to reduce the number
of ambiguous data to a minimum.
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FIGURE 3.3. Raw rape data, Boulder CO Police Department, 1960-2004. The spike (999 rapes!) for May 1993 is
not a valid entry: 999 was used to signify a missing datum.
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FIGURE 3.4. Raw murder data, Oklahoma City OK Police Department, 1960-2004. The spike in April 1995 (173
murders) is a valid entry: in that month a Federal building was bombed, resulting in 168 deaths.
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FIGURE 3.5. Raw index crime, Bibb County Police Department, 1960-2004. Note the occasional runs of zero
crimes, indicating lapses in reporting crime to the FBIL.

Of course, it is possible to write algorithms that attempt to identify missing data automat-
ically, but they can get very complicated. For example, suppose (as has happened) an agency
neglects to send in its data 1 month. To compensate for it, in the next month’s report, the
agency submits data for both that month and the missing month. In this case, both the zero
and the subsequent spike are true data, although they do not reflect monthly data.

It is not that easy to write an algorithm to distinguish between true zeros and missing
data. One would have to insure that the zero (followed by a higher-than normal count of
crime) did not occur due to seasonality or due to secular trends — or even due to a change in
policies, which can sometimes be discerned from data patterns. We found that the best way to
locate these anomalies was to visually inspect the trajectories.

In general, these data “‘contaminants” (e.g., unexpected spikes and zeros) should not just
be discarded. Like other outliers, they may contain useful information. The Oklahoma City
spike is easily explained, but in some cases, a run of zeros might also be explainable and
of interest to analysts. For example, it may reflect a change in administration or in reporting
policies.

Dates and States

Corrections departments have to keep track of their inmates as they move through the correc-
tional system: participating in programs, accruing “good time,” credits toward early release
from prison; and/or forfeiting it due to violations and infractions. They may be transferred to
hospitals or other institutions, get sent to halfway houses, be placed on parole, or be released
from prison without supervision. That is, prisoners move through different states (or statuses)
on different dates, and the dates and states need to be recorded and retained in real time.

The system maintaining this information on prisoners can be likened to an inventory
control system, where the prisoners constitute the inventory that needs to be tracked. A system
like this, called a Data Warehouse, is maintained by the California Department of Corrections
and Rehabilitation. In analyzing data from their Data Warehouse, we found certain anomalies
due to incorrect dates. An example (based on real data) is shown in the following section in
Fig. 3.6; it is exemplary of one offender’s record and shows how data can be depicted to check
on its validity.
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FIGURE 3.6. Hypothetical offender trajectory. The square represents a property crime, the triangle a violent crime,
and the circle a drug crime. This shows that the offender was first imprisoned for a property crime, and then bounced
from parole to prison five times before his first release from prison.

We developed a plotting procedure that took the movement data and focused on only
certain moves — prison, parole and release — and on offenses that returned people to prison.
The points with geometric shapes represent different crime types and severities, a square
for property crimes, a triangle for violent crimes, a circle for drug crimes. (In the actual
implementation, these shapes were colored to provide additional information for determining
patterns.)

Note that the offender was first arrested at age 12, which is obviously a mistake — the
Data Warehouse includes only offenders committed to adult institutions. The remaining data
points seem logical — after his initial incarceration, the offender was paroled, but experienced
a number of parole violations. He was free for a few years, but then returned to prison for a
violent offense. Again he was released on parole, returned to prison once, and then set free
from parole just after he “turned 30” (based on an incorrect date of birth). His last status was
imprisonment for a drug offense.

The point of this exercise is to show how different kinds of data can be depicted in such
a way to spot anomalies. Based on this data anomaly, the analyst can write an algorithm
to display the trajectories that start earlier than age 15 or 16. Moreover, it is also easy to
spot a trajectory where some data are missing (e.g., say date of parole completion), since
the diagonal line in Fig. 3.7 would cause this trajectory to stand out from trajectories with
complete data.

Summary

Two points should be noted about the way the data are plotted. First, the data are depicted
longitudinally, over time; the horizontal axis is time. The UCR data sets are collected and pub-
lished by the FBI annually, so stringing them together permits the analyst to see how different
crimes have risen and fallen over the 45 years for which the FBI produced electronic data files.
And the correctional data depict the correctional careers of individuals who have been con-
victed of different crimes, showing the extent to which they violate parole, are imprisoned
for new crimes, or remain free of additional imprisonment. (As an aside, it may be useful
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FIGURE 3.7. The same offender trajectory showing a missing date of parole completion.

to include in-prison programs in these trajectories for evaluative purposes: some programs
may be better than others in keeping prisoners from violating parole or from committing new
crimes.)

Second, the vertical axis can be used to depict not just standard variables (crime counts,
as with the UCR data), but offenders’ states as well. The correctional example above depicts
three states in which an offender can be found: prison, parole, and free. Other states can
be added as needed (and as data become available) — enrollment in a prison program, in a
halfway house, in school; working; sought by police; in jail, etc. — which would add more
complexity to the picture, but would also provide a measure of explanatory texture to the
trajectory. A person viewing trajectory after trajectory of individuals about the same age, who
had committed similar crimes, might be able to get a Gestalt impression of how these variables
interact (which would certainly not be linearly!). That is, visualization can be used in this way
to generate hypotheses that can then be tested using more formal methods.

The figures, and the means of scrolling rapidly through them, were generated by macros
(tailor-made programs) embedded in Microsoft Excel, into which the data sets were ported.
This is not the only software product that can be used to this end, but its advantage is that
Excel is ubiquitous. The development of these macros is relatively straightforward, but does
take some specialized knowledge. Those who are interested in developing similar techniques
for their own use, but are not adept at computer programming, might do the following: pick
out a few different examples and plot them manually; work with a programmer to develop a
program to plot them; and test it on enough cases to make sure that it shows the features and
patterns in which you are interested.

CHECKING FOR DATA ACCURACY: SCATTERPLOTS

When an analyst has a great deal of data at hand, it can sometimes be difficult to deter-
mine how to deal with them. This was true of an analysis we conducted of missingness in
FBI-collected arrest data. Arrest data are less well-reported by police departments than are
crime data (Maltz 1999), yet the level of underreporting has not been ascertained. In a study
conducted for the US Bureau of Justice Statistics (BJS), we attempted to depict the extent of
underreporting (Maltz and Weiss 2007), in terms of the percentage of a county’s population
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that reported its arrest statistics, month by month from January 1980 to December 2004. Thus,
we had data for the over 3,000 US counties to depict. Using a plotting strategy similar to that
used by Unwin et al. (2006: 65), we produced a two-stage scatterplot (Fig. 3.8) that provides
both an overview and a more detailed picture of the data.

The figure shows that, in general, the larger the county the higher the degree of arrest
data reporting. Cook County, however, is an outlier that bears further examination.” What a
figure of this nature does is, permit the analyst to find the general pattern as well as to spot the
outliers and focus in on their differences with the general pattern.
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FIGURE 3.8. Percent of the population represented in monthly arrest data for US counties, 1980-2004 (Zoom region
indicated by box). Note that the data points indicate that most county populations are small and that many counties
have a high percentage of the population represented in their arrest data.

9Tt turns out that, for many of the years included in the study, the only police department in Cook County Illinois
reporting arrest statistics to the FBI was the Chicago Police Department.
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FIGURE 3.9. Percent of population represented in monthly arrest data for US counties, 1980-2004, plotting
transformed data.

Note that the data clump heavily at the low end of the population scale and the high end
of the percent scale. This suggests that a transformation of the data would be a productive.'?
If we exclude the (relatively few) cases of 100 percent or 0 percent reporting and plot the logit
of the percent reporting against the log of the population, we end up with a relatively uniform
bivariate distribution, as depicted in Fig. 3.9. This shows that, aside from the known tendency
of better reporting among larger counties (indicated by the positive slope to the regression
line), there are probably no (additional) obvious relationships between county population and
percent reporting.

SIMPLE VARIABLES AND COMPLEX RELATIONSHIPS

What seems to be a simple picture may generate a complex picture. This was the case in
a search for the relationship between victim age and offender age in homicides. In the late
1990s, I had downloaded the Supplementary Homicide Reports (SHR)'! file to see if I could
use it in a statistics class. I asked my graduate assistant, Julie Moody, to select cases with
only one victim and one offender, where the ages of both were known, and do a crosstab. She
then downloaded the data into a spreadsheet and made a three-dimensional plot of the data,

10 Sometimes it takes another pair of eyes to see what may be obvious. I thank Howard Wainer for serving in that
capacity.

! These files have been prepared by Fox (2008) for over a decade. They aggregate all of the annual SHR reports
from 1976 to the most current year, and can be downloaded from the National Archive of Criminal Justice Data
(http://www.icpsr.umich.edu/nacjd). The most recent version contains data from 1976 through 2005.
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FIGURE 3.10. One-on-one homicides, raw SHR data, 1976-2005.

similar to that in Fig. 3.10. We had an “Aha!” experience when we saw that figure with all its
complexity.

The x and y axes represented victim and offender ages, respectively, and the z axis
(height) represented the number of cases for that particular combination of ages. The peak is
at 19 and 20; that is, the most prevalent combination is 19-year-olds killing 20-year-olds.

A plot of the raw data shows some interesting patterns. For example, note the sawtoothed
feature. When we investigated this, it turned out that there were peaks every 5 years, suggest-
ing that when police officers filled out the SHR forms they tended to “age-heap,” to round off
ages (Vaupel et al. 1998: 85).

When this feature is dealt with by smoothing the data'> (Fig. 3.11), certain patterns
became even more prominent. Feature A points out something we know well, that most homi-
cide victims and offenders are young. Feature B shows us that infanticide is not a small matter,
with offenders between 15 and 40 accounting for most of the deaths of children 0-5 years old.
The story of Feature C (which I call the “valley of the shadow of death”) is that those between
ages 6-12 are relatively safe from homicide, too old to be killed by their “caregivers,” yet
too young to be killed by their peers. Feature D, the diagonal ridge, indicates that even in
homicide among 60- and 70-year-olds, like ages are more inclined to kill each other, which
may indicate domestic homicide. And Feature E is a ridge of 20-somethings killing victims
of all ages, many of which may be homicides committed during the commission of a felony.

12 See Maltz (1998) for how the smoothing was accomplished.
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FIGURE 3.11. One-on-one homicides, smoothed SHR data, 1976-2005.

Obviously, this figure is much more informative than a simple statistical analysis of victim
age and offender age — it provides food for thought rather than just a correlation coefficient or
significance level.

There is no one way to display such data. In general, I display data without making
any changes to it, to get an overall impression of the relationships among the variables. In
this figure, for example, the sharpness of the major peak is telling, reinforcing the fact that
homicide is a young person’s crime.

One can drill down to another level and disaggregate the data by victim sex and offender
sex (Fig. 3.12). Now, the graphical analysis is even more informative: the dominance of male-
on-male homicide is very apparent, as are the opposite-sex diagonal ridges suggestive of
domestic homicide. Also note that the four infanticide peaks vary more by sex of offender
than sex of victim.'?> Moreover, if one factor in the presumed greater daily contact between
infants and adult females than between infants and adult males, male offenders are probably
strongly dominant in infanticide as well. In any event, the figure does what was intended, tell
a story as well as generate hypotheses.

Additional information, however, can sometimes be gleaned by transforming the data,
as was seen in Fig. 3.9. In this case, one can apply a square root transformation to the data
(Fig. 3.13).'* Its benefit is that it permits the use of the same vertical axis on all four graphs.
It also highlights the diagonal “spines” in the M-on-F and F-on-M graphs, and the homicidal
propensity of 20-something males.

13 The peak values are indicated on the figures. Note that the scales of the male-offender and female-offender figures
are not the same.
14 Again I thank Howard Wainer for pointing this out.
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FIGURE 3.12. Smoothed SHR data, 1976-2005, disaggregated by sex of victim and sex of offender (Note: different
vertical scales for male and female offenders). Heights of peaks are shown.

Multivariate Relationships

The foregoing example investigated the relationship among many variables: number of homi-
cides, and the age and sex of victims and of offenders. Social scientists normally collect a
great number of variables when investigating a phenomenon. As mentioned in the introduc-
tion, the standard way to analyze multivariate relationships is to posit a regression model, or
a series of models, relating the variables to each other.

Relationships are complicated, not just those on the personal level, but in analyses as
well. Most statistical techniques rely on assumptions about the variables — for example, that
they are normally distributed, that the observations are independent of each other, and that the

relationship between variables is linear or some variant thereof.'> Not only are assumptions of

15 A researcher might posit a log-linear or a polynomial (i.e., quadratic or cubic) relationship, but even these are linear
in some sense. Assuming that something is related to (for instance) the log of family income, plus age squared,
plus education level cubed is also a linear assumption: the model implicitly assumes that the factors are additive,
because statistical software can handle that kind of relationship more easily.
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FIGURE 3.13. Smoothed SHR data, 1976-2005, disaggregated by sex of victim and sex of offender; vertical axis
plotted using a square root transformation.

normality, linearity and independence rarely the case (Lieberson 1985), the standard analyses
mask important insights that can be obtained by investigating outliers, those cases that are
often suppressed or ignored in standard analyses. That is, most analyses focus on means: a
t-test answers the question, “Is there a statistically significant difference between the mean
value of this group and the mean value of that group?” But the mean, variance, kurtosis, and
other standard statistics don’t tell the whole story (Maltz 1994).

There are a number of ways to depict multivariate relationships graphically. Even pre-
sentations of tabular data can be improved by judicious rearranging and arraying of the data,
as well as by using polygon plots and trees (Wainer 1983). (Another method, using Chernoff
faces (Chernoff, 1973) is shown in section “Networks.”)

Graphical models can provide insight into relationships that may elude standard statis-
tical analyses. For example, Fig. 3.14 shows the relationship between the reported domestic
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FIGURE 3.14. Domestic violence rate and percent of minorities in the population.

violence rate and percent minority population for Ohio cities and counties in 2004 that sub-
mitted crime reports through OIBRS, the Ohio Incident-Based Reporting System (Payne et al.
2007).

Note that, although there is a generally positive correlation between the two variables,
there are a number of outliers. The question then becomes, why are these cities outliers?
Do they have different populations, different police reporting practices, different kinds of
programs for dealing with domestic violence, or some other reason for deviating from the
general pattern? In other words, while most statistical analyses are designed to test hypotheses,
this figure causes one to generate hypotheses.

Trellis Plots

Another way of visualizing multiple variables is to use trellis plots (called multi-way plots in
Cleveland 1993). A trellis plot is a sequence of x-y plots where the sequence is ordered by
another variable. It permits the user to see how the nature of the relationship between x and
y changes as the third variable changes. In our analyses of UCR crime data, we found that
agencies often did not report their crimes to the FBI consistently, so we plotted the distribution
of length of gaps in their monthly reporting behavior to see if we could find patterns. They
are shown in Fig. 3.15, plotted on linear and logarithmic scales. The peak at 5 months could
indicate that agencies were aggregating data in 6-month intervals and reporting just once
(inspecting the data showed that this was not the case); the next peak, at 12 months, indicates
that agencies sometimes drop out of reporting for a full year.

A further analysis of the data showed additional patterns. Agencies are categorized by
the FBI into groups, depending on their population and type, generally going from larger
(Group 1) to smaller jurisdictions. A trellis plot of length of reporting gaps (Fig. 3.16)
shows that larger agencies are more consistent in reporting crime to the FBI than are smaller
agencies, which have more and longer gaps in their reporting histories.
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FIGURE 3.15. Size of gaps (in months) in reporting crime to the FBI. Number of cases shown on linear and
logarithmic scales, run length on logarithmic scale.
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FIGURE 3.16. Size of gaps (in months) in reporting crime to the FBI, by size and type of jurisdiction.
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DYNAMIC RELATIONSHIPS: ANIMATION

Kids live in neighborhoods, with their families and with other kids and their families. Not
being very mobile, they interact for the most part in their neighborhoods. Taking random
samples of youths to study their behavior makes it all but impossible to study these inter-
actions. Basically it prevents one from considering the effects of what Zimring (1981) has
called a “well-known secret” (see also Reiss 1986, and Reiss and Farrington 1991) — that
youths start out committing crime in groups, not individually. Random sampling precludes
one from investigating how the offending careers of youths interact, since it is hardly possible
that all youths in a network will be in a randomly selected sample.

In addition, sampling restricts full consideration of the characteristics of the youths’
neighborhoods. When a population is sampled, its subjects are drawn from many neighbor-
hoods. Since it is difficult to give a complete description of every one of these neighborhoods,
it is usually necessary to characterize them using a handful of variables. Such studies attempt
to incorporate “community effects” in their analyses by including the community-level
variables (percent owner-occupied housing, median income, percent on welfare, etc.).

But we know that community characteristics vary considerably, and even communities
similar in terms of these standard demographic variables may have very different social ecolo-
gies. While crime mapping deals with some of these issues (see Chap. 2 in this book), the
relationship between criminality and geography is complex and plays itself out over time.
The difficulty is to see how it can be understood, how patterns can be teased from the data.

Suppose you had a bird’s-eye view of a high-risk community and could record the
physical condition of every block over time. Further, suppose you could track the offenses
committed by every youth (both delinquent and nondelinquent) in the community. You would
then find out where they lived, where and with whom they hung out, with whom they co-
offended, and the types of offenses they committed during the observation period. If you
had additional data about them (e.g., educational attainment, substance abuse, etc., and how
they vary over time), you could then map them over time and show how their development
affects their criminality, and vice versa. Figure 3.17 (see also Maltz 2008) shows how such
information can be assembled using Chernoff faces (Chernoff 1973).

Locating the blocks and the individuals on a map, drawing lines between co-offenders,
and running the relationships over time will depict how alliances form and change as people
are incarcerated, move away, and move into the community. While this has been attempted to
a limited extent in a static form (Maltz 1996), software tools such as Microsoft’s Visio (used
in the creation of Fig. 3.17) and Rosling’s Gapminder (http://www.gapminder.org/) can be
used to animate charts, to show how relationships change over time. An example of such an
animation, showing how co-offending can be traced over time in a neighborhood, is available
from the author.

Computer-based animation tools can be likened to televised weather reports. While no
doubt one can develop statistical relationships among the many variables — date, time of day,
latitude, longitude, altitude, precipitation, temperature, wind velocity, and barometric pres-
sure — so as to forecast the weather in a specific location at a specific time, an animated
map conveys so much more information, giving the viewer insight into how weather patterns
develop and what is likely to occur in the near future.

Similarly, static individual trajectories of offending (as in Fig. 3.6) can be interleaved
with other characteristics of importance. Aside from the three states shown in that figure, one
can weave in personal characteristics (birth, birth of siblings, education, marriage, initiation
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FIGURE 3.17. Using Chernoff Faces to represent multivariate individual characteristics.

and termination of substance abuse, and other events of significance). Parole and probation
reports often contain such information, which can be harnessed to develop graphical life
course histories (Maltz 1996; Maltz and Mullany 2000).

One method of showing such life course histories is described by Francis and Pritchard
(1998, 2000). As they note, a criminal career “will consist of a sequence of offences at various
dates throughout the offender’s life, together with information about the sentence passed for
each offence, time served. Other information may also be collected relating to the personal life
of the offender. For example, information on his marital history (single, cohabiting, married,
divorced etc.), family history (number of children in the household) and work history (unem-
ployment or employment, salary) might also be collected over time.” The events comprising
an individual’s history can be using a Lexis “pencil,” a multi-faceted “line” whose differ-
ent facets portray different types of events. One facet might portray his/her personal events
(schooling, marriage, divorce), another his/her work history, and finally his/her involvement
in the criminal justice system.

These data visualizations are attempts to tell the whole story (or as much as can be
gleaned from the available data) of individuals and how their environment may have shaped
them. While they can never achieve the granularity of the “thick description” described by
Geertz (1973), the overall goal is the same: to have a “thick data representation” provide a
greater measure of understanding of how the different aspects of a person’s life shape his/her
trajectory.
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NETWORKS

The shifting alliances among delinquent youths depicted in the previous section may just
be a foretaste of what happens to them as they grow older. They may mature into juvenile
gangs, which then become even more stable and turn into organized crime networks. Some
may be based on kinship patterns, as in Fig. 3.18, depicting the “Lupollo” crime family (Ianni
and Reuss-lanni 1972); others may be based on an expanding web of contacts as an indi-
vidual moves up the hierarchy, as in Fig. 3.19, and on his areas of activity, as in Fig. 3.20
(Morselli 2005).

An even more important use of network analysis in recent years is its use in tracing ter-
rorist networks. Memon and Larsen (2006) describe how it can be used in conjunction with
data mining to detail the structure and infer the hierarchy in the network associated with the
destruction of the World Trade Center in New York City on 11 November 2001. Similarly,
Xu and Chen (2005) apply data visualization techniques (specifically, Social Network Anal-
ysis) to the interconnections among the participants in the September 11, 2001 attacks — see
Fig. 3.21.

These figures can be used to tell a story, as Morselli (2008, 37) notes:

How is the overall network structured? Are relationships in the network dispersed, dense, or seg-
mented? Is there a concentration of relationships around key nodes? Is there a chain-like quality to
the network? Are the key nodes positioned as brokers or bridges between links in the chain? Does
the network have a clustering pattern at the overall or localized level? If the graph is directional, is
some level of reciprocity or asymmetry observable?

These and similar questions can help the researcher and investigator to determine the
network’s strong and weak points. One of the main differences between its use in terrorist
networks and criminal networks is that, for criminal networks it is helpful in proving conspir-
acy charges in court, usually after the conspiracy has occurred. In cases of terrorist incidents,
it is most important to discover them prior to their carrying it out.
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FIGURE 3.21. The terrorist network containing the 19 hijackers on September 11, 2001.

CONCLUSIONS AND RECOMMENDATIONS

As Loftus (1993) has noted over 15 years ago, “A picture is worth a thousand p-values.”
He was discussing visualization in the context of presenting results rather than as a tool in the
analysis of data. This chapter has focused exclusively on its use for the latter purpose. Listed
below are some suggestions for promoting such use.

Promote Data Visualization as a First Step

Rather than considering visual inspection of a data set “cheating,” the analyst should con-
sider it an imperative, to make sure that the data set does not contain mistakes or anomalies
that could throw off conclusions. For example, the standard deviation in the Oklahoma City
monthly murder count (1960-2004) is 7.7, including all the data. Were we to reduce the 173
(actual) murders in April 1995 by the 168 that occurred in the bombing, the SD would drop to
2.6, which is a much better indicator of the expected variation in the monthly murder count.
Blindly applying statistical methods to data sets, without taking unique circumstances like
this into account, can lead to inappropriate conclusions.
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Similarly, visualizing the data can tease out relationships beyond the ones prepro-
grammed into statistical routines. As discussed earlier, for the most part the standard routines
rely on assumptions about linearity, normality and/or independence that are rare in criminol-
ogy and criminal justice data. Visual inspection of the data can often show whether these
assumptions hold. Large datasets permit the analyst to “drill down” beyond the surface and
look at subgroup characteristics directly rather than through regression coefficients or by using
dummy variables.

But the first step is only the beginning. It should also be used as an intermediate step in
modeling processes, to check the fit of the model to data, and as a final step as well, to display
the results of the modeling process (e.g., Maltz and Zawitz 1998).1°

Rethink Analytic Strategies and Methods

There are two primary reasons for the lack of progress in using graphical methods. First is the
fact that, although the techniques for using them are well-known and accessible to the inter-
ested analyst (the books by Cleveland, Tufte, and Tukey are the most well-known), most have
not yet found their way into the most commonly used statistical toolboxes — SAS, SPSS, Stata,
and Systat. These programs generally assume that the analyst will be using algorithms based
on standard inferential techniques, rather than slicing and dicing the data to look for patterns
that may elude discovery using those techniques. Although the above-mentioned statistical
programs all have graphical components, they are used primarily for presenting results rather
than visually exploring the characteristics of the data. In contrast, statistical programs like
Data Desk (and computer languages like S-Plus and R) are specifically designed to explore
data in ways described in this chapter. But there is a new kid on the block; called Mondrian,
it is freeware and available from http://rosuda.org/mondrian/.!”

Develop Teaching Tools that Incorporate Visualization

Second, there is a lot of inertia in the academy, wherein those who teach statistics courses in
criminal justice and criminology have generally been trained in statistical techniques by social
scientists who learned their statistical techniques in the same manner, based on inferential
statistics. And of course, familiarity with these methods means that newer methods may be
ignored.

This need not be the case. Since textbooks can now be supplemented with CDs, DVDs,
and even websites containing data sets (the National Archive of Criminal Justice Data,
housed at the University of Michigan’s Interuniversity Consortium for Political and Social
Research; and StatLib, a website housed at the Carnegie Mellon Department of Statistics are
notable examples), it makes teaching such a course much easier. One can develop a course that
shows students how to navigate around relational databases (e.g., NIBRS), extract files from

16 Gelman (2004) shows how “(a) exploratory and graphical methods can be especially effective when used in
conjunction with models, and (b) model-based inference can be especially effective when checked graphically.”
171t is limited, however, in dealing with time series. There is a very useful (but not free) book describing this package

(with downloadable examples), “Interactive Graphics for Data Analysis” (Theus and Urbanek 2008).
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them looking for specific characteristics (e.g., weapon use and injuries in attempted and com-
pleted robberies), and show students how to examine the relationships among the variables by
a judicious choice of graphical techniques.

The examples shown in this chapter barely scratch the surface of what can be done in
visualizing criminal justice data. Many of the books listed in the references section contain
examples that could be adapted for use in criminal justice contexts. The increasing use of
automated data capture in the criminal justice system means that the size of our datasets will
continue to increase as well. Unwin et al. (2006: 5) suggest that this calls for rethinking the
way we analyze our data. They go on:

It does not take long to find out that a X>-test will always give a significant result if only the
sample is big enough, or vice versa, given a big enough dataset, there is no interaction between
two categorical variables that is not significant. Unfortunately, most textbooks use examples of
only a limited size. This upscaling problem can be found for many mathematical statistical tests,
questioning the relevance of much of the statistical theory developed during the past century for
problems that are not of small size.

The increasing proliferation of large datasets in criminal justice, therefore, requires analysts to
develop new and better ways of extracting patterns from data. Fortunately for us, the increas-
ing power of computer graphics permits analysts to develop new and innovative ways of
discerning those patterns.
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CHAPTER 4

Group-Based Trajectory Modeling:
An Overview

DANIEL S. NAGIN

INTRODUCTION

This chapter provides an overview of a group-based statistical methodology for analyzing
developmental trajectories — the evolution of an outcome over age or time. A detailed account
of the method’s statistical underpinnings and a full range of applications are provided in
Nagin (2005).

In this discussion, the term developmental trajectory is used to describe the progression
of any phenomenon, whether behavioral, biological, or physical. Charting and understanding
developmental trajectories is among the most fundamental and empirically important research
topics in the social and behavioral sciences and medicine. A few prominent examples include:
criminological analyses of the progression and causes of criminality over life stages or
of time trends of reported crime across geographic locations, psychological studies of the
course and antecedents of psychopathologies, sociological investigations into the interaction
between human behavior and social context over time, and medical research on the impact of
treatments on the progress of diseases.

Longitudinal data — data with a time-based dimension — provide the empirical founda-
tion for the analysis of developmental trajectories. Most standard statistical approaches for
analyzing developmental trajectories are designed to account for individual variability about
a mean population trend. However, many of the most interesting and challenging problems
in longitudinal analysis have a qualitative dimension that allows for the possibility that there
are meaningful sub-groups within a population that follow distinctive developmental trajecto-
ries that are not identifiable ex ante based on some measured set of individual characteristics
(e.g., gender or socioeconomic status). In psychology, for example, there is a long tradition of
taxonomic theorizing about distinctive developmental progressions of these sub-categories.
For research problems with a taxonomic dimension, the aim is to chart out the distinctive
trajectories, to understand what factors account for their distinctiveness and to test whether
individuals following the different trajectories also respond differently to a treatment such as
a medical intervention or major life event such as the birth of a child. This chapter describes
an approach, based upon a formal statistical model, for conducting group-based analysis with
time- and age-based data.

A.R. Piquero and D. Weisburd (eds.), Handbook of Quantitative Criminology, 53
DOI 10.1007/978-0-387-77650-7_4, © Springer Science + Business Media, LLC 2010
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Across all application domains, this group-based statistical method lends itself to the
presentation of findings in the form of easily understood graphical and tabular data summaries.
In doing so, the method provides statistical researchers with a tool for figuratively painting a
statistical portrait of the predictors and consequences of distinct trajectories of development.
Data summaries of this form have the great advantage of being accessible to non-technical
audiences and quickly comprehensible to audiences that are technically sophisticated.

AN ILLUSTRATION OF GROUP-BASED TRAJECTORY MODELING

Figure 4.1 reports a well-known application of group-based trajectory modeling that was first
reported in Nagin and Tremblay (1999). It is based on the data assembled as part of a Montreal
Longitudinal-Experimental Study of Boys that has tracked 1,037 males from school entry
through young adulthood. Assessments were made on a wide range of factors. Among these
were teacher reports of each boy’s physical aggression at age 6 and again annually from age
10 to 15. The scale was based on items such as frequency of fighting and physically bullying.

The best model was found to involve four groups. A group called “lows” comprised
individuals who display little or no physically aggressive behavior. This group is estimated
to comprise about 15% of the sample population. A second group, comprising about 50% of
the population, is best labeled “moderate declining.” At age 6, boys in this group displayed a
modest level of physical aggression, but by age 10 they had largely desisted. A third group,
comprising about 30% of the population, is labeled “high declining.” This group starts off
scoring high on physical aggression at age 6 but scores far lower by age 15. Notwithstanding
this marked decline, at age 15 they continue to display a modest level of physical aggression.
Finally, there is a small group of “chronics,” comprising less than 5% of the population, who
display high levels of physical aggression throughout the observation period.
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FIGURE 4.1. Trajectories of physical aggression.



4. Group-Based Trajectory Modeling: An Overview 55

Much could be said about the implications of these trajectories for the development of
physical aggression but for our purposes here two implications are emphasized. One implica-
tion follows from the observation that all the trajectories are either stable or declining from
the initial assessment at age 6. This implies that to understand the developmental origins of
physical aggression, it is important to begin studying physical aggression at an even earlier
age. A second and related observation is that the onset of physical aggression is not in ado-
lescence as many theories of delinquent behavior suggested. See Tremblay and Nagin (2005)
for a full development of these two observations.

These two points are highlighted because they illustrate the value of conducting longitu-
dinal analysis in terms of groups. The groups can be thought of as latent longitudinal strata
in the data that are composed of individuals following approximately the same development
course on the outcome of interest. These strata identify distinctive longitudinal features of the
data. In this application, the fact that all the trajectories are stable or declining is a feature of
the data that is of great substantive significance. Further the absence of a feature, namely a
trajectory reflecting the adolescent onset of physical aggression also has important substantive
significance.

The group-based methodology is intended to be responsive to calls for the development
of “person-based” approaches to analyzing development (Bergman 1998; Magnusson 1998).
Such appeals are motivated by a desire for methods that can provide a statistical snapshot
of the distinguishing characteristics and behaviors of individuals following distinctive devel-
opmental pathways. The group-based method lends itself to creating such profiles. Table 4.1
reports profiles and the characteristics of individuals following the four physical aggression
trajectories shown in Fig. 4.1. As developed in Chap. 5 of Nagin (2005), the model’s param-
eter estimates can be used to calculate the probability of an individual belonging to each of
the trajectory groups. To create the profiles reported in Table 4.1, individuals were assigned
to the trajectory group to which they mostly likely belonged, based on their measured history
of physical aggression. The summary statistics reported in the table are simply the product
of a cross-tabulation of group membership with the various individual characteristics and
outcomes reported in the table.

The profiles conform to longstanding findings on the predictors and consequences of
problem behaviors such as physical aggression. Individuals in the chronic aggression group
tend to have the least educated parents and most frequently, score in the lowest quartile of the
sample’s IQ distribution. By contrast, individuals in the low aggression group are least likely
to suffer from these risk factors. Further, 90% of the chronic aggression group fail to reach
the eighth grade on schedule and 13% have a juvenile record by age 18. By comparison, only
19% of the low aggression group had fallen behind grade level by the eighth grade and none
have a juvenile record. In between are the moderate- and high- declining groups.

TABLE 4.1. Physical aggression group profiles

Group
Moderate High
Variable Low declining declining Chronic
Years of school — Mother 11.1 10.8 9.8 8.4
Years of school — Father 11.5 10.7 9.8 9.1
Low IQ (%) 21.6 26.8 44.5 46.4
Completed 8th grade on time (%) 80.3 64.6 31.8 6.5
Juvenile record (%) 0.0 2.0 6.0 13.3

# of sexual partners at age 17 (past year) 1.2 1.7 22 3.5
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Table 4.1 demonstrates that trajectory group membership varies systematically with the
individual’s psychosocial characteristics. An important generalization of the base model that
is laid out in Chap. 6 of Nagin (2005) allows for joint estimation of both the shapes of the tra-
jectory groups and the impact of psychosocial characteristics on the probability of trajectory
group membership. For example, such an analysis shows that the probability of trajectory
group membership is significantly predicted by low IQ, low paternal education, and being
born to a mother who began child-bearing as a teenager (Nagin and Tremblay 2001).

As noted, trajectories are not immutable. Life events or interventions may alter trajec-
tories for the better or worse. Nagin et al. (2003) explore the effect of grade retention from
age 6 to 15 on the trajectories of physical aggression shown in Fig. 4.1. They find that grade
retention seems to exacerbate physical aggression in the low declining and high declining tra-
jectory groups but has no apparent effect on the physical aggression of the extreme groups —
the lows and the chronics. The model extension allowing for this sort of analysis is developed
in Chap. 7 of Nagin (2005). See also Haviland et al. (2007, 2008) for a discussion of the
use of propensity score matching in combination with group-based trajectory modeling in
making causal inferences about the effect of life events and interventions on developmental
trajectories.

A trajectory charts the progression of an outcome over age or time. The examples dis-
cussed earlier all involve the developmental course of an individual-level behavior with age.
It is important to emphasize that the outcome does not have to be a behavior. Mustillo et al.
(2003), for example, analyze trajectories of body mass index and van Bokhoven et al. (2005)
analyze trajectories of cortisol levels. Further the unit of analysis does not have to be an indi-
vidual. Weisburd et al. (2004, 2008), for example, study trajectories of reported crimes at
spatial units measured at the level of the street segment. Similarly, Griffith and Chavez (2004)
analyze trajectories of homicides at the level of the census track. The Weisburd et al. and
Griffith and Chavez studies also demonstrate that trajectory can be measured over time as well
as age. In these studies, the time metric is the calendar year. Time can also be measured relative
to some fixed point in time. Christ et al. (2002) for example, measure trajectories of internet
usage from the date of gaining computer access to the internet and Krishnan (2008) examine
trajectories of mobile phone ring tone downloads from the date of account activation. For a
recent review of studies of crime using group-based trajectory modeling, see Piquero (2008).

LIKELIHOOD FUNCTION

Group-based trajectory models are a specialized application of finite mixture models. While
the conceptual aim of the analysis is to identify clusters of individuals with similar trajectories,
the model’s estimated parameters are not the result of a cluster analysis. Rather they are the
product of maximum likelihood estimation. As such, they share the many desirable charac-
teristics of maximum likelihood parameter estimates — they are consistent and asymptotically
normally distributed (Cramer 1946; Greene 1990; Thiel 1971).

The specific form of the likelihood function to be maximized depends on the type of data
being analyzed, but all are a special form of the following underlying likelihood function: let
Y; = {yi1, Yi2, ..., yir} denote a longitudinal sequence of measurements on individual i
over T periods. For expositional convenience, y;, will generally be described as the behavior
of an individual. However, the outcome of interest doesn’t have to pertain to an individual or
a behavior — y; can reference an entity such as a community, block face, or an organization,
or it can measure a quantity such as a poverty rate or a mean salary level.
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Let P(Y;) denote the probability of Y;. As developed in Chap. 2 of Nagin (2005), for
count data P(Y;) is specified as the zero-inflated Poisson distribution, for censored data it
is specified as the censored normal distribution, and for binary data, it is specified as the
binary logit distribution. Whatever the probability distribution, the ultimate objective is to
estimate a set of parameters, 2, that maximizes the probability of ¥;. The particular form of
this parameter set is distribution specific. However, across all distributions, these parameters
perform the basic function of defining the shapes of the trajectories and the probability of
group membership. As in standard grow curve modeling, the shapes of the trajectories are
described by a polynomial function of age or time.

If the parameters of this polynomial function were constant across population members,
the expected trajectory of all population members would be identical. Neither standard growth
curve methods nor the group-based method assume such homogeneity. Indeed, the assump-
tion of homogeneity is antithetical to the objective of either approach because both aim to
analyze the reason for individual differences in development. Standard growth curve modeling
assumes that the parameters defining the polynomial describe only a population mean and that
the trajectories of individual population members vary continuously about this mean, usually
according to the multivariate normal distribution. The group-based method assumes that indi-
vidual differences in trajectories can be summarized by a finite set of different polynomial
functions of age or time. Each such set corresponds to a trajectory group which is hereafter
indexed by j. Let P/ (Y;) denote the probability of ¥; given membership in group j, and ¥,
denote the probability of a randomly chosen population member belonging to group ;.

If it were possible to observe group membership, the sampled individuals could be sorted
by group membership and their trajectory parameters estimated with readily available Poisson,
censored normal (tobit), and logit regression software packages. However, group membership
is not observed. Indeed, the proportion of the population comprising each group j, ¥;, is an
important parameter of interest in its own right. Thus, construction of the likelihood func-
tion requires the aggregation of the J conditional likelihood functions, P/ (Y;), to form the
unconditional probability of the data, Y;:

J
P(Y)) =) v, P/ (V) 4.1
J

where P (Y;) is the unconditional probability of observing individual i ’s longitudinal sequence
of behavioral measurements, Y;. It equals the sum across the J groups of the probability of
Y; given i’s membership in group j weighted by the probability of membership in group ;.
Equation 4.1 describes what is called a “finite mixture model” because it sums across a finite
number of discrete groups that comprise the population. The term “mixture” is included in
the label because the statistical model specifies that the population is composed of a mixture
of unobserved groups.

For given j, conditional independence is assumed for the sequential realizations of the
elements of Y;, y;, over the T periods of measurement. Thus,

T
P/ =T1p o), 4.2)

where p’/ (y;) is the probability distribution function of y; given membership in group ;.
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The rationale for the conditional independence assumption deserves elaboration. This
assumption implies that for each individual within a given trajectory group j, the distribu-
tion of y;, for period ¢ is independent of the realized level of the outcome in prior periods,
Yir—1» Yir—2..... Thus, p/ (y;) does not include prior values of y; in its specification. This
assumption greatly reduces the complexity of an already complex model. Due to this reduc-
tion in complexity, most applications of finite mixture modeling with longitudinal data assume
conditional independence for the sake of tractability.

On its face, the conditional independence assumption may seem implausible because it
would seem to imply that current behavioral outcomes are uncorrelated with past outcomes. At
the level of the group, which are not observed, this is indeed the case. For individuals within a
given group j, behavioral outcomes over time are assumed not to be serially correlated in the
sense that individual-level deviations from the group trend are uncorrelated. However, even
with the assumption of conditional independence at the level of the latent group, there will still
be serial dependence over time at the level of the population. Specifically, past outcomes will
be correlated with current outcomes (e.g., across individuals body mass index at period ¢ will
be correlated with its value in subsequent periods). Such serial dependence results from the
group specific specification of p/ (y;). Differences in this specification across groups allow
for persistent differences of the outcome variable across population members.

The conditional independence assumption is also invoked in the standard random effect
model that underlies conventional growth curve models. The random effect model assumes
that the sequential realizations of y;, are independent, conditional upon the individual’s ran-
dom effect. Thus, in the group-based model the conditional independence assumption is made
at the level of the group, whereas in the random effect model it is invoked at the level
of the individual. In this sense, the conditional independence assumption is stronger in the
group-based model than in the standard random effect model. Balanced against this disadvan-
tage is the advantage that the group-based model does not make the very strong assumption
that the random effect is independently and identically distributed according to the normal
distribution.

The likelihood for the entire sample of N individuals is simply the product of the
individual likelihood functions of the N individuals comprising the sample:

N
L=]]Pw.

Intuitively, the estimation procedure for all data types identifies distinctive trajectory
groups as follows. Suppose a population is composed of two distinct groups: (1) youth
offenders (comprising 50% of the population) who up to age 18 have an expected offend-
ing rate, A, of 5 and who after age 18 have a A\ of 1; and (2) adult offenders, (comprising the
other 50% of the population) whose offending trajectory is the reverse of that of the youth
offenders — through age 18 their A = 1 and after age 18 their A increases to 5. Longitudinal
data on the recorded offenses of a sample of individuals from this population would reveal two
distinct groups: a clustering of about 50% of the sample who have had many offenses prior
to 18 and relatively few offenses after age 18, and another 50% clustering with the reverse
pattern.

If these data were analyzed under the assumption that the relationship between age and
)\ was identical across all individuals, the estimated value of A would be a “compromise”
estimate of about 3 for all ages. From this, one might mistakenly conclude that the rate of
offending is invariant with age in this population. If the data were instead analyzed using the
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group-based approach, which specifies the likelihood function as a mixing distribution, no
such mathematical “compromise” would be necessary. The parameters of one component of
the mixture would effectively be used to accommodate (i.e., match) the youth offending por-
tion of the data whose offending declines with age and another component of the mixing
distribution would be available to accommodate the adult offender data whose offending
increases with age.

GROUP-BASED TRAJECTORY MODELING CONTRASTED WITH
STANDARD GROWTH CURVE MODELING

Hierarchical modeling (Bryk and Raudenbush 1987, 1992; Goldstein 1995), and latent curve
analysis (McArdle and Epstein 1987; Meredith and Tisak 1990; Muthén 1989; Willett and
Sayer 1994) are two important alternative approaches to the group-based methodology for
modeling developmental processes. Like the group-based approach that is the subject of
this book, these two alternatives are designed to provide a statistical tool for measuring and
explaining differences across population members in their developmental course. Because
all three approaches share the common goal of modeling individual-level heterogeneity in
developmental trajectories, each must make technical assumptions about the distribution of
trajectories in the population. It is these assumptions that distinguish the three approaches.

While the assumptions underlying hierarchical modeling and latent curve analysis differ
in important respects, they also have important commonalities (MacCallum, Kim, Malarkey,
and Kiecolt-Glaser 1997; Willett and Sayer 1994; Raudenbush 2001). For the purposes of this
book one commonality is crucial: both model the population distribution of trajectories based
on continuous distribution functions. Unconditional models estimate two key features of the
population distribution of trajectory parameters — their mean and covariance structure. The
former defines average growth within the population and the latter calibrates the variances
of growth throughout the population. The conditional models are designed to explain this
variability by relating trajectory parameters to one or more explanatory variables.

Modeling individual-level differences requires that assumptions be made about the dis-
tribution of trajectory parameters in the population. Both hierarchical modeling and latent
curve analysis assume that the parameters are continuously distributed throughout the popula-
tion according to the multivariate normal distribution. Group-based trajectory modeling takes
a qualitatively different approach to modeling individual differences. Rather than assuming
that the population distribution of trajectories varies continuously across individuals and in a
fashion that can ultimately be explained by a multivariate normal distribution of population
parameters, it assumes that there may be clusters or groupings of distinctive developmental
trajectories that themselves may reflect distinctive etiologies. In some applications, the groups
may be literal entities. For example, the efficacy of some drugs depends on the users’ genetic
make-up. However, in many other application domains, the groups should not be thought of
as literally distinct entities. Rather they serve as a statistical approximation to a more complex
underlying reality.

One use of finite mixture models is to approximate a continuous distribution function
(Everitt and Hand 1981; Heckman and Singer 1984; McLachlan and Peel 2000; Titterington
et al. 1985). Heckman and Singer (1984) built upon the approximating capability of finite
mixture models to construct a nonparametric maximum likelihood estimator for the distribu-
tion of unobservables in duration models. The motivation for this seminal innovation was their
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observation that social science theory rarely provides theoretical guidance on the population of
distribution of unobserved individual differences yet statistical models of duration data were
often sensitive to the assumed form of the distribution of such differences. Their proposed
estimator finessed the problem of having to specify a distribution of unobserved individual
difference by approximating the distribution with a finite mixture model.

The idea of using a finite number of groups to approximate a continuous distribution is
easily illustrated with an example. Suppose that Panel A in Fig. 4.2 depicts the population
distribution of some behavior z. In Panel B, this same distribution is replicated and overlaid
with a histogram that approximates its shape. Panel B illustrates that any continuous distribu-
tion with finite end-points can be approximated by a discrete distribution (i.e., a histogram) or
alternatively by a finite number of “points of support” (i.e., the dark shaded “pillars”). A higher
number of support points yields a discrete distribution that more closely approximates the true
continuous distribution.

Why use groups to approximate a continuous population distribution of developmen-
tal trajectories? This brings us back to the key distinction between standard growth curve
modeling and group-based trajectory modeling. Both approaches model individual trajecto-
ries with a polynomial relationship that links age to behavior. The approaches differ in their
modeling strategy for incorporating population heterogeneity in the growth curve parame-
ters (e.g., Bo, B1, B2, and B3 in a cubic function of age or time). In conventional growth
curve modeling, the parameters describing individual-level trajectories are assumed to be
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FIGURE 4.2. Using groups to approximate an unknown distribution.
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distributed according to a specific function, usually the multivariate normal distribution. In the
group-based trajectory model, the distribution is approximated by a finite number of trajectory
groups, aka points of support.

By identifying latent strata of individuals with similar developmental trajectories, dif-
ferences that may explain or at least predict individual-level heterogeneity can be expressed
in terms of group differences. By contrast, a modeling strategy that assumes a continuous
distribution of trajectories must explain individual level heterogeneity in terms of that distri-
bution function. This difference has fundamental implications for the framing of the statistical
analysis.

The application depicted in Fig. 4.3 may serve to illustrate the difference in approach
between group-based trajectory modeling and conventional growth curve modeling. The data
used in this application were also from the Montreal-based study used to estimate the trajecto-
ries of physical aggression. In this case, the trajectories are based on annual self-reports from
age 11 to 17 about involvement with a delinquent gang in the past year. Application of the
group-based method to this gang involvement data identified the three highly distinct groups
shown in the figure (Lacourse et al. 2003). The trajectory for each group is described by the
probability of gang membership at each age. One trajectory, called the never group, is esti-
mated to comprise 74.4% of the population. This group’s probability of gang membership was
very small over all ages. The second group, called the childhood onset group, began at age 11
with a high probability of gang membership that modestly rises till age 14 and declines there-
after. The third group, called the adolescent onset group, had a near-zero probability of gang
membership at age 11, but thereafter, the probability rose to a rate that actually exceeded that
of the childhood onset group. The latter two groups are each estimated to constitute 12.8% of
the sampled population.

Had standard growth curve modeling methods been applied to these data, the product
of the analysis would have been entirely different. The counterpart to the results in Fig. 4.2
would have been the unconditional model which would have described the average probability
trajectory of gang involvement at each age from 11 to 17 and an associated set of variance
parameters measuring the population variability about this mean trajectory. Thus, the points
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of departure of the two modeling approaches for drawing inferences about data are funda-
mentally different. The growth curve approach aims to identify the factors that account for
individual variability about the population’s mean trajectory of development. By contrast,
the group-based approach frames questions of statistical inferences in terms of the trajectory
group: what factors distinguish group membership and how do groups differ, if at all, in their
response to events that might alter a trajectory?

For what types of problems is the group-based approach more appropriate than standard
growth curve modeling and conversely, for what types of problems is the standard approach
a better fit? This is a question without a clear answer. Still some guidelines are possible. One
guideline relates to the adjective “growth” that modifies “curve modeling.” The prototypical
application of standard growth curve modeling involves a process in which populations mem-
bers follow a common developmental pattern of either increase or decline. Raudenbush (2001)
offers language acquisition as a quintessential example of such a process. Another good
example is time spent with peers from childhood through adolescence (Warr 2002). Standard
growth curve methods are well suited for analyzing such developmental phenomena because
it is reasonable to assume that most individuals experience a common process of growth or
decline, albeit at different rates. However, there are large classes of developmental phenom-
ena for which the conception of a common growth process does not naturally fit. Raudenbush
describes the population differences for this class of problems as “multinomial” and for such
problems, he recommends a group-based approach as particularly appropriate. Raudenbush
(2001:59) uses depression as an example. He observes: “It makes no sense to assume that
everyone is increasing (or decreasing) in depression. .. many persons will never be high in
depression, others will always be high, while others will become increasingly depressed.”

The basis for Raudenbush’s making a distinction between the developmental processes
underlying language acquisition and depression is fundamental and cannot be overstressed.
The former are appropriately analyzed by conventional analysis of variation; the latter are not.
Because the vocabularies of all young children from normal populations increase with age, it
is sensible to ask questions such as: What is the average growth curve of children’s vocabulary
over a specified age range? How large is the variation across children in their individual-
level language acquisition growth curves? How do such “between person” variations relate
to factors such as the child’s cognitive functioning and parental education? How are “within
person” changes in acquisition related to changes in interactions with primary caregivers due,
for example, to parental conflict?

These questions are framed in the language of analysis of variance as reflected in the use
of terms such as “within person change” and “between person change.” This is only natural
because standard growth curve analysis has its roots in analysis of variance. Like analysis of
variance, growth curve analysis is designed to sort out factors accounting for variation about
a population mean.

To meaningfully frame an analysis in the conceptual apparatus of analysis of variance
requires that it be sensible to characterize population differences in terms of variation about
the population mean. For processes such as language acquisition the mean trend is, in fact, a
sensible statistical anchor for describing individual variability. However, for many processes
evolving over time or age, it is not. For example, it makes no sense to frame a statistical anal-
ysis of population differences in the developmental progression of attention deficit disorder
(ADD) in terms of variation about the mean trajectory of ADD, because ADD is the excep-
tion, not the norm, within the general population. Other examples of evolving behavioral
phenomena that are not properly described in terms of variation about a population mean
are most forms of psychopathology and abuse of both licit and illicit drugs. More generally,
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a group-based approach to analyzing longitudinal data is usefully applied to phenomena in
which there may be qualitatively different trajectories of change over age or time across sub-
populations that are not identifiable ex ante based on measured characteristics such as gender
or race.

The assumption that all individuals follow a process that increases or decreases regularly
within the population may also be violated because there may not be a single explanation
for the differences in the developmental trajectories of subpopulation. For example, Nagin
and Tremblay (2001) found that a host of predictors involving the individual’s psychologi-
cal make-up and family circumstances distinguished individuals following low versus high
trajectories of physical aggression in childhood. However, a comparison of two distinct sub-
populations of high childhood trajectories — those following a trajectory of chronic aggression
versus those who started childhood with high aggression but later declined — revealed that
only two maternal characteristics distinguished these groups. Using standard growth curve
modeling methods, it would have been very difficult to identify this important difference in
variables that distinguished among trajectories of childhood physical aggression. Identifica-
tion of such differences is far easier with a methodology that clusters individuals with similar
developmental trajectories.

A second guideline concerns the motivation for the analysis. One common aim of
analyses of longitudinal data is to uncover distinctive developmental trends in the outcome
variable of interest. For example, do sizable numbers of youths follow a trajectory of adoles-
cent onset conduct disorder? The group-based approach is ideally suited for testing whether
such distinctive patterns are present in the data. By contrast, another common aim of devel-
opmental studies is to test whether some identifiable characteristic or set of characteristics are
associated with individual differences in trajectories of development. An example is whether
trajectories of conduct disorder differ across sexes. For this type of problem, standard growth
curve modeling provides a natural starting point for framing the statistical analysis — a com-
parison of the mean trajectories for boys and girls. Thus according to this second guideline,
the group-based approach lends itself to analyzing questions that are framed in terms of the
shape of the developmental course of the outcome of interest, whereas standard growth curve
modeling lends itself to analyzing questions framed in terms of predictors of the outcome’s
developmental course.

A third guideline concerns the possibility of path dependencies in the response to turning
point events, such as marriage, or to treatments, such as hospitalization for a psychiatric dis-
order. Path dependencies occur when the response to a turning point event or treatment is
contingent upon the individual’s developmental history. For example, Nagin et al. (2003)
find that the seeming impact of grade retention on physical aggression depended upon the
child’s trajectory of physical aggression. The subsequent physical aggression of children who
had been following trajectories of little physical aggression or of chronic physical aggression
appeared to be unaffected by the event of being held back in school. By contrast, the physical
aggression of individuals who had been following trajectories of declining physical aggres-
sion seemed to be exacerbated. Such path dependencies are commonplace in the literature on
human development (Elder 1985). Indeed the possibility of path dependencies is a key ratio-
nale for longitudinal studies. The group-based trajectory model is well suited for identifying
and testing whether the response to a turning point event or treatment is contingent upon the
individual’s developmental trajectory.

Laying out guidelines for the use of alternative statistical methods is a precarious exer-
cise. Users naturally desire bright line distinctions. Yet bright line distinctions are generally
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not possible. The first guideline implies that developmental processes can be cleanly divided
between those involving regular growth or decline and those that do not. The reality is that
for many developmental processes, it is not possible to confidently make this distinction. The
second guideline implies that the objective of an analysis can be classified as either identifying
distinctive developmental trajectories or testing predictors of developmental trajectories. The
reality is that most analyses have both objectives. Still, a further complication is that stan-
dard growth curve modeling can be used to identify distinctive developmental trajectories
for predefined groups (e.g., races or genders) and the group-based modeling can be used to
test theories about the underlying predictors and causes of population differences in devel-
opmental trajectories. The third guidelines might be interpreted as implying that it is not
possible to identify path dependencies with conventional growth curve models. This is not the
case. Stated differently, both methods are designed to analyze change over time. The group-
based method focuses on the identification of different trajectory shapes and on examining
how the prevalence of the shape and shape itself relates to predictors. By contrast, standard
growth curve modeling focuses on the population mean trajectory and how individual varia-
tion about that mean relates to predictors. Thus, the alternative approaches are best thought of
as complementary, not competing.

AN ALTERNATIVE CONCEPTION OF A GROUP FROM THE
STRUCTURAL EQUATION MODELING TRADITION

In group-based trajectory modeling, the parameters of the polynomial function defining the
mean trajectory of group j are denoted by a vector /. Muthén and Shedden (1999) develop
an elegant and technically demanding extension of the uncensored normal model which adds
random effects to the parameters, 8/, that defines a group’s mean trajectory.

This extension allows the trajectories of individual-level group members to vary about
the group’s mean trajectory. The model for each group can be interpreted in a manner that
is equivalent to that for the conventional normal-based growth curve model. The estimate of
B/ defines the mean trajectory for the group and the estimate of the covariance matrix of the
random effects characterizes the variation of group members’ trajectories about this mean.
The fundamental difference between the Muthen and Shedden model and the conventional
growth curve model is that the former is comprised of multiple latent groups whereas the
latter is defined by a single group.

Muthén (2001) uses the term generalized growth mixture modeling (GGMM) to label
this modeling extension. The principal advantage of GGMM is that the addition of random
effects may improve model fit. Balanced against this important benefit are a number of dis-
advantages. One is that the addition of random effects to a group-based model can result
in the use of fewer trajectory groups because their addition allows for more within group
heterogeneity. In group-based trajectory modeling, a group is conceptually thought of as a
collection of individuals who follow approximately the same developmental trajectory. The
groups correspond to the points of support in Fig. 4.2. They describe the distinctive features
of the population distribution of trajectories. Population variability is captured by differences
across groups in the shape and level of their trajectories. Because the trajectory groups are
intended to define clusters of individuals following approximately the same developmental
course, increasing within group heterogeneity can be counterproductive to this objective.



4. Group-Based Trajectory Modeling: An Overview 65

In the GGMM schema, a latent group is a population of individuals with heterogeneous
developmental trajectories that can nonetheless be described by a single probability distri-
bution. The population-at-large is only comprised of multiple latent groups when more than
one probability distribution is required to model individual differences within the population.
Stated differently, the GGMM describes population heterogeneity with multiple layers of het-
erogeneity. This layering of heterogeneity may serve to improve model fit but it can also result
in a fundamental indeterminancy in the conception of a group because it implies that an indi-
vidual belonging to group A might actually have a trajectory that more closely corresponds to
the mean trajectory of group B.

The layering of heterogeneity also raises difficult issues of model identification. The
challenge of identification is reflected in the work of Bauer and Curran (2003, 2004). Their
analyses show that under the GGMM definition of a group, relatively modest errors in
the specification of the group’s probability distribution can result in mistaken inferences
about the number of groups comprising the population. Specifically, one might conclude that
multiple groups are required to model the population when, in fact, the population can be
described by a single correctly specified probability distribution. Thus, Bauer and Curran
conclude that GGMM is vulnerable to creating the illusion of groups when, in fact, there
are none.

Bauer and Curran’s analysis is technically sound. However, their caution about illusory
groups has little relevance to the actual application of group-based trajectory modeling as
developed in this chapter. In all applications of group-based modeling known to the author,
the researchers are attempting to identify whether there are distinctive clusters of trajectories
and, if so, whether individuals following such trajectories are distinctive in some respects.
In this context, a group bears no relationship to the definition of a group analyzed by Bauer
and Curran. Specifically, it is not a sub-population of heterogeneous individuals that can be
described by a single probability distribution. Instead, it is a cluster of approximately homoge-
nous individuals, in the sense that they are following about the same developmental course,
who may have distinctive characteristics from other clusters of individuals following different
developmental courses.

CONCLUDING REMARKS

A hallmark of modern longitudinal studies is the variety and richness of measurements that are
made about the study’s subjects and their circumstances. Less often acknowledged is that this
abundance of information is accompanied by a difficult companion — complexity. Commonly,
researchers are confronted with the dilemma of how best to explore and communicate the rich
set of measurements at their disposal without becoming so bogged down in complexity that
the lessons to be learned from the data are lost on them and their audience.

An important motivation for my commitment to developing and promoting the group-
based trajectory method is the belief that alternative methods for analyzing development in
longitudinal data sets too often leave the researcher with a Hobson’s choice of balancing
comprehensibility against an adequate exploration of complexity. Group-based trajectory
modeling does not solve the problem of balancing comprehensibility and complexity. How-
ever, it does provide researchers with a valuable tool for identifying, summarizing, and
communicating complex patterns in longitudinal data.
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Summarizing data necessarily requires reduction. Reduction requires approximation.
In the case of group-based models, the approximation involves the grouping of individ-
uals who are not entirely homogenous. Balanced against this reduction error is a greatly
expanded capability for creating dense, yet comprehensible, descriptions of groups of people
through time.
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CHAPTER 5

General Growth Mixture
Analysis with Antecedents
and Consequences of Change

HANNO PETRAS AND KATHERINE MASYN

INTRODUCTION

Describing and predicting the developmental course of an individual’s involvement in criminal
and antisocial behavior is a central theme in criminological inquiries. A large body of evidence
is available documenting that individual differences in levels of criminal behavior across time
can effectively be described qualitatively using a discrete number of criminal career patterns
which vary by age of onset, career length, as well as type and frequency of the behavior.
The majority of studies, using selective offender or population-based samples, have identified
offending typologies made up of four to six distinct trajectory profiles. Most of these profiles
are declining and are distinguished by the level of offending at their peak and the timing of the
decline (Picquero 2008). For example, Sampson and Laub (2003) identified several distinct
offending trajectories patterns. One small group of individuals (3%) peaked in their offending
behavior in the late 30s and declined to almost “0” at age 60 was labeled “high-rate chronics.”
In addition, three desisting groups were identified, who declined after middle adolescence,
late adolescence, and early adulthood, respectively. Finally, a small group (8%) followed a
low-rate chronic offending pattern between the ages of 19 and 39, and declined thereafter.
Childhood aggressive behavior is widely recognized as a precursor for antisocial and
criminal behavior in adolescence and adulthood. Numerous prospective studies have demon-
strated that conduct problems (as early as preschool) predict later delinquent behavior and
drug use (Ensminger et al. 1983; Hawkins et al. 2000; Lynam 1996; McCord and Ensminger
1997; Yoshikawa 1994). Motivated by developmental research (Loeber and Hay 1997; Moffitt,
1993; Patterson et al. 1989; Patterson et al. 1998), a large body of longitudinal research has
identified several developmental prototypes for individuals that vary in onset and course of
aggressive behavior (Broidy et al. 2003; van Dulmen et al. 2009; Nagin and Tremblay 1999;
Schaeffer et al. 2006; Petras et al. 2004; Petras et al. 2008; Shaw et al. 2003). Despite differ-
ences in terminology and emphasis, each study identifies two to five distinct patterns on youth
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antisocial behavior over time with different behavior trajectories, risk factors, and prognoses
for desistence from antisocial behavior as adults. Each proposed typology includes one to
two chronic profiles with early and persistent aggression that is likely to be related to a bio-
logical or genetic vulnerability, exacerbated by poor parenting and early school failure. Each
also identifies one or two less severe profiles with antisocial behavior that starts later, is less
aggressive, is more sporadic, and stems from later socialization experiences such as deviant
peer affiliations in early adolescence. Implicit in each typology is also the assumption that
there is at least one other profile that characterizes youth who do not exhibit problems with
antisocial behaviors. Additional evidence suggests that there is also a profile characterizing
the substantial proportion of those children who display high levels of aggressive behavior in
childhood but who do not manifest antisocial behavior in adolescence or adulthood (Maughan
and Rutter 1998).

In summary, many of the studies of youth, adolescents, and adults related to delin-
quent, antisocial, and criminal offending, have utilized a language of trajectory typologies
to describe the individual differences in the behavioral course manifest in their longitudi-
nal data. Although this language maps well onto some of the corresponding theories that
provide the conceptual frameworks for these empirical investigations, the majority of these
studies have not relied on subjective or heuristic taxonomies but instead relied on empirically-
derived taxonomies based on statistical modeling techniques, analogous to clustering and, by
doing so, have been able to progressively evaluate the veracity of the underlying theories
themselves. The two most common statistical methods currently in use are the semiparamet-
ric group-based modeling, also known as latent class growth analysis (LCGA; Nagin and
Land 1993; Roeder et al. 1999; Nagin 2005), and general growth mixture analysis (GGMA;
Muthén 2001, 2004; Muthén et al. 2002; Muthén and Asparouhov 2008; Muthén and Muthén
1998-2008a; Muthén and Shedden 1999). Although there are differences in model specifica-
tion and estimation (see the chapter in this handbook for more information on LCGA), both
methods characterize some portion of the systematic population heterogeneity in the longi-
tudinal process under study (i.e., between-individual variability not due to time-specific or
measurement error) in terms of a finite number of trajectories groups (latent growth classes
or mixture components) for which the mean or average growth within each group typifies one
of the growth patterns or profiles manifest in the population. Together, the studies employ-
ing these methods have helped shift the study of antisocial and criminal behavior away from
what has been termed a “variable-centered” focus, describing broad predictors of behavior
variance, toward a more “person-centered” focus, emphasizing discretely distinct individual
differences in development (Magnusson 1998).

In concert with the growing popularity of these data-driven, group-based methods for
studying developmental and life-course behavior trajectories, have come active and spirited
ontological discussions about the nature of the emergent trajectory groups resulting from the
analyses (Bauer and Curran 2003, 2004; Nagin and Tremblay 2005; Sampson et al. 2004;
Sampson and Laub 2005), i.e., whether the resultant trajectory typology defined by the sub-
groups derived from the data represent a “true” developmental taxonomy. Further debate
involves whether it is reasonable to even apply these methods if there is not a true taxon-
omy underlying the data, under what conditions these methods should be applied, and how
the results should be interpreted if we consider the fact that, for any given dataset, we cannot
know the “truth” of the population distribution from which the observations were drawn.
For example, we may not be able to make an empirical distinction between a sample of
observations drawn from a population of values with a bimodal distribution and a sample
of observations drawn from a mixture of two normally distributed subpopulations. Likewise,
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we may have a sample of observations for which a model that assumes a bimodal distribution
is statistically indistinguishable from a model that assumes a finite mixture of two normal
components. Thus, as is the case with any statistical modeling, the data can only empirically
distinguish between models more or less consistent with the observations in the sample — they
cannot identify the “truth” of the population between models with equivalent or nearly equiv-
alent goodness-of-fit. Unfortunately, this issue of the True population distribution, i.e., the
verity of the existence of latent subgroups in a given population, cannot be solved by means
of replication since a new sample will give a similar distribution with similar ambiguities
about the characteristics of the population distribution.

For the purposes of this chapter, we acknowledge that these debates are ongoing, but
believe that the usefulness of these group-based models does not hinge on the ontological
nature of the resultant trajectory groups. We presuppose that there are analytic, empirical, and
substantive advantages inherent in using discrete components to (partially) describe popula-
tion heterogeneity in longitudinal processes regardless of whether those discrete components
are an approximation of a continuum of variability or if the components represent actual
unobserved subpopulations within the larger population under study. In this chapter, we focus
instead on the use of auxiliary information in terms of antecedents (predictors and covariates)
and consequences (sequelae and distal static outcomes) of trajectory group membership in the
GGMA framework (Muthén 2006). The use of auxiliary information, potentially derived from
substantive theory, is highly relevant to determine the concurrent and prognostic validity of
specific developmental trajectory profiles derived from a particular data set (Bushway et al.
1999; Heckman and Singer 1984; Kreuter and Muthén 2008). That is to say, the inclusion
of auxiliary information in a growth mixture analysis is a necessary step in understanding as
well as evaluating the fidelity and utility of the resultant trajectory profiles from a given study,
regardless of one’s beliefs about the veracity of the method itself. The remainder of the chap-
ter is organized as follows: First, we briefly introduce the conventional latent growth curve
model followed by a presentation of the unconditional growth mixture model, of which the
latent growth curve model and latent class growth model are special cases. We then discuss
the process for including antecedents and consequences of change in the general growth mix-
ture analysis (GGMA) framework. We conclude this chapter with an empirical example using
data from a large randomized trial in Baltimore.

THE UNCONDITIONAL LATENT GROWTH CURVE MODEL

Repeated measures on a sample of individuals result in a particular form of multilevel data,
where time or measurement occasions at “Level 1 are nested within persons at “Level 2.” This
data can be analyzed using a multilevel modeling framework where intraindividual change is
described as a function of time and interindividual differences are described by random effects
and coefficients (Multilevel Linear Models — MLLM or Hierarchical Linear Models — HLM;
Raudenbush and Bryk 2002; Hox 2000, 2002). Alternatively, a multivariate latent variable
approach can be used where the parameters of the individual growth curves are modeled as
latent variables (e.g., latent intercept and slope factors), with a covariance and mean structure
(Latent Growth Curve Models — LGCM, Latent Growth Models — LGM, or Latent Variable
Growth Models — LVGM; Meredith and Tisak 1990; Willett and Sayer 1994; Muthén 2004).
A typical unconditional linear latent growth curve model with T" time points and » individuals
is specified below.
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Level 1:
Yii = Noi + NsiGri + &sis
Level 2: 5.1
noi = o + Soi,
Nsi = og + C1i,
where
e~MVN(0,0),
L~ MVN@QO,V¥),
Cov(e, £) = 0.

Here, y,; is the observed outcome y for individual i (( = 1,...,n) at time ¢t (¢t =
1,....T), ay, is the time score for individual i at time ¢, 7no; is the random intercept fac-
tor (i.e., the “true score” value for individual i at time a; = 0), and 5, is the random linear
slope factor (i.e., the expected change in y; for a one unit increase in time, on the scale of
ay). In latent variable modeling terms, the y;’s are the indicators or manifest variables for the
latent growth factors, no and ;. &, represent measurement and time-specific error at time ¢
and the &,’s are usually assumed to be uncorrelated; however, that restriction can be relaxed.
In the more traditional matrix notation of the latent variable framework, the equations in (5.1)
can be written as

Y = An; + ¢,

n; =a+g;, 62

where Y; is a (T x 1) vector of observed scores for individual 7, y; is a (p x 1) vector of
growth factors, A is a (T x p) design matrix of factor loadings with each column correspond-
ing to specific aspects of change, and « is a (p x 1) vector of growth factor means. In this
specification, a; = ay, Vi, but it is possible to incorporate individual-varying times of mea-
surement within this framework by treating time measures at each occasion as a time-varying
covariate with a random effect. For a linear model, p = 2, the loading matrix is given by

1 As
1 Ag
oo (5.3)
1 AsT
where the loading values in the second column would be fixed to define the slope factor as
the linear rate of change on the observed time metric; for example, Ay = (ay,das,...,ar)’.
Typically, time is centered such that the first loading, A1, is fixed at zero so that the intercept
factor can be interpreted as the response at the first time of measurement (1 = 1). Although the
above specification expresses the change in the outcome as a linear function of the time metric,
it is possible (with an adequate number of repeated observations on each subject) to investigate
interindividual differences in nonlinear trajectories of change. The most common approach is
the use of polynomials where additional factors (p > 2) represent quadratic or cubic functions
of the observed time metric. Nested models with increasing numbers of growth factors are
assessed by chi-square difference testing as well as the use of SEM fit indices (Hu and Bentler
1999). Alternative specifications of time can also be easily accommodated, including piece-
wise linear growth models as well as exponential and sinusoidal models of change. Also, it is
possible for the Level 1 equation in (5.1) and the residual variance/covariance structure of Y to
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FIGURE 5.1. Path diagram for an unconditional linear latent growth curve model. Model is shown with fixed times
of measurement, but individually-varying times of measurement may be specified.

be specified as a generalized linear model to accommodate binary, multinomial, ordinal, and
count measures for the change process in addition to continuous measures. The path diagram
for the unconditional linear latent growth curve model is shown in Fig. 5.1.

Although it is possible to specify analytically-equivalent unconditional models across
the multilevel and latent variable modeling frameworks, utilizing the latent variable approach
affords access to a variety of modeling extensions not as easily implemented in other frame-
works, e.g., models that simultaneously include both antecedents and consequences of the
changes process; higher order growth models with multiple indicators of the outcome at each
assessment; multi-process and multilevel growth models; and models that employ both con-
tinuous and categorical latent variables for describing population heterogeneity in the change
process (for more on growth modeling in a latent variable framework, see, for example, Bollen
and Curran 2006; Duncan et al. 2006; Muthén 2000, 2001, 2004). In the next section, we
describe the last extension for which the latent growth curve model serves as a foundational
and restricted case in the broader category of general growth mixture models.

THE UNCONDITIONAL GENERAL GROWTH MIXTURE MODEL

General growth mixture analysis (GGMA) stands at the intersection of latent growth curve
modeling and finite mixture modeling. In finite mixture modeling, rather than making the
usual assumption that the observed responses in a data sample are identically distributed, i.e.,
are drawn from a singular homogeneous population, it is assumed that the data are drawn
from a finite number of heterogeneous subpopulations. The finite mixture analysis divides the
population into an unknown number of exhaustive and mutually exclusive subpopulations (or
latent classes), each with its own response distribution (Muthén and Muthén 2000; Muthén
and Curran 1997).

Figure 5.2 illustrates a mixture of two normally-distributed subpopulations. In the latent
variable framework, the mixtures, or subpopulations, are represented by categories of a latent
multinomial variable, usually termed a latent class variable, and the mixture components or
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FIGURE 5.2. Illustration of a finite mixture of two normally-distributed subpopulations (dashed lines) and the
resultant mixed population distribution (solid line).

subpopulations are referred to as latent classes. The distribution of an observed outcome, Y,
is a mixture distribution defined as

K

fOY) =Y [P(Ci = k) f(Yi|Ci = k). (5.4)

k=1

where C; represents the latent class membership for individual i, K is the total number of latent
classes (subpopulations), Pr(C; = k) is the mixing proportion for Class k, and f(Y;|C; = k)
is the class-specific response distribution of Y;.

Latent class membership is unobserved and is determined by the class-specific model
parameters. This brings us to a critical point, which we will emphasize repeatedly in this
chapter: As with any latent variable, it is necessary to specify a measurement model for the
latent class variable. Indicators for the latent class variable include any variables, observed or
latent, that differ in values between individuals in the population due to latent class member-
ship, as well as model parameters that are permitted to be class-specific, thereby designating
those parameters as individually-varying or “random” effects in the given model. The latent
classes are then characterized by the class-specific joint distribution of all those variables and
random effects and empirically based on the overall joint distribution in the sample. Thus, the
estimation of the optimal number and size of the latent classes (class proportions), as well as
the corresponding model parameter estimates (class-specific and overall) and interpretation
of the resultant classes, will very much depend on: (1) which variables and random effects
are included as latent class indicators and (2) the specification of the within-class joint distri-
bution of those latent class indicators. This is analogous to selecting the attribute space and
the resemblance coefficient in a cluster analysis. For example, if we specified a latent class
model in which the classes differed only with respect to their mean structure and assumed
conditional independence of all the class indicators, we may extract different classes (num-
ber, size, and class-specific parameters estimates) than a model in which the classes differed
with respect to both their mean and variance-covariance structure.
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In growth mixture modeling, rather than assuming the individual growth parameters (e.g.,
individual intercept and growth factors) are identically distributed, i.e., are drawn from a sin-
gular homogeneous population, as we do in latent growth curve modeling, it is assumed that
the individual growth parameters are drawn from a finite number of heterogeneous subpop-
ulations. The growth mixture analysis divides the population into an unknown number of
exhaustive and mutually exclusive latent trajectory classes, each with a unique distribution
of individual growth factors. In other words, the continuous latent growth factors serve as
the indicators for the K-category latent class variable, C, in a growth mixture model, as
expressed below.

Y: = An; + &,

(5.5)
n;, =ar +§;,

where

e~ MVN(0,0;),
¢t~ MVN(O,¥y),
Pr(C; = k) = K‘J’Xpﬂ.

> (exp(¥n))
h=1

Here, C; represents the latent trajectory class membership for individual i, where C =
1,..., K. The sizes of the latent classes in the mixture, i.e., the mixing proportions, are param-
eterized in the model using a multinomial logistic regression, where ¥, represents the log
odds of membership in Class k relative to a reference class, usually Class K (and ¥ x = 0 for
identification). Notice that the residuals (on the growth factors and observed outcomes) are all
assumed to be normally distributed within each latent class. Thus, the normality assumption
is not imposed on the overall population but merely on the subpopulations, allowing for the
possibility of highly nonnormal distributions of responses at the overall population level. The
path diagram for the general linear latent growth mixture model is shown in Fig. 5.3.

For a given value of K, these models can be fit using ML estimation via the EM algo-
rithm (Muthén and Shedden 1999). Based on the model-estimated response probabilities and
observed data, each individual’s estimated probability of class membership, p,, (termed the
posterior class probabilities), can be calculated using the following equation:

Pr(C; = k)Pr(Y;|C; = k)

Pix = Pr(Ci = k|Y;) = =
Pr(Y;)

(5.6)

The class-specific model parameters may include the growth factors means (o), the growth
factor variances and covariances (W), and the observed outcome residual variances and
covariances (@y). However, as we mentioned before, one must give careful consideration
to what is permitted to vary across the classes for it is those differences that define the classes
themselves. Thus, if we wanted latent classes or mixtures that partitioned the population on
the basis of differences in the systematic change process over time, i.e., mixture based exclu-
sively on the joint distribution of latent growth factors, then we may not want to allow the
outcome residual variances and covariances to be class-specific, i.e., we may want to con-
strain @, = @, Vk. As another example, if we changed the location of the intercept growth
factor by centering the time scale at the end of the time range instead of the beginning, then the
latent classes would be characterized by heterogeneity in the outcome level at the final time
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FIGURE 5.3. Path diagram for a general (/linear) growth mixture model with observed static antecedents (X) and
consequences (Z) of change.

point and the outcome change over time rather than by heterogeneity in the outcome level
at the first time point and outcome change over time. Only in models with ¥ unstructured
and unconstrained across the latent classes, the maximum likelihood value will be the same
regardless of the time centering.

It is clear to see from the equations in (5.5) that the latent growth curve model described
in the previous section is simply a growth mixture model with K = 1. Another special case
is the latent class growth model developed by Nagin and colleagues (Nagin 1999; Nagin and
Land 1993; Nagin 2005; Roeder et al. 1999; Jones et al. 2001) which is characterized by zero
within-class growth factor variance and covariances, thus assuming homogeneity of individ-
uals’ systematic development within a particular class, i.e., W = 0, Vk. Not only does this
stand as a special case of growth mixture modeling, it represents a very specific measurement
model for the latent class variable portion such that the classes are differentiated by differ-
ences in the mean structure on the growth factors with all interindividual variability on the
growth factors and covariance between the growth factors explained by latent class member-
ship. Certainly, the necessary number and nature of the latent classes extracted from a given
data set under this model specification will deviate from those extracted using a different mea-
surement model specification. To be more specific, a greater number of latent classes would
be needed for a model in which all growth factor variance and covariance had to be captured
by between-class differences compared to a model in which overall growth factor variance
and covariance were partitioned into inter-class and intra-class variability. Models that assign
all systematic variability in growth to class membership are usually less parsimonious but are
more flexible and make fewer parametric assumptions. Interestingly, although the latent class
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growth model may be more parameter-laden, it may be easier to estimate, i.e., converge more
readily, than a less constrained model with fewer classes but an equivalent number of free
parameters, especially in cases for which the overall variability in one or more of the growth
factors is small. In those cases, even with fewer classes, there may not be enough overall
variance to parse out across the between- and within-class differences, leading to an empiri-
cal identification problem. Unfortunately, these are not problems that can be readily foreseen
ahead of the actual data analysis and must be dealt with as it arises. Models with different
within- and between-class differences can be compared in terms of relative goodness-of-fit
using various information indices; however, nested models that differ in the number of latent
classes cannot be compared using a standard chi-squared approximation for the likelihood
ratio test (LRT), as is explained in the following section on model building (although alter-
natives are suggested). Additionally, a K-class model with ¥; = 0, Vk, cannot be directly
compared to a K-class model with unconstrained Wy using a standard chi-squared approxi-
mation for the LRT because the null hypothesis lies on the boundary of the parameter space
defined by the alternative (Stram and Lee 1994).

Model Building in GGMA

Given the complexity of the model and the different measurement model specifications for the
latent class variable, it is recommended that model building proceed in a systematic step-wise
fashion. The first step in the process is specifying the functional form for individual change
over time. Descriptive analyses at this first foray into the data can reveal commonalities across
individuals and idiosyncrasies between individuals with respect to each person’s pattern of
growth over time. It is important to note that the shape of the mean change trajectory in the
overall sample may not mirror the shape of individual trajectories within that sample. Thus,
it is critical to examine smooth nonparametric as well as OLS trajectories across at least a
random sample of subjects in the dataset to explore the shapes of individual change over time.
In selecting a functional form, e.g., linear or curvilinear, one should consider adopting the
most parsimonious choice that will adequately describe the individual trajectories, allowing
for the fact that plots based on repeated measures of single subjects will reflect both systematic
changes over time as well as random fluctuation due to measurement and time-specific error.
(For more on this descriptive step, see, for example, Singer and Willett 2003.)

The next step in the model building process is class enumeration. All of the mix-
ture model specifications in the previous section were predicated on a known value for K.
Although we may have very compelling substantive theories, as discussed in the introduction,
regarding discrete typologies of change or growth, these theories are rarely specific enough to
guide a purely confirmatory model fitting process, e.g., “we hypothesize three latent trajectory
classes with class-specific quadratic mean structures, class-specific growth factor variances,
zero within-class growth factor covariances, and class-invariant outcome residual variances.”
Thus, the class enumeration process advances in a more exploratory manner while giving
due consideration to a prior substantive hypotheses regarding the number and nature of the
subpopulations that may be represented in the data. (Recall that the use of mixtures may be
as much for accommodating non-normality in the overall population as uncovering “true”
subpopulations.)

This step begins by considering a set of models with an increasing number of latent
classes under a given measurement model. It is advisable to begin with a somewhat restricted
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measurement model given some of the known pitfalls in mixture model estimation. Mixture
models can have difficulty with convergence and a model specification that allows the growth
factor (or outcome) residual variances to differ across class results in an unbounded likelihood
function which can increase the chance of nonconvergence because the candidate parame-
ter space may include solutions with variances of zero and latent classes made up of single
individuals (McLachlan and Peel 2000). This, coupled with the previous discussed motiva-
tion, suggests beginning the class enumeration process with a measurement model for which
®; = 0O,Vk. We may similarly consider constraining ¥; = W, Vk in our initial model
specification as well. However, rather than assuming that the covariances between the growth
factors within each latent class are the same, it may be more reasonable to start with a model
that, like traditional latent class and latent profile analysis, assumes conditional independence
of the class indicators, i.e., fixes the covariances of the growth factors within class to zero such
that the growth factors are independent conditional on latent class. In such a model, the latent
class variable would be designed to account for (or explain) all of the covariance between the
growth factors in the overall population while the overall variance of the growth factors would
be accounted for in part by the within-class continuous random variability on the growth fac-
tors and in part by the between-class differences in growth factor means. Thus, beginning
ultimately with a measurement model where ¥, = Diag(y1,...,V¥,) and O = O, Vk,
with a free to vary across the K latent classes. This particular specification represents a
probabilistic variant of a k-means clustering algorithm applied to the “true” growth factor
values for the individuals in the sample (Vermunt and Magidson 2002). Once the class enu-
meration step is complete, one could theoretically use nested model tests and fit indices to
investigate whether freeing the growth factor variances across the latent classes or relaxing
the conditional independence assumption improves the fit of the model. However, by making
such changes to the latent class measurement model specification, we should not be surprised
if we see not only changes to the relative fit of the model, but also significant changes to the
location, size, and substantive meaning of the latent classes. If this occurs, we may be given
a cause to reevaluate the final model selection from the latent class enumeration step or, more
drastically, to reconsider the model specification used for the latent class enumeration process
itself, and begin again.

Mixture models are also infamous for converging on local rather than global maxima
when they do converge. The use of multiple starts from random locations in the parameter
space can improve the chance of convergence to global maxima (Hipp and Bauer 2006). Ide-
ally, replication of the maximum likelihood value across a large number of random sets of
start values increases confidence that the solution obtained is a global maximum.

Once a set of models, differing only in the number of classes, has been estimated, the
models are then compared to make a determination as to the smallest number of classes nec-
essary to effectively describe the heterogeneity manifest through those classes. This first step
in growth mixture modeling - deciding on the appropriate number of classes - can prove the
most taxing, particularly because there is no single method for comparing models with dif-
fering numbers of latent classes that is widely accepted as the best (Muthén and Asparouhov
2008; Nylund et al. 2007); but, by careful and systematic consideration of a set of plausible
models, and utilizing a combination of statistical and substantive model checking (Muthén
2003), researchers can improve their confidence in the tenability of their resultant model
selection. Comparisons of model fit are based primarily on the log likelihood value. The
standard chi-square difference test (likelihood ratio test; LRT) cannot be used in this set-
ting because regularity conditions of the test are violated when comparing a k-class model
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to a (k-g)-class model (McLachlan and Peel 2000). However, two alternatives, currently
implemented in the Mplus V5.1 software (Muthén and Muthén 1998-2008b), are available:
(1) The Vuong-Lo—-Mendell-Rubin test (VLMR-LRT; Lo et al. 2001) analytically approxi-
mates the LRT distribution when comparing a k-class to a (k-g)-class finite mixture model
for which the classes differ only in the mean structure, and (2) The parametric bootstrapped
LRT (BLRT), recommended by McLachlan and Peel (2000), uses bootstrap samples (gener-
ated using parameter estimated from a (k-g)-class model) to empirically derive the sampling
distribution of the LRT statistic. Both of these tests and their performance across a range of
finite mixture models are explored in detail in the simulation study by Nylund et al. (2007).
As executed in Mplus, these tests compare a (k-1)-class model (the null model) with a k-class
model (the alternative, less restrictive model) and a statistically significant p-value suggests
that the k-class model fits the data significantly better than a model with one fewer classes. In
addition to these tests, likelihood-based information indices, such as the Bayesian Information
Criterion (BIC; Schwarz 1978) are used in model selection. This index and similar ones (e.g.,
sample-size adjusted BIC) are computed as a function of the log likelihood with a penalty
for model complexity (e.g., the number of parameters estimated relative to the sample size).
In general, a lower value on an information criterion indicates a better model. Based on their
simulation work, Nylund et al. (2007) recommend using the BIC and VLMR-LRT to trim the
set of models under consideration and then including the BLRT for a smaller set of model
comparisons (due to the computational demands of the BLRT).

Although the model likelihood will always improve with an increasing number of classes,
sometimes none of the other fit indices reach a clear optimal value among the set of candidate
model. For example, the BIC may never arrive at a single lowest value at some value for K
and then begin to increase for all models with more than K classes, or the VLMR-LRT and
BLRT may never return a significant p-value, favoring a (k-1)-class model over a k-class
model, before the number of classes is increased to the point at which the model no longer
converges to a proper solution or fails to converge at all. However, in these cases, we can
loosely explore the diminishing gains in model fit according to these indices with the use of
“elbow” plots. For example, if we graph the maximum log likelihood values models with an
increasing number of classes, the addition of the second and third class may add much more
information, but as the number of classes increases, the marginal gain may drop, resulting
in a (hopefully) pronounced angle in the plot. The number of classes at this point meets the
“elbow criterion” for that index. We could make a similar plot for BIC values. Analogous to
the scree plot for principal component analysis, we could also plot the percent of total growth
factor variance explained by the latent classes for each class enumeration, i.e., the ratio of the
between-class growth factor variance for the total variance (Thorndike 1953). In addition to
these elbow plots, graphic representations of each of the multivariate observations themselves
could be used to guide in reducing the set of candidate models such as the tree plots suggested
by Lubke and Spies (2008).

It can be noted that the set of the model comparisons discussed earlier are relative model
comparisons, and evaluations of overall goodness-of-fit are conspicuously absent. For exam-
ple, all of the relative comparisons may favor, say, a 3-class model over a 2-class model
as a better fit to the data, but none of the fit indices or tests indicate whether either is a
good fit to the data. However, depending on the measurement scale of the outcome vari-
able and the presence of missing data, there are some model diagnostics available for overall
goodness-of-fit. If the observed outcome variables are binary, ordinal, or count, it is possible
to compute the overall univariate, bivariate, and multivariate model-estimated response pat-
tern frequencies and relative frequencies for Y, along with the corresponding standardized
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Pearson residuals. For continuous outcome variables, it is possible to compute the overall
model-estimated means, variances, covariances, univariate skewness, and univariate kurtosis,
along with the corresponding residuals. In each case, the overall model-estimated values are
computed as a mixture across the latent classes. Additional residual graphical diagnostics
designed to detect misspecification in growth mixture models regarding the number of latent
trajectory classes, the functional form of the within-class growth trajectory (i.e., functional
relationship between the observed outcome and time), and the within-class covariance struc-
ture are presented in a paper by Wang et al. (2005) but are not currently implemented directly
in the software most commonly used by researchers in applied settings for growth mixture
modeling.

In addition to the statistical criteria discussed earlier, it is also useful to assess the value
and utility of the resultant classes themselves. One measure which can be used for this purpose
is entropy (Ramaswamy et al. 1993). Entropy summarizes the degree to which the latent
classes are distinguishable and the precision with which individuals can be placed into classes.
It is a function of the individual estimated posterior probabilities and ranges from 0 to 1
with higher values indicating better class separation. Entropy is not a measure of fit, nor
was it originally intended for model selection; however, if the intended purpose of the growth
mixture model is to find homogeneous groupings of individuals with characteristically distinct
growth trajectories, such that the between-class dispersion is much greater than the within-
class dispersion, then low values of entropy may indicate that the model is not well serving
its purpose (e.g., Nagin 1999).

Beyond all these measures, it is also important to make some qualitative evaluations of
the usefulness and face validity of the latent class extractions by examining and interpreting
the estimates and corresponding plots of the model-implied mean class trajectories for dif-
ferent models. If the model permits class-specific growth factor variances and covariances, it
would be informative to also examine scatterplots of the estimated individual growth factor
scores according to either modal latent class assignment or by pseudo-class draw (explained in
a later section) since classes would be distinguished by both the mean and variance-covariance
structure. It may also be worthwhile noting class size and proportions since an overextraction
of classes might be revealed through particularly small and nondistinct classes emerging at
higher enumerative values. Further validation of the primary candidate models can also be
done. If there is an ample enough sample size, it is possible to carry out a split sample vali-
dation by conducting the exploration of latent structure on one random half of the sample and
then evaluating the fit of the selected model on the second half of the sample. Additionally,
auxiliary information, potentially derived from substantive theory, in the form of antecedent
and consequent variables of the latent construct can be examined to evaluate the concurrent
and prognostic validity of the latent structure as specified in a given model (Muthén 2003).
How this auxiliary information may be included is the topic of the next section.

ANTECEDENTS AND CONSEQUENCES IN GGMA

Once an unconditional growth model has been fit to the repeated measures, and intraindividual
change is appropriately modeled and marginal interindividual variability appropriately spec-
ified, the focus of the analysis usually shifts to investigating antecedents or predictors of
individual differences in the change process as well as consequences or sequelae of change.
For a single-class latent growth curve model, antecedents of change enter the model as
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predictors of the latent growth factors and sequelae of change enter the model as outcomes
predicted by the latent growth factors as given in the equations below.

Y, = Ay; + ¢,
M; = oo+ r(n)Xi +&;, (5.7
Z; = oo +PBn; +§.

where
E~MVN(0,RQ),

and where the first expression associating the observed repeated measures with the growth
factors is the same as for the unconditional latent growth curve model. Here, X; is a (g x 1)
vector of time-invariant covariate predictors of changes for individual i (although not shown
here, time-varying covariates can be included in the first equation as part of the expression for
Y;) T 0 isa (p x g) matrix of regression coefficients representing the effect of X on v, o is
a (p x 1) vector of regression intercepts for , Z; is a (d x 1) vector of static outcomes of the
change process, B is a (d x p) matrix of regression coefficients representing the effect of n on
Z, and wy is a (d x 1) vector of regression intercepts for Z. It is possible for the third equation
in (5.7) and the residual variance/covariance structure of Z to be specified as a generalized
linear model to accommodate not only continuous, but also binary, multinomial, ordinal,
and count outcomes of changes. Notice that similar to the assumption of the unconditional
single-class latent growth curve model that all individuals are drawn from a single population,
the conditional model additionally assumes that predictors have the same influence on the
growth factors for all individuals and that the growth factors have the same influence on sub-
sequent outcomes for all individuals. Once we shift to a general growth mixture modeling
approach, those assumptions are also relaxed by permitting predictors to influence latent class
membership and then having latent class membership predict to subsequent outcomes. The
standard assumptions of additive linear associations between predictors and growth factors
and between growth factors and outcomes are also relaxed. The inclusion of antecedents and
consequences of latent trajectory class membership also permit evaluation of the criterion-
related validity for mapping the emergent classes onto theoretical developmental profiles
and, ultimately, for evaluating the validity of the corresponding theory itself. For example,
in Moffit’s dual taxonomy, it is hypothesized that the life course persistent group consists of
individuals with deficits in executive functioning (Moffitt 1993). If the probability of mem-
bership in the persistent trajectory class does not statistically differ in respect to theory driven
covariates, such as executive functioning, then that particular model lacks crucial theoretical
support. If there are repeated failures across various model specifications and samples to find
such associations, we may begin to consider that the theory lacks critical empirical support.

Antecedents of Change

In GGMA, covariates are related to latent trajectory class membership via multinomial logistic
regression, as expressed below.

exp(ox + T X))
K

> exp(Yon + rzc)Xi)
h=1

(5.8)

Pr(C; = k|X;) =
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where Class K is the reference class and y¥ox = 0 and I'(KC) = 0 for identification. Here,

I"I(CC) is a (1 x q) vector of logistic regression coefficients representing the effect of X on the
log odds of membership in Class k relative to Class K, and vy is the logistic regression
intercept for Class k relative to Class K. These associations between X and C are represented
in the path diagram of Fig. 5.3 by the arrow from X to C.

The set of covariates may also be permitted to influence the within-class interindividual
variability in the change process similar to the associations specified in the second equation
of (5.7):

0 =ow +TOX; +¢;. (5.9

where T is a (p x g) matrix of regression coefficients representing the effect of X on
m, and agg is a (p x 1) vector of regression intercepts for y within Class k. These possible
associations are represented in the path diagram of Fig. 5.3 by a dashed arrow from X pointing
toward the growth factors. It is also possible to allow class-specific effects of X on y, that is,

= ook +TX; + ¢, (5.10)

where I‘,(C") is a (p x ¢) matrix of regression coefficients representing the effect of X on n
within Class k, and o is a (p x 1) vector of regression intercepts for n within Class k.
There are several critical points to which to pay attention when incorporating covariates
or predictors of change into a growth mixture model. First and foremost, selection and order of
covariate inclusion should follow the same process as with any regular regression model, with
respect to risk factors or predictors of interest, control of potential confounders, etc. Secondly,
although covariates can certainly assist in understanding, interpreting, and assigning meaning
to the resultant classes, i.e., to inform the classes, one should exercise caution if the mixture
model identification is dependent upon the inclusion of covariates or if the formation of the
latent classes is sensitive to the particular subset of covariates included as predictors of class
membership. On the basis of the simulation work of Nylund and Masyn (2008), misspecifi-
cation of covariate effects in a latent class analysis can lead to overextraction of latent classes
more often than when the latent class enumeration is conducted without covariates. Once the
enumeration process is complete, covariates should first be added to the model only as predic-
tors of the latent class variable. If the covariates are permitted to influence the change process
exclusively through their effects on class membership in the model and the classes themselves
change substantively in size or meaning (i.e., the class proportion or class-specific growth
parameter estimates), this can signal a misspecification of the covariate associations with the
latent class indicators. If that occurs, then direct effects, initially class-invariant, from the
covariates to the growth factors themselves should be explored, as given in (5.9). The covari-
ates should be centered so that there is not a radical shift in how the centroids of the latent
classes are located, facilitating comparisons in class formation between the unconditional and
conditional models. In the conditional model, the centroids of the latent classes, defined by
class-specific growth factor mean vectors, o, become the center of growth factor values for
the classes at X = 0. Assuming correct specification of the indirect (via the latent class vari-
able) and direct effects of the covariates on the growth factors, the resultant classes should
align more closely to the classes obtained from the unconditional growth mixture model. If
effects directly from the covariates to the growth factors are specified in the model, careful
consideration should be given before allowing those effects to be class-varying as well, as in
(5.10). Recall that any parameter that is permitted to vary across the latent classes becomes an
indicator of that latent class variable. Thus, including class-varying covariate effects on the
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growth factors results in latent classes which are defined not only by heterogeneity in growth
trajectories but also heterogeneity in the effect of those covariates on the growth trajectories.
This is not an incorrect model specification, but it does represent what could be a signifi-
cant departure from the measurement model originally intended for the latent class variable in
the unconditional model. If the classes continue to change in significant ways relative to the
unconditional growth mixture model with changing subsets of covariates, then careful atten-
tion should be paid to the stability of the model estimation under the original specification and
to the solution sensitivity to covariate inclusion and the entire modeling approach should be
reevaluated for data sample at hand.

Consequences of Change

In addition to including covariates and predictors of change, it is often of interest to relate the
growth trajectories to distal outcomes or sequelae of change (depicted by the arrow from C to
Z and the dashed arrow pointing from y toward Z in Fig. 5.3). This facilitates the assessment
of the predictive power of class membership. While the inclusion of distal outcomes is fairly
straightforward for the single class latent growth curve model, as given in the third equation of
(5.7), evaluating the associations between growth mixtures and sequelae of change can pose
an analytic dilemma.

There are two primary ways to frame a distal outcome of the change process when a latent
class variable is involved and each way is conceptually and analytically different - the choice
between them is not one that can be made by the data but must be made by the researcher
with understanding of the implications for each alternative. The first way is to treat the distal
outcome(s) as an additional indicator of the latent class variable. The second way is to treat
the latent class variable and distal outcome(s) as a cause-effect pairing such that the distal
outcome(s) is a true consequence of latent class membership.

For the first approach, the indicators for the measurement model of the latent class vari-
able are made up of the latent growth factors and the distal outcomes (for more, see Muthén
and Shedden 1999). The latent class variable is characterized by heterogeneity in both the
change process and a later outcome. In other words, the latent class variable captures vari-
ability in the growth factors, variability in the distal outcomes, and the association between
the growth factors and the distal outcomes. In addition to the equations in (5.5), we add the
following to the measurement model for the latent class variable:

Zi = or +§;, .11

where
E~ MVN(,Rp).

Here, again, Z; is a (d x 1) vector of static outcomes of the change process. o is a (d x 1)
vector of class-specific means for Z given membership in Class k. It is possible for (5.11) and
the residual variance/covariance structure of Z to be specified as a generalized linear model to
accommodate not only continuous, but also binary, multinomial, ordinal, and count outcomes
of changes. If y and Z are both being used as indicators of the latent class variable, then it
may be desirable to include Z in the class enumeration process since Z would be part of the
measurement model for C. In this case, the residual variance/covariance matrix for Z could
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be constrained in a similar way to the one for 4, i.e., 3 = Diag(21,...,24), and Z and 7,
as indicators for the latent class variable, could be assumed to be conditionally independent
given class membership, i.e., Cov(¥y, ;) = 0. Although it would be possible to specify
and estimate a regression association within class from n to Z similar to the third equation
of (5.7),

Z; = ook +Bxn; +§;, (5.12)

this would fundamentally change the measurement model for C, where instead of just includ-
ing Z as an indicator of C, individual heterogeneity in the association between v and Z along
with the marginal distribution of n would characterize C. Constraining the effect of n on Z
to be class-invariant would reduce the impact of this path on formation of the classes but be
the equivalent of relaxing the conditional independence assumption between v and Z within
class. In either case, with class-varying or class-invariant effects of n on Z, the centroids of
the latent classes on to the scale of Z will be the class-specific means of Z when n = 0.

The second way to frame Z is as actual an outcome, effect, or consequence of latent
class membership, rather than as an indicator of the latent class variable, C, such that C is a
predictor of Z as given below.

K
Zi=wo+ Yy (B 1C =h) +E, (5.13)
k=1

where
E~MVN(,Q).

Here, B,(CC) is a (d x 1) vector of regression coefficients for the indicator variable, I(C; = k),

which is equal to unity when C; = k and zero otherwise. If we fix B(KC) at zero, then wq
represents the mean vector for Z among those in Class K. Then the vector of regression

coefficients, B,(Cc), represents the vector of mean differences on Z between Class k and Class

K. Alternatively, we could set w¢ to zero so that all the B,(Cc)’s are freely estimated and each
represent the mean vector for Z given membership in Class k. In order to utilize this second
approach to distal outcomes, Z cannot be included in the model which estimates the growth
mixtures and related covariate effects. If it is included, it will automatically be treated as
an indicator of the latent class variable. Instead, the growth mixture model with covariates
must first be estimated without Z. Then, the B,(CC) parameters are estimated using what is
referred to as the pseudo-class draw technique (see Bandeen-Roche et al. 1997; Muthén and
Asparouhov 2007; Wang et al. 2005). Based on the estimated growth mixture model with

covariates, the posterior latent class probability distribution, Pr(C;) = (Pi1> Pizs-+ Di)»
for each individual in the sample is computed using the estimated model and the observed
data for that individual, where

P r(C; = k)Pr(Y;|C; = k,X;)

Pik = Pr(Ci = k|Y:,X;) = —
Pr(Y;|X;)

(5.14)

A specified number of random draws, M, are made from the discrete posterior probability
distributions for all individuals in the sample (M = 20 is recommended in general, see
Wang et al. 2005). For example, suppose there was an individual with a posterior latent
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class probability distribution from a K = 3 class growth mixture model computed as

Pr(C;) = (p;; = 0.80, p;, = 0.15, Pi3 = 0.05). Pseudo-class membership for individual i
from 20 random draws might look like the following:

Cl=1,C2=1,C=1,C}=2,C5=1,Cf =1,C] =1,C} =1,
CO=1.C0=1.C/'=1,C/2=3.C/* =1.C}* = 1.C}5 =3.C16 = 1,
ClT=3.C/%=1.C}° = 1.C20 = 1,

where C/" is the pseudo-class membership for individual i based on random draw m from

the posterior distribution, ﬁr(C ;). For each pseudo-class draw, the association between Z and
C is estimated using the pseudo-class membership and observed Z,; for each individual in
—(cm —
the sample; thus, for (5.13), we would obtained B k and 52 : the estimates for B(C) nd
2, respectively, based on the mth pseudo-class draw. Consistent estimates for B h ) are then
—~(c™)

obtained by averaging the §,  estimates across the M pseudo-class draws (for proof, see
Bandeen-Roche et al. 1997):

A(C) A(Cm)

=—Z P (5.15)

The asymptotic variance of the estimate can be obtalned using a similar method to multiple
imputations (described by Rubin 1987 and Schafer 1997) Take the simple case with a smgle

distal outcome of interest, such that d = 1 and ,3 ) is a scalar quantity. Suppose that Uk is

(C ")
the square of the standard error associated with 8, . Then the overall square of the standard
—(C)
error for 8, is given by
~ 1\ ~
V= VW+(1+ﬁ) Vg, (5.16)

—(©)
where Vy is the within- -imputation (pseudo-class draw) variance of §,  given by

Vw=-3"0.
m

N(e))
and Vg is the between- -imputation (pseudo-class draw) variance of §,  given by

_ Z (A(C’”) A(C)) .

A significance test of the null hypothesis 8y = 0 can be performed by comparing the ratio

_(©)
B

v
to a Student’s t-distribution with degrees of freedom

df:(M—1)<1+Lvﬁ)
M+ 1Vp

2
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In the modeling software, Mplus V5.1 (Muthén and Muthén 1998-2008b), the pseudo-class
draw technique is implemented to perform Wald tests of mean differences on distal outcomes
across the latent classes. A Wald test is performed separately for each outcome variable (for
details, see Muthén and Asparouhov 2007). However, this pseudo-class draw technique could
be expanded to include multivariate distal outcomes with other observed predictors of the
distal outcomes as well as including the growth factors themselves as predictors in addition
to the latent trajectory class variable, for a more complex model for sequelae of change, as
given below.

K
Zi =00+ Y (B 1C =) +Bn; +BOX; +8;. (5.17)
h=1

We now illustrate the general growth mixture modeling process from class enumeration to
the inclusion of antecedents and distal outcomes of the change process using longitudinal
data from a large population-based randomized trial. All analyses were conducted using the
statistical modeling software, Mplusl, V5.1 (Muthén and Muthén 1998-2008b).

DATA ILLUSTRATION: DEVELOPMENT OF AGGRESSIVE BEHAVIOR
WITH CORRELATES AND CONSEQUENCES

Sample

The data come from a large randomized intervention trial consisting of two cohorts totaling
2,311 students within the 19 participating Baltimore City Public Schools in first grade (Kellam
et al. 2008). Of the population, 1,151 (49.8%) were male of which 476 (41.4%) were assigned
to intervention conditions not pertinent to this paper (i.e., Mastery Learning, Good Behavior
Game). Of the remaining 675 control males, 53 (7.9%) had missing values on all aggression
ratings and an additional 7 (1%) had missing values on the covariates. The remaining sample
consisted of 615 male students who did not receive an intervention and who had at least one
valid teacher rating of aggression and no missing values on the covariates. Over 60% of this
sample was African-American (61.6%) and the average age in fall of first grade was 6.3 years
(SD = 0.47).

Longitudinal Outcome

In fall of first grade, teacher reports of child aggressive-disruptive behavior were gathered
twice during first grade and then once per year during second through seventh grade. The
analyses in this chapter focus on the five teacher ratings conducted in spring of first grade to
spring of fifth grade.

I Although we chose to use the Mplus modeling software, there are other software packages that can be used to
estimated some (or all) of the models presented herein. Among the most prominent are: HLM (Raudenbush, Bryk,
Cheong, & Congdon 2000); SAS Proc TRAJ (Jones, Nagin, & Roeder 2001); GLAMM (Rabe-Hesketh, Skrondal,
& Pickles 2004); MLwiN (Rasbash, Steele, Browne, & Prosser 2004); Latent Gold (Vermunt & Magidson 2005);
SuperMix (Hedecker & Gibbons 2008); and LISREL (Joreskog & Sorbom 1996).
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Teacher ratings of aggressive-disruptive behavior were obtained using the Teacher
Observation of Classroom Adaptation-Revised (TOCA-R; Werthamer-Larsson et al. 1991).
The TOCA-R is a structured interview with the teacher administered by a trained assessor.
The level of adaptation is rated by teachers on a six-point frequency scale (1 = almost
never through 6 = almost always). The analysis herein used the authority-acceptance sub-
scale which includes the following items: (1) breaks rules, (2) harms others and property, (3)
breaks things, (4) takes others property, (5) fights, (6) lies, (7) trouble accepting authority, (8)
yells at others, (9) stubborn, and (10) teases classmates. For this chapter, the item-averaged
summation scores are used.

Covariates

For this illustration, two covariates measured in fall of first grade were included in the anal-
ysis: (1) student ethnicity (Black = 1, non-Black = 0) and (2) standardized reading test
scores from the California Achievement Test (CAT, Forms E & F). The CAT represents one
of the most frequently used standardized achievement batteries (Wardrop 1989). Subtests
in CAT-E and F cover both verbal (reading, spelling, and language) and quantitative topics
(computation, concepts, and applications). Internal consistency coefficients for virtually all
of the subscales exceed 0.90. Alternate form reliability coefficients are generally in the 0.80
range (CAT, Forms E & F). The CAT represents one of the most frequently used standardized
achievement batteries (Wardrop 1989).

Consequent Qutcomes

Records of violent and criminal behavior were obtained at the time of the young adult follow-
up interview and repeated yearly searches were conducted thereafter. The latest search was
conducted in 2007, thus covering adult arrest records up to age 25. Records of incarceration for
an offense classified as a felony in the Uniform Crime Reports system (i.e., armed/unarmed
robbery, assault, kidnapping, weapons, domestic offense, rape/sex offense, attempted mur-
der, homicide) was used as an indicator of violent and criminal behavior offenses. Drug
and property related offenses (i.e., drug conspiring, distribution, possession, auto theft, bur-
glary, larceny, and motor vehicle) were coded as nonviolent offenses. Violent and nonviolent
offenses were then aggregated over offenses and years such that one or more records of an
arrest during that age range would result in a value of “1” on the nonviolent or the violent
crime indicator. These data were obtained from the Maryland Department of Correction and
are considered public record.
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RESULTS

Model Building: Functional Form

Visual inspection of a plot of the sample mean trajectory shows that, on average, in spring of
first grade, males start at a level of 2.2 in aggressive-disruptive behavior and tend to increase
gradually toward an average level of 2.5 in spring of fifth grade (see Fig. 5.4).

Further inspection of individual trajectories makes clear that there is a tremendous vari-
ation around that mean pattern, as is evident by the random subset of observed individual
trajectories plotted in Fig. 5.4. Initial descriptive analysis, as recommended in the earlier
section on model building, suggested that a linear growth model was adequate to describe
intra-individual change across time allowing for fluctuations due to measurement and time-
specific error. Furthermore, a random intercept and a random linear slope had a reasonable
fit to the first and second moments of the current data on the boys’ developmental course of
aggressive-disruptive behavior: y? = 20.586, d f = 10, p = 0.0242; CFI = 0.981; TLI =
0.981; RMSEA = 0.041. (The remaining details of this first step of data screening and
descriptive analyses are omitted in the interest of space.)

Model Building: Class Enumeration

The next step in the model building process is the latent class enumeration. As explained
in detail throughout the first part of this chapter, model specification at this juncture in the
analysis must be purposeful in terms of how the latent classes are to be characterized. In these
analyses, we follow the recommendations given earlier and begin with a set of candidate mod-
els that allow the growth factor means to vary across the latent classes, constrain the growth

TOCA-R Aggressive-Disruptive Behavior
P . » ok
%] w w wn i wn w w
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Grade, Semester (S=Spring)

FIGURE 5.4. Sample average trajectory (bolded) and observed individual trajectories (random subset, n = 25).
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factor variances and error variances to be class-invariant, and fix the growth factor covariances
and error covariances to zero within-class. We also need to consider at this point the role of
the distal outcomes in our analysis.

Previously, two alternative latent class measurement model specifications upon which
the class enumeration can be performed were described. The first way is to treat the distal out-
comes as additional indicators of the latent class variable and to therefore include the distal
outcomes in the class enumeration process. The second approach treats the distal outcomes
as true effects or consequences of the latent class variable and to therefore exclude them from
this step in the analysis. The results of these two alternative specifications are now described
in more detail.

Models with Distals-as-Class-Indicators

In Table 5.1, the aforementioned fit statistics are shown for models with an increasing number
of classes. There are three 1-class models listed in the table.

The first 1-class model is the independence model for which associations between all
the class indicators, growth factors and distal outcomes are fixed at zero. The second 1-class
model allows the growth factors to covary but fixes associations between the distal outcomes
and the distal outcomes with the growth factors to zero. The third 1-class model allows the
growth factors to covary, allows the growth factors to associate with the distal outcomes, but
fixes the residual covariance between the distal outcomes to zero. This third and final 1-class
model is the most reasonable single-class baseline model for this class enumeration sequence
since it is the model we would specify if we were working within a conventional latent growth
curve framework and not considering the addition of a latent class variable. Starting with this
1-class model, the BIC decreased (indicating better fit) toward a 4-class model. However, the
change in the BIC from three to four classes is much smaller than from one to two or from
two to three as is evident by the “elbow” in the top BIC plot of Fig. 5.5. (A proper solution
could not be obtained for a 5-class model without additional constraints, indicating problems
with model identification.).

The VLMR-LRT test indicates that a 2-class model can be rejected in favor of a 3-class
model (p < 0.01), while a 3-class model was not rejected in favor of a 4-class model. The
BLRT indicates that a 4-class solution fits superior as compared to a 3-class model. Fur-
ther inspection of the estimated mean trajectories reveals that the 4-class solution does not

TABLE 5.1. Fit indices for models with distals-as-class-indicators

# free Smallest
Model LL parameters BIC VLMR-LRT  BLRT Entropy  class r.f. (f)
1-class® —3,435.87 11 6,942.38 n/a n/a n/a n/a
1-class® —3,434.65 12 6,948.36 n/a n/a n/a n/a
1-class® —3,368.77 16 6,840.29 n/a n/a n/a n/a
2-class? —3,349.88 16 6,802.50  p < 0.0001 p < 0.0001 0.73 0.21 (129)
3-class? —3,309.19 21 6,753.22 p = 0.002 p < 0.0001 0.76 0.12 (77)
4-class? —3,292.89 26 6,752.73 p=0.15 p < 0.0001 01.74 0.06 (37)

aCov({) = 0, Cov(L, &) =0, Cov(E) =0
bCov(t, £) = 0, Cov(E) =0
cCov(E) = 0
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FIGURE 5.5. BIC “elbow” plots for models with distals-as-class-indicators (fop) and with distals-as-class-
consequences (bottom).

yield a fourth trajectory class substantively distinct from three trajectory classes derived from
the 3-class solution. Given the small change in BIC, the nonsignificant VLMR-LRT, and the
nondistinct fourth class, the 3-class solution was selected as the final model to carry forward
to the next step of the analysis.

In the 3-class model (see top plot of Fig. 5.6), the largest class (72%) follows a low-
stable development of aggression, starting at a level of “1.8” in spring of first grade. The
two smaller classes are reasonable comparable in size. One of these classes (16%) starts at
a similar intercept as the low-stable class, but escalates in aggression toward fifth grade. The
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FIGURE 5.6. Model-estimated class-specific mean growth trajectory plots based on 3-class model with distals-as-
class-indicators (fop) and 3-class model with distals-as-class-consequences (bottomn).

last class (12%) starts at a high level of aggressive behavior in spring of first grade followed
by a decline toward fifth grade, which falls below the level of aggressive-disruptive behavior
seen for the low-escalating class.

Models with Distals-as-Class-Consequences

In Table 5.2, the class enumeration results are shown for the models without the distal
outcomes as additional class indicators.
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TABLE 5.2. Fit indices for models with distals-as-class-consequences

# free Smallest
Model LL parameters BIC VLMR-LRT  BLRT Entropy  class r.f. (f)
1-class® —3,019.49 9 6,096.77 n/a n/a n/a n/a
1-class —3,019.27 10 6,102.75 n/a n/a n/a n/a
2-class? —2,971.97 12 6,021.00  p < 0.0001 p < 0.0001 0.80 0.15 (94)
3-class? —2,940.06 15 5,976.45 p = 0.0001 p < 0.0001 0.74 0.13 (78)
4-class? —2,927.12 18 5969.82 p=0.20 p < 0.0001 0.73 0.06 (34)

2Cov(() =0

There are two l-class models listed in the table. The first 1-class model is the
independence model for which the association between the growth factors is fixed at zero.
The second 1-class model allows the growth factors to covary. This second 1-class model is
the most reasonable single-class baseline model for this class enumeration sequence since it
is the model we would specify if we were working within a conventional latent growth curve
framework and not considering the addition of a latent class variable. Starting with this 1-class
model, the BIC decreased with additional classes and reached its lowest value for a 4-class
solution. However, the change in the BIC from three to four classes is somewhat smaller than
from one to two or from two to three as is evident by the “elbow” in the bottom BIC plot
of Fig. 5.5. (A proper solution could not be obtained for a 5-class model without additional
constraints, indicating problems with model identification.) The VLMR-LRT indicates that
a 2-class solution can be rejected in favor of a 3-class solution. The BLRT indicates that a
4-class solution fits superior as compared to a 3-class model. Further inspection of the esti-
mated mean trajectories reveals that the 4-class solution does not yield a fourth latent class
substantively distinct from three latent classes derived from the 3-class solution. Given the
small change in BIC, the nonsignificant VLMR-LRT, and the nondistinct fourth class, the
3-class solution was selected as the final model to carry forward to the next step of the anal-
ysis. As in the first measurement model specification, the 3-class solution (see bottom plot of
Fig. 5.6) yields a low-stable class (72%), a low-escalating class (15%), and a high-declining
class (13%).

When comparing the results of the class enumeration process using the two alternative
measurement model specification, strong similarities regarding the extracted trajectories in
terms of shape and prevalence are found. Additionally, there is very little difference in esti-
mated within-class growth factor variances: Intercept factor est. SD = 0.45, 0.47; Slope
factor est. SD = 0.05, 0.08. We would expect some similarity given the overlap in informa-
tion on which latent class formation is based. However, by simply comparing the estimated
mean trajectories, we might incorrectly infer that the latent classes based on the two model
specifications are the same in that the distal outcomes do not contribute to the class char-
acterizations and that class membership at the individual level is identical across models.
Although we do not directly observe latent class membership, we can explore differences in
class membership by comparing modal class assignment based on the individual posterior
class probabilities for each model, as shown in Table 5.3.

While 94% of individuals assigned to the low-stable trajectory class in at least one of the
models were assigned to that class in both models and 96% of individuals were assigned to the
high-declining class in both models, only 69% of individuals for the low-escalating class. The
root of these class formation differences despite the near identical mean growth trajectories
become evident in later section in which we present the class differences with respect to the
distal outcomes.
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TABLE 5.3. Cross-tabulation of modal latent class assignment based on model with distals-as-
class-indicators versus distals-as-class-consequences

Distals-as-class-consequences

Low-stable High-declining Low-escalating Total
Distals-as-class- Low-stable 442 (94.4%) 6 (1.3%) 20 (4.3%) 468
indicators High-declining 1(1.4%) 66 (95.7%) 2 (2.9%) 69
Low-escalating 22 (28.2%) 2 (2.6%) 54 (69.2%) 78
Total 465 74 76 615

Predictors of Aggressive-Disruptive Behavior Development

Antecedents of class membership are important to further understand the profile of individ-
uals in each class as well as to evaluate the criterion-related validity of the latent classes
relative to substantive theory. For this chapter, two covariates measured in fall of first grade
were included. In addition to the students’ ethnicity, the results of a standardized reading test
were used. As suggested by Nylund and Masyn (2008), we first compared the results of the
final unconditional growth mixture model from the class enumeration step to the same model
with the mean-centered covariates included as predictors of class membership, looking for
any evidence of changes in the size and meaning of the classes. While the model results did
not change for either of the three class solutions, the size and meaning of the extracted classes
changed for the four class solutions. This level of instability indicates not only potential model
misspecification of the covariate effects, but also that the three class solution is the preferred
model for this sample. Given the high level of correspondence in class membership for all but
the smallest trajectory class for the two alternative model specifications and the similarity in
mean growth trajectories, it was not surprising to find that the covariate associations to latent
class membership were similar (see Tables 5.4 and 5.5).

In both cases, Black individuals were more likely to be in the high-declining and low-
escalating classes relative to the low-stable class when compared with non-Black individuals,
and individuals with higher reading scores were less likely to be in the high-declining or low-
escalating classes relative to the low-stable class. Neither covariate distinguished between the
high-declining and low-escalating classes in either model. The most noticeable differences
across the models are in the estimated size and significance of effects of race/ethnicity and
reading on membership in the low-escalating class relative to the low-stable class, with the
stronger effects present in the model with distals-as-class-indicators.

Distal Outcomes of Aggressive-Disruptive Behavior Development

A Department of Correction record for a violent or nonviolent crime as an adult is used as
distal outcomes for aggressive—disruptive behavior trajectories in childhood. When including
the distal outcomes in the class enumeration process (see Table 5.6), the high-declining and
low-escalating classes were both characterized by significantly higher rates of nonviolent and
violent arrests than the low-stable class. Furthermore, the low-stable class was characterized
by significantly higher rates of nonviolent and violent arrests than the low-stable class. These
class distinctions are similar (both for pair-wise comparisons and overall comparisons) for
each arrest type.
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TABLE 5.4. Latent class multinomial regression results for 3-class model with distals-as-class-

indicators

Covariate Target class Reference class Est. S.E. p-value Est. OR?

Race/Ethnicity High-declining Low-stable 0.90 0.36 0.01 2.46°
Low-escalating 1.27 0.43 0.004 3.56°
High-declining Low-escalating —0.37 0.55 0.51 0.69°

Reading High-declining Low-stable —0.01 0.004 <0.001 0.67¢
Low-escalating —0.01 0.004 0.001 0.67¢
High-declining Low-escalating 0.001 0.01 0.89 1.04¢

20dds (membership in target class): Odds (membership in reference class) among individuals in either target or

reference class

bCalculated for Ethnicity = Black vs. Ethnicity = Non-Black

¢Calculated for a 1 SD increase in reading score

TABLE 5.5. Latent class multinomial regression results for 3-class model with distals-as-class-

consequences

Covariate Target class Reference class Est. S.E. p-value Est. OR?

Race/Ethnicity High-declining Low-stable 0.84 0.35 0.02 2.32b
Low-escalating 0.92 0.44 0.04 2.51°
High-declining Low-escalating —0.08 0.54 0.88 0.92°

Reading High-declining Low-stable —0.01 0.003 <0.001 0.67¢
Low-escalating —0.01 0.005 0.03 0.67¢
High-declining Low-escalating —0.001 0.005 0.78 0.96¢

20dds (membership in target class): Odds (membership in reference class) among individuals in either target or
reference class

bCalculated for Ethnicity = Black vs. Ethnicity = Non-Black

¢Calculated for a 1 SD increase in reading score

TABLE 5.6. Class-specific model estimated probabilities of nonviolent and violent
arrests and pair-wise comparisons based on 3-class model with distals-as-class-

indicators

Arrest type

(Overall?*) Target class Reference class Est. Est. OR® p-value
Nonviolent Low-stable Low-stable 0.03 1.00 -

(x? = 18.69, High-declining 0.24 10.21 0.001
df =2, Low-escalating 0.50 32.33 < 0.001
p < 0.001) Low escalating High-declining 3.17 0.04
Violent Low-stable Low-stable 0.02 1.00 -

(x? = 18.10, High-declining 0.13 7.32 0.01
df =2, Low-escalating 0.38 30.03 < 0.001
p < 0.001) Low escalating High-declining 4.10 0.02

2Qverall test of class differences in arrest rates

PPr (arrest|membership in target class)
€Odds (arrest|membership in target class): Odds (arrestjmembership in reference class)

By comparison, while treating the distal outcomes as consequences of trajectory class
membership (see Table 5.7), membership in the high-declining and low-escalating classes
is predictive of higher rates of both nonviolent and violent arrests in adulthood relative to
the low-stable class; however, membership in the low-escalating class is not distinct from
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TABLE 5.7. Class-specific model estimated probabilities of nonviolent and violent
arrests and pair-wise comparisons based on 3-class model with distals-as-class-

consequences

Arrest type

(Overall?®) Target class Reference class Est.p Est. OR® p-value
Nonviolent Low-stable Low-stable 0.08 1.00 -

(x? = 11.40, High-declining 0.21 3.06 0.01
df =2, Low-escalating 0.29 4.70 < 0.001
p = 0.003) Low escalating High-declining 1.54 0.29
Violent Low-stable Low-stable 0.06 1.00 -

(x? = 5.66, High-declining 0.14 2.55 0.06
df =2, Low-escalating 0.19 3.67 0.01
p = 0.06) Low escalating High-declining 1.44 0.37

20verall test of class differences in arrest rates
PPr (arrest|membership in target class)
€0dds (arrest|membership in target class): Odds (arrest|membership in reference class)

membership in the high-declining class relative to predicted arrest rates. However, similar to
the other model, pair-wise differences due to class membership are similar across arrest type
although the overall effect was stronger for nonviolent that violent arrests.

These disparities between the two model specification help explain why there were
differences in class membership despite the similarity in mean class trajectories. In the model
using the distal outcomes as latent class indicators, individuals placed in the low-escalating
trajectory class were individuals who had both an aggressive—disruptive behavior trajectory
resembling the low-escalating mean trajectory and a high probability of nonviolent and vio-
lent arrests. These individuals could very well be those who persist in their higher levels of
aggressive—disruptive behavior into adolescence. For the model in which trajectory classes are
based exclusively on aggressive—disruptive behavior in first through fifth grade, there is not a
high level of predictive validity for adult arrest outcomes beyond that given by any deviation
from the low-stable trajectory pattern, suggesting that information from later childhood and
adolescence may be needed to distinguish arrest risk among those who display nonnormative
behavior patterns in middle childhood.

It is important to note here that if we had used the distals-as-class-indicators specification
but then interpreted the model results treating the distal outcomes as effects or consequences
of the trajectory classes, we would have incorrectly infer that individuals in the low-escalating
class were at significantly higher risk for arrest than individuals in the high-declining class.
Results from the distals-as-class-consequences model showed this not to be the case.

DISCUSSION

This chapter has examined the process of including antecedents and consequences of a devel-
opmental process in a growth mixture modeling framework. We have shown that in addition
to the flexibility growth mixture models offer over conventional latent growth curve models
in terms of the way in which population heterogeneity in the growth process itself is charac-
terized, there is also flexibility gained in terms of how the associations of predictors and distal
outcomes with the growth process are parameterized. We have discussed the unconditional
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growth mixture model building process and then demonstrated the addition of covariates as
predictors of the growth process and as possible means for evaluating the concurrent validity
of resultant trajectory classes. We have also presented two different approaches for including
distal outcomes of the growth process. In one approach, the distal outcomes are included as
additional indicators of the latent class variable and, thus, resultant classes are characterized
by individual response patterns on both growth outcomes and distal outcomes. We noted that
if using this approach, one must be careful not to interpret the class-specific rates of the distal
outcome as representing class-predicted patterns but, rather, class-defining outcome patterns.
In the other approach, the distal outcomes are treated as true effects or consequences of the
growth process. This approach offers the possibility of evaluating the prognostic validity of
the resultant trajectory classes. Some recent work has been done to quantify the predictive
validity of trajectory class membership as a screening mechanism for identifying individuals
at-risk for maladaptive distal outcomes using the distal-as-class-indicator approach (Feldman
et al. 2008) and this work could be extended to the distal-as-class-consequence approach.
Other work has been done to examine the prediction power of trajectory class membership
in one developmental period for trajectory class membership in a subsequent development
period (see, for example, Boscardin et al. 2008; and for a preventive intervention settings,
see, Petras et al. 2008) and this work could be extended to the models presented in this chap-
ter where the earlier latent class variable is treated as an antecedent or the later latent class
variable is treated as a consequence.

There are several interesting areas of investigation for future work. One area involves
extending the distal-as-consequence model to permit more complex models for the distal
outcomes. As specified in this chapter, the distal outcome is assumed to be an observed uni-
variate or multivariate outcome. However, the distal outcome could itself be a latent variable
with its own measurement model. Another area involved further exploration into the impli-
cation for model specification if the latent trajectory class membership is conceptualized as a
time-invariant attribute at the individual level that merely manifests over time but it is, itself,
independent of time; or if membership is conceptualized as malleable and time-dependent.
A further, and much more complex, matter not dealt with in this chapter, is the collection
of the antecedents, growth process, and consequences as a variable system. In both model
approaches for the distal outcomes, we did not explicitly consider what the implication would
be if part of the shared variance between the growth process and the distal outcomes was due
to the antecedent variables. Confounding of the associations between the growth process and
distal outcomes by the antecedents would have differing impact depending on how the associ-
ation was modeled, i.e., distals-as-class-indicators or distals-as-class-consequences. The same
is true if the growth process acted as a mediator of the antecedent effect on the distal outcome
or if the antecedents acted as moderators of the associations between the growth process and
the distal outcomes.

Clearly, these models hold great potential for aiding empirical investigations of develop-
mental theories of normative and nonnormative behaviors and maladaptive outcomes across
the lifespan. In no way is this more evident than in the marked increase in their use among
applied researchers in criminology and other behavioral sciences. We maintain, as expounded
at the beginning of this chapter, that the value and future potential of these models for
examining population heterogeneity in developmental processes and correlates thereof, holds
regardless of whether the resultant latent trajectory classes represent “true” subpopulations
or simply reflect nonnormality in the population distribution of the growth factors. How-
ever, there is still much opportunity in the realm of methods development to capitalize on the
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potential of these models and extensions to better accommodate the complexities or our devel-
opmental theories. And, as with any statistical tool, the research question along with previous
theoretical and empirical work, should guide these models’ application in a particular study,
with thoughtful and purposeful choices for model specification, selection, and interpretation.
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CHAPTER 6

Spatial Regression Models
in Criminology: Modeling Social
Processes in the Spatial Weights
Matrix

GEORGE E. TITA AND STEVEN M. RADIL

A decade ago, Jacqueline Cohen and George Tita served as guest editors for a special volume
of the Journal of Quantitative Criminology (Vol 15, #4, 1999) that was dedicated to the study
of the diffusion of homicide. In their Editor’s Introduction (Cohen and Tita 1999a), they con-
cluded that the results presented in special volume,' along with recent work by Morenoff
and Sampson (1997), clearly demonstrated that the observed patterns of violence were con-
sistent with patterns one might expect if violence does, in fact, diffuse over space. That
is, levels of violence are not randomly distributed; instead, similar rates of violence clus-
ter together in space (i.e., violence exhibits positive spatial autocorrelation.) Furthermore, a
growing number of studies began to demonstrate that even after controlling for the ecological
features known to be associated with high levels of crime (e.g., poverty, population density,
male joblessness, female-headed households, etc), the clustering of high values could not be
explained away. These early spatial studies of diffusion helped to establish the existence of
an unobserved “neighborhood effect” that seemed to be responsible for spatially concentrated
high-crime areas.

Not to diminish the contribution of these studies in advancing our understanding of crime
and violence, Cohen and Tita ended their introduction by noting that there was much work to
be done.? First, in order to understand diffusion, models needed to include a more complete
accounting of temporal considerations. Though the spatial analysis of cross-sectional data is
helpful in determining whether or not the initial conditions consistent with diffusion are being

' The contributors to this special issue included Cork; Mencken and Barnett; Messner, Anselin, Baller, Hawkins,
Deane and Tolnay; Cohen and Tita; and Rosenfeld, Bray and Egley.

2 Cohen and Tita neglect to address the issue of employing the appropriate spatial scale in terms of the spatial unit of
analysis. Hipp (2007) and Weisburd et al. (2008) offer excellent treatment of this important topic.

A.R. Piquero and D. Weisburd (eds.), Handbook of Quantitative Criminology, 101
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satisfied, without analyzing change over time one cannot capture the movement of spatial
patterns over time. Second, even during the homicide epidemic of the late 1980s and early
1990s, homicide remained a rare event when compared to other types of crimes. In order to
fully understand the mechanisms that drive the diffusion of violence, research needed to be
conducted on nonlethal violence (as well as other types of crime.) According to the authors,
however, the single most daunting challenge facing the researchers was not developing better
methods or using better data in order to validate patterns of diffusion; the most important
hurdle was to create models that would produce results that could be used to gain a better
understanding of the “...mechanisms by which the recent homicide epidemic spread.” In
other words, Cohen and Tita called upon the research community to create models that would
help to unlock the black box of “neighborhood effects” by explicitly modeling the processes
that drive the spread of violence.

We hope to achieve several goals in this chapter. Though the term “spatial analysis” can
be applied to a broad set of methodologies (e.g., hot spot analysis, journey to crime analy-
sis, exploratory spatial analysis),’ we wish to focus specifically on the application of spatial
regression models to the ecological analysis of crime, which makes use of socio-economic
data aggregated or grouped into geographic areas. To do so, however, requires an introductory
discussion of the nature of spatial data and the associated exploratory analyses that are now
common when using geographically aggregated data. Therefore, we begin with an overview
of spatial data, with an emphasis on the key concept of spatial autocorrelation, and provide
an overview of exploratory spatial analysis techniques that can assess the presence and level
of spatial autocorrelation in spatial data. We then move onto a discussion of spatial regression
models developed to address the presence of spatial effects in one’s data. Next, we highlight
some of the key findings that have emerged from the use of spatial regression in criminol-
ogy and evaluate whether or not they have helped in the identification of the particular social
processes responsible for the clustering and diffusion of crime. Drawing upon our own work
(Tita and Greenbaum 2008; Radil et al. 2010; Tita et al. 2009), we hone in on one of the most
important, though often overlooked, components of any spatial regression model — the spatial
weights matrix or “W.” We believe that the mechanisms and processes that drive the diffu-
sion of crime can best be understood by “spatializing” the manner in which information and
influence flows across social networks. Therefore, we examine some of the innovative ways
that researchers have used to specify “W” in criminology as well as other areas of study.
Keeping Cohen and Tita’s (1999a, b) argument about unlocking the black box of “neigh-
borhood effects” in mind, we conclude by emphasizing the importance of theoretically- and
empirically-grounded specifications of W to this goal.

THE NATURE OF SPATIAL DATA AND SPATIAL DATA ANALYSIS

Criminology, like most social sciences, is an observational science as opposed to an exper-
imental science. This is to say that researchers are not able to experiment with or replicate
observed outcomes, which take place at specific locations at specific times. When the structure
of the places and spaces in which outcomes occur is thought to affect the processes theorized

3 For an introductory treatment of these methods and the manner in which they have been used in criminology and
criminal justice, see Anselin et al. (2008).
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to give rise to the observed outcomes (such as theorized relationships between crime and
place — see Morenoff et al. 2001 or Sampson et al. 2002 for recent examples), the location
of each outcome is important information for researchers. Spatial data then are those with
information about the location of each observation in geographic space.

A fundamental property of spatial data is the overall tendency for observations that are
close in geographic space to be more alike than those that are further apart. In geography, this
tendency is referred to in “Tobler’s First Law of Geography,” which states that “everything is
related to everything else but near things are more related than distant things” (Tobler 1970:
236). Although more of a general truism than a universal law, Tobler’s “law” rightly points out
that the clustering of like objects, people, and places on the surface of the earth is the norm,
and such organizational patterns are of intrinsic interest to many social scientists (O’Loughlin
2003; Haining 2003). This property is called spatial dependence and has important implica-
tions for researchers. First, an observation at any given location can provide information about
nearby locations and one can therefore make informed estimates about the level of attributes
in nearby locations (e.g., spatial interpolation). Second, the tendency of data to vary together
across space creates problems for classical inferential statistical models and can undermine
the validity of inferences drawn from such models (Anselin 1988).

Another fundamental property of spatial data is the tendency for relationships between
variables to vary from place-to-place or across space. This tendency, known as spatial hetero-
geneity, is often due to location-specific effects (Anselin 1988; Fotheringham 1997). Spatial
heterogeneity has the important consequence of meaning that a single global relationship for
an overall study region may not adequately reflect outcomes in any given location of the study
region (Anselin 1988; Fotheringham 1997). Further, variations in local relationships can lead
to inconsistent estimates of the effect of variables at global levels, if the relationship between
the dependent variable of interest and the independent variables is characterized by a nonlinear
function (Fotheringham et al. 2002).*

Both of these properties of spatial data have been at the heart of spatial data analysis,
which is the development of quantitative analytic techniques that accommodate the nature
of spatial data for both descriptive and inferential statistical analysis and modeling (Anselin
1988; Haining 2003; Goodchild 2004). Anselin (1998) has referred to the collection of dif-
ferent methods and techniques for structuring, visualizing, and assessing the presence of the
degree of spatial dependence and heterogeneity as exploratory spatial data analysis, or ESDA.
For Anselin (1998), the key steps of ESDA involve describing and visualizing the spatial

4 We also wish to draw attention to another group of properties directly or indirectly related to how spatial data is
represented, organized, and measured by researchers. While not an exhaustive list, border effects, the so-called
‘modifiable areal unit problem,” and the challenges of ecological fallacy are three issues commonly encountered by
researchers using aggregated spatial data (see Haining 2009). Border effects refer to the fact that the often-arbitrary
boundaries of study regions may exclude information that affects outcomes within the study region (see Griffith
1983). The modifiable areal unit problem (MAUP) refers to the fact that the results of statistical analysis, such as
correlation and regression, can be sensitive to the geographic zoning system used to group data by area (see Gehlke
and Biehl 1934 or Robinson 1950 for classic examples of MAUP, or Openshaw 1996 for a more contemporary
review). Ecological fallacy, or the difficulty in inferring individual behavior from aggregate data, is ever present
in many social sciences attempting to predict individual behavior from an analysis of geographically aggregated
data (see King 1997; O’Loughlin 2003) While well-established in geography, these issues tend to resurface in
other disciplines as spatial analysis becomes more prevalent (for an example, see Hipp 2007). For a review of the
treatment of some of these issues in the spatial analysis of crime, see Weisburd et al. (2008).
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distributions of variables of interest, the identification of atypical locations (so-called “spatial
outliers”), uncovering patterns of spatial association (clusters), and assessing any change in
the associations between variables across space. While a comprehensive review of ESDA is
beyond the scope of this chapter (see Anselin 1998, 1999), we wish to draw attention to the
concept of spatial autocorrelation which is commonly present in data aggregated to geographic
areal units and is therefore of relevance to criminologists that commonly use such data.

Spatial dependence in spatial data can result in the spatial autocorrelation of regres-
sion residuals. Spatial autocorrelation occurs when the values of variables sampled at nearby
locations are not independent from each other. Spatial autocorrelation may be either positive
or negative. Positive spatial autocorrelation occurs when similar values appear together in
space, while negative spatial autocorrelation occurs when dissimilar values appear together.
When mapped as part of an ESDA, positively spatially autocorrelated data will appear to clus-
ter together, while a negatively spatially autocorrelated data will result in a pattern in which
geographic units of similar values scatter throughout the map (see Fig. 6.1).

The presence of spatial autocorrelation may lead to biased and inconsistent regression
model parameter estimates and increase the risk of a type I error (falsely rejecting the null
hypothesis). Accordingly, a critical step in model specification when using spatial data is to
assess the presence of spatial autocorrelation. And while different methods have been devel-
oped to address issues of spatial heterogeneity, such as identifying different spatial regimes
(subregions) and modeling each separately (Anselin 1988), spatial dependence must still be
addressed within distinct subregions once these have been identified.

A number of statistical methods have been developed to assess spatial autocorrelation
in spatial data both globally and locally. As described in the seminal works in geography
on spatial autocorrelation by Cliff and Ord (1973, 1981), the basic standard tests for spatial
autocorrelation are the join count statistic, suited only for binary data, and more commonly,
Moran’s I and Geary’s C, both suited for continuous data (Cliff and Ord 1973, 1981). Moran’s
I and Geary’s C are global measures of spatial autocorrelation in that they both summarize
the total deviation from spatial randomness across a set of spatial data with a single statis-
tic, although they do so in different ways. Moran’s [ is a cross-product coefficient similar
to a Pearson correlation coefficient and ranges from —1 to +1. Positive values for Moran’s

Positive spatial No spatial Negative spatial
autocorrelation autocorrelation autocorrelation

FIGURE 6.1. Spatial data may demonstrate a pattern of positive spatial autocorrelation (left), negative spatial auto-
correlation (right), or a pattern that is not spatially autocorrelated (center). Statistical tests, such as Moran’s 7, should
always be used to evaluate the presence of spatial autocorrelation.
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I indicate positive spatial autocorrelation and negative values suggest negative spatial auto-
correlation. Geary’s C coefficient is based on squared deviations, and values of less than
one indicate positive spatial autocorrelation, while values larger than one suggest negative
spatial autocorrelation. As a counterpart to the global statistics, there are also local statis-
tics that assess spatial autocorrelation at a specific location. These include the Getis and Ord
Gi and Gi* statistics (Getis and Ord 1992; Ord and Getis 1995) and the local Moran’s [
(Anselin 1995).

SIMULTANEOUS AUTOREGRESSIVE SPATIAL REGRESSION MODELS

While there are a variety of methods to address spatially autocorrelated data in regression
models, we focus here on what are commonly referred to as simultaneous autoregressive
(SAR) models, the standard workhorse in spatial regression in a variety of social science
fields, particularly those that make use of spatially aggregated socioeconomic data (Anselin
2006; Ward and Gleditsch 2008). Spatial regression models, including SAR models, have
been, in large part, developed as a response to the recognition that ignoring spatial dependence
when it is present creates serious problems. As Anselin (1988) and others have demonstrated,
ignoring spatial dependence in spatial data can result in biased and inconsistent estimates for
all the coefficients in the model, biased standard errors, or both. Consequently, inferences
derived from such models may be significantly flawed. While a thorough treatment of these
models is beyond the aims of this chapter, we offer a brief summary of the main variants before
moving on to offer some examples of how these models have been used in criminology.

SAR models can take three different basic forms (see Anselin 1988, 2002; Haining
2003). The first SAR model assumes that the autoregressive process occurs only in the depen-
dent or response variable. This is called the “spatial lag” model and it introduces an additional
covariate to the standard terms for the independent, or predictor variables and the errors used
in an ordinary least squares (OLS) regression (the additional variable is referred to as a “spatial
lag” variable which is a weighted average of values for the dependent variable in areas defined
as “neighbors”). Drawing on the form of the familiar OLS regression model and following
Anselin (1988), the spatial lag model may be presented as

Y =pWy + X +e¢,

where Y is the dependent variable of interest, p is the autoregression parameter, W is the
spatial weights matrix, X is the independent variable, and ¢ is the error term.

The second SAR model assumes that the autoregressive process occurs only in the error
term. In this case, the usual OLS regression model is complemented by representing the spatial
structure in the spatially dependent error term. The error model may be presented as

Y=XB+4+¢e e=AWe+pu,

where A is the autoregression parameter, and ¢ is the error term composed of a spatially
autocorrelated component (We) and a stochastic component (1) with the rest as in the spatial
lag model. The third SAR model can contain both a spatial lag term for the response variable
and a spatial error term, but is not commonly used. Other SAR model possibilities include
lagging predictor variables instead of response variables. In this case, another term must also
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appear in the model for the autoregression parameters (y) of the spatially lagged predictors
(WX). This model takes the form

Y =XB+WXA+e

Combining the response lag and predictor lag terms in a single model is also possible
(sometimes referred to as a “mixed” model).

As Anselin (1988) observes, spatial dependence has much to do with notions of relative
location between units in potentially different kinds of space and, accordingly, SAR mod-
els share a number of common features with network autocorrelation models. Substantively,
spatial and network approaches have been used to explore similar questions pertaining to
influence and contagion effects, albeit among different units of observations (see Marsden and
Friedkin 1993 for examples). In both cases, proximity or connectedness is assumed to facil-
itate the direct flow of information or influence across units. Individuals or organizations are
also more likely to be influenced by the actions, behaviors, or beliefs of others that are proxi-
mate on different dimensions, including geographical and social space. Methodologically, the
lack of independence among geographical units is identical in its content and construct to the
interdependence inherent among the actors in a social network (e.g., Land and Deane 1992).°

EXAMPLES FROM CRIMINOLOGY

Much of the spatial analysis of crime can be traced back to the unprecedented increase in
youth involved gun violence of the late 1980s’ an early 1990s. Scholars and writers in the pop-
ular media were quick to start talking in terms of this being a “homicide epidemic.” Within
the public health framework, an epidemic is simply defined as nonlinear growth of events
that typically spread within a subpopulation of susceptible individuals. Using existing data
sources (SHR, Chicago Homicide Data, etc.) as well as a set of city-specific microlevel homi-
cide data that were collected in part, or in whole, by the National Consortium on Violence
Research (NCOVR)° in such cities as Houston, Miami, Pittsburgh, and St. Louis, it was easy
for researchers to demonstrate that homicide rates did increase in a nonlinear fashion (e.g.,
Cohen and Tita 1999b; Rosenfeld et al. 1999; Griffiths and Chavez 2004) at the local level.

Along with these neighborhood-level studies, research at the national level (Blumstein
and Rosenfeld 1998; Cork 1999) and the county level (Messner et al. 1999; Baller et al. 2001;
Messner and Anselin 2004), have consistently demonstrated two things. First, the subpopula-
tion at greatest risk of homicide victimization during the epidemic was comprised of young
urban minority males. Second, homicides exhibit a nonrandom pattern as similar levels of vio-
lence cluster in space. Furthermore, the concentration of high violence areas typically occur
within disadvantaged urban communities.

3 In addition to the advances made by spatially oriented scholars such as Anselin (1988) and Ord (1975), much of
the methodological and empirical foundation currently used in spatial analysis was developed by scholars pursuing
properties of “network autocorrelation models” (Doreian and Hummon 1976; Doreian 1980).

6 The National Consortium on Violence Research (NCOVR) at Carnegie Mellon University was supported under
Grant SBR 9513040 from the National Science Foundation.
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Gangs, Drugs, and Exposure to Violence

As noted above, spurred on by the youth homicide epidemic, there was a considerable increase
in the number of published studies that explore the spatial distribution of violent crime, in gen-
eral, and homicide, in particular. Researchers began to map homicide in an effort to identify
susceptible populations, and to determine if the observed patterns of events were at least con-
sistent with spatial diffusion/contagion. From these studies, it was concluded that homicide
and violence exhibit strong patterns of spatial concentration.

The presence of positive spatial autocorrelation has been interpreted as evidence of
contagion. It is generally accepted that as violence increased during the last epidemic, cer-
tain neighborhood-level social processes or “neighborhood effects” were responsible for
the geographic spread and ultimately the concentration of violence in disadvantaged areas.
This conclusion rests heavily upon two facts. First, even after controlling for the socioeco-
nomic composition of place, patterns of spatial concentration remain. Second, those studies
which have examined local spatial patterns of violence over time do find evidence of dif-
fusion (Cohen and Tita’s 1999b; Griffiths and Chavez 2004.) Though no definitive answer
has emerged as of yet to the question of why violence displays certain spatial patterns, sev-
eral explanations have been put forth. In general, researchers have focused on the impact of
“exposure to violence” (including subcultural explanations) as well as the particular dynamics
and structure of violence involving illicit drug markets and/or violent youth gangs.

Viewing exposure as the social process that is responsible for the spatial clustering of
violence has its origins in subcultural explanations of violence. Loftin (1986) was the first to
argue that the spatial concentration of assaultive violence and its contagious nature was the
result of certain subcultural processes. His use of the term “subcultural” refers to a process
wherein violence spreads throughout the population as the result of direct social contact. He
argues that a small increase in violence can result in an epidemic in two ways. First, an epi-
demic results when a small increase in assaults sets off a chain reaction of events causing local
individuals to enact precautionary/protective measures in hopes of reducing their chances of
victimization. At the extreme, individuals take pre-emptive actions (i.e., assault others) to
protect against the possibility of being the victim of an assault. As more preemptive assaults
occur, even more people take preemptive actions thereby feeding the epidemic.

Secondly, Loftin argues that the very existence of the moral and social networks that link
individuals together within their local environment exacerbate the epidemic. “When violence
occurs it draws multiple people into the conflict and spreads either the desire to retaliate or
the need for preemptive violence through the network, potentially involving ever increasing
number of individuals in the fight” (Loftin 1986: 555). Loftin states this process relies upon
direct social contact and implicitly suggests that the concentration of violence must be the
result of the limited geographic scope of social interactions. However, one could also easily
imagine instances where the victims and offenders interact at schools, entertainment districts,
or possibly at the types of “staging grounds” where young men battle for respect within the
realm of the “code of the streets” (Anderson 1999).

The retaliatory nature of gang violence along with the violence associated with drug mar-
kets have also been offered as explanations for spatial patterns of violence. As noted by Tita
and Greenbaum (2008), these explanations are basically extensions of the above arguments in
that they represent “exposure” to a particular type of violence. That is, rather than exposure
to violence leading to a cultural norm that shaped individual behaviors, it was exposure to the
structural features of drug markets and urban street gangs that contributed to the escalation
and concentration of violence.
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Several features of drug markets, especially open-air markets selling crack-cocaine,
make them obvious candidates in explaining the diffusion of violence. First, guns quickly
became important “tools of the trade” among urban youth dealing crack. As Blumstein (1995)
hypothesized and empirically supported by Blumstein and Cork (1996), arming participants in
crack markets increases the risks of violence for nonparticipants as well. Faced with increased
risks to personal safety, youth outside crack markets increasingly carry guns and use them
to settle interpersonal disputes, thereby spreading gun violence more broadly among the
youth population. Second, drug markets often involve competition among rivals looking to
increase their market share. Therefore, drug related murders are likely to be retaliatory in
nature. Though these arguments are certainly plausible, the supporting evidence is mixed.
Though Cork (1999) finds that the spatial and temporal patterns of the increase in violence
mirror the emergence of crack-cocaine markets in various regions of the nation, studies in
Pittsburgh (Cohen and Tita 1999b), and another examining both Chicago and St. Louis (Cohen
et al. 1998) find little evidence that drug homicide increased levels of violence or drove local
patterns of diffusion.

Two important features define gangs that make them especially suitable candidates
responsible for diffusion (Decker 1996). First, they are geographically oriented. The turf or
“set space” where urban street gangs come together to be a gang is a well defined, subneigh-
borhood area that remains consistent over time (Klein 1995; Moore 1985, 1991; Tita et al.
2005). Second, urban street gangs are linked to other gangs via rivalry networks. As we note
below, research has demonstrated (Tita and Greenbaum 2008; Radil et al. 2010; Tita et al.
2009) that it is precisely the geography of gangs and their social networks that present a set of
structural properties researchers can exploit to better understand the spatial patterns of gang
violence.

Below, we provide a brief review of the extant literature from criminology and pub-
lic health that have employed spatial regression models. Though not meant to represent an
exhaustive review of this burgeoning literature, these studies do represent some of the most
widely cited articles in the field. After summarizing the findings and the methods, we make
the case for the importance of carefully modeling processes of influence into one’s spatial
weights matrix (W).

Empirical Studies of Crime Employing Spatial Regression

In what is widely recognized as the first attempt to explicitly model the spatial effects inherent
in the production and impact of violence, Morenoff and Sampson (1997) examine the impact
of violence on residential change in Chicago. They argue that in addition to reacting to the
level of violence in one’s own neighborhood, residents also react to the levels of violence
around them. Thus, among controlling for the socio-economic measures as well as the trends
in terms of residential transition, the authors also include a spatially lagged independent vari-
able in their model to capture the “spatial diffusion of homicide” (ibid: 56). Indeed, their
findings show that the impact of homicide on population changes will differ in a focal tract
depending upon the level of homicide in nearby tracts.

Morenoff et al. (2001) examined the spatial distribution of violence more directly. It
is this work that lays out the “exposure” and “diffusion” arguments. They argue that homi-
cide may be spatially clustered because the measures associated with violence (e.g., poverty,
population density, etc.) are spatially and temporally clustered, thus exposing residents who
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live in close proximity to each other to the same set of conditions. Additionally, the social
interactions that result in violence are likely to involve “.. .networks of association that fol-
low geographical vectors” (ibid: 523) along which violence is likely to diffuse. Specifically,
they mention the retaliatory nature of gang violence and the fact that homicide is likely to be
committed within groups of individuals known to one another. Their final conclusion is that
the spatial effects in their models are large in magnitude and that ecological models of crime
that focus only on the internal characteristics of the unit of observation (census tract) are likely
to suffer from misspecification. Though they find that “space” matters, and that it matters over
various spatial regimes (controlling for race of a neighborhood), the precise reason it matters
is less clear. As the authors note, they are “. . .unable to pinpoint the relative contributions of
exposure and diffusion” (Ibid: 552).

Rosenfeld et al. (1999) estimated a spatial lag model to determine if the patterns of “gang-
motivated” homicides differed compared to nongang youth homicides as well as homicides
that involved gang members but lacked any specific gang motivation. Three separate equations
are estimated using count data and also including the spatial lag of the count in surrounding
census tracts as an explanatory variable. What they find is that controlling for neighborhood
characteristics, only the spatial term in only the gang-motivated analysis is statistically signifi-
cant. The authors see this as evidence of gang-motivated homicides being contagious in nature
and that “. . .the spatial distribution of gang-motivated homicide may reflect intrinsic features
of the phenomenon and not simply the presence of facilitating neighborhood characteristics”
(Ibid: 512).

Smith et al. (2000) examine diffusion and spatial effects within the context of street rob-
bery. Once again, we see that the amount of street robbery in neighboring areas (census block
faces) impacts the level of street robbery on a focal block face. The authors conclude that the
spatial effect is consistent with diffusion resulting from the spatial bounds of the “awareness
space” (Brantingham and Brantingham 1981) of offenders. Drawing upon the existing “jour-
ney to crime” literature, the authors cap awareness space so that only levels of crime in block
faces within 1 mile of the focal block face are accounted for in the spatial weights matrix.

Gorman et al. (2001) examine the effects of alcohol outlets on violent crime rates in
Camden, New Jersey. Using census block groups at the unit of analysis, Gorman et al. make a
methodological argument using a spatial regression model as they identified significant posi-
tive spatial autocorrelation in crime rates and offer two spatial models: a spatial error model
and a spatial lag model. However, for the lag model, Gorman et al. produce spatial lags of
the independent variables rather than of the dependent variable (crime rates). While there is
little explanation offered for this modeling choice, the results of the independent variable lag
model suggest to the authors that while some explanatory variables in surrounding areas had a
significant impact on crime rates in a given unit, the density of alcohol outlets in neighboring
areas had no significant impact on crime rates. Gorman et al. find this as evidence that the
effects of alcohol outlets on violent crime are highly localized and spatially concentrated and
that such effects decay quickly with distance.

Kubrin and Stewart (2006) investigated relationships between neighborhood context and
recidivism rates of ex-offenders in Portland, Oregon. Although not expressly interested in
spatial diffusion, Kubrin and Stewart attempted to control for spatial autocorrelation in recidi-
vism rates across neighborhoods (measured by census tracts) by including a spatially lagged
recidivism variable in their multilevel model. However, due to the limitations of incorporating
spatial effects into multilevel models, they were unable to determine if the spatial dependence
in the rate of recidivism is evidence of diffusion or due to other effects, such as spillovers.
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Hipp et al. (2009) examine patterns of intra- and inter-group crime in an area of Los
Angeles, CA that has undergone significant residential transition taking it from majority
African-American to majority Latino over the last two decades. Their goal is to understand
the impact of this transition on both within-group and across-group violence. To control for
spatial effects, they estimate a model that includes spatially lagged predictors. Following the
lead of Elffers (2003) and Morenoff (2003), they argue that explicitly modeling the spatial
process through the lagged independent variables (median income, change in race/ethnicity,
and income inequality between racial/ethnic groups) is theoretically superior to a spatial lag
model. They contend that to “estimate a spatial lag model we would need to argue that the level
of either intra- or inter-group crime in a neighboring area has a direct ‘contagion’ effect on
crime in a focal area. We do not believe this is the case, especially with respect to inter-group
crime events” (Ibid: 41). Instead, they hold that spatial impacts may best be modeled through
*“...the racial/ethnic composition of adjacent neighborhoods (as these group compositions
could affect inter- and intra-group crime rates in the tract of interest), how that racial/ethnic
composition has changed, the income level of adjacent neighborhoods (which might create
additional stress or protective effects), and economic inequality in adjacent neighborhoods”
(Ibid). They employ a weights matrix that captures a distance-decay functions truncated with
a 2-mile cutoff. That is, the spatial effect goes to “0” for all census block groups beyond two
miles. To summarize, they find that the level of income inequality in surrounding areas has a
significant impact on inter-group violence in a focal tract as does the degree to which racial
transitioning from African-American to Latino remains ongoing.

In contrast to the small scale studies described above, Baller et al. (2001) focused on
national-level patterns of homicide aggregated to counties (see also Messner et al. 1999).
Baller and his colleagues examined homicide rates against selected socioeconomic character-
istics for continental U.S. counties for four decennial census years (1960, 1970, 1980, and
1990) and concluded that “homicide is strongly clustered in space” in each time period at
this scale. Baller et al. also identified the southeastern US as a distinct spatial regime and
interpreted a spatial lag model fit as evidence of a diffusion process in this region (the
nonsoutheastern regime best fit a spatial error model, which suggested that the spatial auto-
correlation in this regime was due to the presence of unmeasured variables). However, the
mechanisms for such diffusion are difficult to arrive at for such macrolevel studies and as
Baller et al. acknowledge, there is no a priori reason to assume spatial interaction between
counties on the topic of homicide and the large amount of spatial aggregation in the data
likely contributes to the perceived spatial dependence (2001: 568-569).

With the exception of Kubrin and Stewart (2006), the above studies use SAR spatial
models to examine a variety of phenomena, and each time find a spatial story to the issues at
hand. In these examples, spatial lag models were the most common choice but spatial error
models were also occasionally fielded either as an exploratory technique (Gorman et al. 2001)
or as a choice determined by model diagnostics (Baller et al. 2001). When a spatial lag model
was used in these examples, the dependent variable was selected for the lag with the exception
of Morenoff and Sampson (1997), Gorman et al. (2001) and Hipp et al. (2009), all of whom
lagged explanatory variables instead. This overview highlights the increasing consideration
of spatial effects in ecological studies of crime at different geographic scales and points to
the growing (but not exclusive) use of SAR models to incorporate such effects. However, the
formal model of the connection between the geographic units that underpin these and other
spatial models receive little attention in some of the examples, and many of the authors use
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simple measures of unit contiguity or adjacency to formally model the interaction of interest.
As an important but often overlooked element of spatial regression model specification we
turn our attention to the spatial weight matrix, or W.

THE SPATIAL WEIGHTS MATRIX W

Both SAR and network autocorrelation models estimate parameters in the presence of pre-
sumably interdependent variables (Anselin 1988; Leenders 2002). This estimation process
requires the analyst to define the form and limits of the interdependence and formalize the
influence one location (or network node) has on another. In practice, this is accomplished by
identifying the connectivity between the units of the study area through a n X n matrix. The
matrix is usually described as a “spatial weight” or “spatial connectivity” matrix and referred
to in the SAR models as “W.” This W, or matrix of locations, formalizes a priori assumptions
about potential interactions between different locations, defining some locations as influential
upon a given location and ruling others out.

A simpler way of describing this is that W identifies, in some cases, who is a neigh-
bor and who is not, or with whom an actor interacts. This notion of influence across space
is addressed in an empirical sense by criminologists when deciding whether two geographic
areal units are contiguous based upon borders or near enough for influence based on distances.
However, the construction of W is more than just an empirical choice about neighbors. It is
a theoretical decision regarding the processes being discussed and one that has implications
for the statistical estimates generated. Whether it is geographical or network space, W is used
to represent the dependence among observations in terms of the underlying social or geo-
graphic structure that explicitly links actors or geographic units with one another. As Leenders
(2002: 26) notes:

W is supposed to represent the theory a researcher has about the structure of the influence pro-
cesses in the network. Since any conclusion drawn on the basis of autocorrelation models is
conditional upon the specification of W, the scarcity of attention and justification researchers pay
to the chosen operationalization of W is striking and alarming. This is especially so, since different
specifications of W typically lead to different empirical results.

Following Leender’s point, discussions about the nature of W and how different specifica-
tion choices may affect regression results have indeed been underemphasized in most spatial
analytic literature: the relatively few examples to the contrary include Florax and Rey (1995)
and Griffith (1996). Despite these noteworthy efforts, Leenders (2002: 44) is correct in his
assessment that “the effort devoted by researchers to the appropriate choice of W pales in
comparison to the efforts devoted to the development of statistical and mathematical pro-
cedures.” The net effect of this lack of attention is that theoretical conceptions about the
role space plays in producing empirical patterns in a given dataset are often afterthoughts.
Hence, the vision of a “spatially integrated social science” (Goodchild et al. 2000) for crimi-
nology remains unfulfilled, because when space is included in the analysis of crime or other
social processes, it is often added in a default form without consideration of the processes in
question.

Such an attention deficit is a cause for concern as the products of the SAR models are
quite sensitive to the specification of W. For example, using simulated data, Florax and Rey
(1995) conclude that misspecification of W can affect the outcome of spatial dependence
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tests, such as the commonly used Moran’s [ test of spatial autocorrelation, and of estimates
of variables in spatial regression models. Griffith (1996), also using simulated data, reaches
a similar conclusion, stressing that while assuming some connectivity is always more rea-
sonable than assuming no connectivity, both underspecifying (identifying fewer connections
between spatial units than really exist) and overspecifying (identifying more connections) W
affect both regression estimates and the product of the diagnostic tests (maximum likelihood,
or ML, tests) used in spatial econometrics to choose between the lag or error models.

In our review of the models used in the studies outlined above, we find that without
exception, each specification of W is based either on simple contiguity, k-nearest neighbors,
or the use of distance decay metrics. Although challenging, more careful modeling of spatial
processes through the spatial weights matrix is of critical importance to understand the black
box of neighborhood effects emphasized by Cohen and Tita (1999a). As previously described,
network autocorrelation models involve a similar challenge to spatial models, and the net-
work literature offers useful parallels to the challenge in modeling spatial dependence and
interaction. In modeling dependence among nodes, social network analysts often begin with
a particular social process in mind and then carefully model that process into the network
autocorrelation matrix. For example, edges among nodes may be predicated upon specific
social relationships (e.g., friendship, familial, or instrumental ties) or shared membership into
formal/informal groups. Alternatively, one can decide that a pair of nodes is connected only
when they are similar along some particular dimension such as race, sex, income or “status”
(see the discussion of Mears and Bhati (2006) below). These types of important differences
can lead to very different specifications of the weights matrix.

Social scientists have employed social network analysis in an effort to explain a number
of social processes, most notably the diffusion of innovations, technology, and information
among individuals, societies, and organizations (e.g., Coleman et al. 1966; Rogers 1983;
Grattet et al. 1998). In defining underlying processes of contagion/social influence, network
scientists carefully differentiate between social processes of influence that operate through
direct ties or association among actors (referred to as “communication” or “structural cohe-
sion”) versus contagion that occurs among individuals who occupy shared positions within a
network (referred to as “comparison” or “equivalence”). The decision to choose one process
over another — communication versus comparison — is dependent upon one’s chosen theory.
As Leenders (2002: 26) succinctly states, “Change one’s theory, change W.”

To highlight the importance of specifying a W that is consistent to with the social pro-
cess of choice, we draw upon a classic example from the networks literature dealing with the
question of why and when certain physicians adopted a new medical innovation (tetracycline).
Coleman et al. (1966) posited that peer effects mattered, and demonstrated the importance of
structural cohesion or direct social ties in determining who adopted the new drug, and the
order in which it was adopted. That is, once a couple of doctors of “higher status” assumed
the role of “early adopters,” the next wave of adopters was comprised of the initial adopters’
friends. Decades later Burt (1987) offered an alternative hypothesis in which he argued that
individuals are often most strongly influenced by the actions and behaviors of rivals and
competitors and not by their friends. He reanalyzed the data and demonstrated that network
position (as measured by “structural equivalence”) was the defining predictor of adoption.
Burt concluded that friendship, or any form of direct communication, had little to do with
the pattern of adoption. Instead, doctors who held similarly high positions of “status” (e.g.,
subscribed to the multiple medical journals, were younger, made many house calls, kept up
on scientific advances) within the medical community adopted earlier than did older doctors,
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those who spent more time with their patients than keeping up with medical advances, and
who subscribed to fewer professional journals. Though neither the line of inquiry (adoption of
an innovation/diffusion) nor the methodology (network autocorrelation models) ever changed,
the theory employed in the research did.

MOVING BEYOND SIMPLE CONTIGUITY/DISTANCE
BASED SPECIFICATIONS OF W

Recently, in order to better capture specific processes or patterns of influence, criminologists
have begun to explore alternative specifications of the weights matrix that move beyond sim-
ple contiguity or distance. Mears and Bhati (2006) build off the long-standing finding that
resource deprivation is positively associated with local levels of violence by asking whether
the level of resource deprivation in other counties could influence violence in a focal neighbor-
hood. In addition to controlling for the level of disadvantage in surrounding communities, the
authors also construct weights matrices based upon the level of “social similarity” between
places. The authors smartly point out that what happens in focal neighborhood might only
influence events in other neighborhoods if there is a mixing of the population between the two
places. Though the research does not actually have network data linking the friendships and
communication across place, they reason on the bases of “homophily” (Blau and Blau 1982;
McPherson et al. 2001) that social interactions are more likely among “similar” individuals.
Using various measures of resource deprivation to construct alternative measures of W, con-
trolling for both resource deprivation in surrounding neighborhoods (as well as controlling for
spatial lags of homicide, the dependent variable), they find that geographic as well as “social
proximity” to resource deprivation was associated with higher homicide rates. Furthermore,
social proximity, or nearness in terms of social similarity, had a much stronger impact than
did geographic proximity alone. An interesting finding from their research is that while these
results held for both instrumental and expressive types of homicides, no effect was found with
regard to gang-related homicides. For that insight into this finding, we turn to a recent set of
studies looking specifically at gang violence.

In an effort to better understand the spatial distribution of violence involving gang
members, Tita and Greenbaum (2008) and Tita et al. (2009) also examine spatially proxi-
mate effects of violence as well as violence in socially proximate communities. This body
of research lays out a very clear hypothesis regarding how gang violence in an area might
influence gang violence in other areas. By exploiting the spatial nature of gangs (they hang
out in specific areas, known as “set space” (Tita et al. 2005)), and the social dynamics of
gangs (they are linked to other gangs through a network of rivalries), they hypothesize that
the violence in a focal area will have a stronger impact on violence in areas that are linked
through the sociospatial dimensions of the gang rivalry network than will spatial contiguity
alone. In fact, the studies in Los Angeles, CA (Tita et al. 2009) and in Pittsburgh, PA (Tita
and Greenbaum 2008) both demonstrate support for this hypothesis. That is, the purely geo-
graphic nature of “diffusion” was muted when one controlled for whether or not proximate
(or nonproximate) areas (block groups) were linked by containing the set space of rival gangs.
The authors of both studies are careful to point out that they constructed their weights matri-
ces with a specific process in mind — the transmission of violence through a gang rivalry
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network — and caution that had they been interested in looking at other types of violence (e.g.,
drug violence, domestic violence), their particular “social similarity matrix”” would have been
inappropriate.

SUMMARY

The use of spatial regression has clearly advanced our understanding of crime patterns at both
the local (neighborhood) and county level. We include Table 6.1 as a summary of both the
traditional and the more creative research examining spatial effects. Summarizing the table,
we know that whether for recidivism, homicide, gang violence, or robbery, there is evidence
for spatial dependence and possible spatial interaction processes at work. We also know that
addressing the spatial autocorrelation present in most aggregated crime data offers more reli-
able modeling estimates and that attempting to understand the substantive sources of spatial
dependence in the social processes of crime leads is a critical step in model specification.
However, as Table 6.1 demonstrates, our thinking and operationalization of the spatial pro-
cesses has, until recently, remained at the level of only accounting for connections between
units in the simplest of geographic terms. Complex theoretical stories about the mechanisms
of diffusion between places can quickly become lost in a spatial weight matrix that uses the
simplest conceptions of geography (simple measures of adjacency/contiguity, or distance such
as Rook/queen’s contiguity, linear distance decay functions, or k-nearest neighbor) to spec-
ify the nature of interaction, including scope, direction, and intensity. As there remains no
statistical method capable of estimating the “best fit” of a spatial weight matrix to one’s
data (Leenders 2002: 38), embodying theory into the specification of W is the only sensible
recourse available.

A recent article by Sampson and Sharkey (2008) examined intra-urban movement pat-
terns of 4,000 families in Chicago between 1994 and 2002. The take-away point of this
research is that there is great disparity in the types of places that people move to, and that
where people move can be explained by controlling for race and economic. While there is
evidence that poor whites or poor Latinos will move into nonpoor neighborhoods that may
contain sizable white populations, the mobility of blacks along all levels of income is restricted
among existing predominately black neighborhoods. Nonpoor blacks rarely move into other
nonpoor areas comprised of nonblacks, and while some poor blacks may move into nonpoor
black communities, the vast majority of moves for poor African-Americans are into other
poor black neighborhoods. We highlight this research because it provides the richness of data
to truly understand the sociospatial nature of influence. From these findings, it seems evident
that incidents of violence in poor black neighborhoods are far more likely to diffuse into other
poor black neighborhoods than in surrounding, nonblack (poor or otherwise) neighborhoods.
In this regard, it confirms the assumptions of Mears and Bhati (2006) regarding the connec-
tivity among places based on social similarity, but the level of detail in this study far exceeds
the use of resource deprivation as a proxy for social interaction.

We think that Sampson (2008) said it best noting that “The advent of GIS modeling and
new data sources on social interactions and networks of spatial connection are revealing the
profound spatial ordering of a bewildering array of urban phenomenon.” If we want to tackle
the question posed by Cohen and Tita (1999a) that motivated this chapter, researchers need to
exploit these types of data sets to truly understand the processes by which violence diffuses
across space.
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CHAPTER 7

Mixed Method Research
in Criminology: Why Not Go
Both Ways?

SHADD MARUNA

This chapter explores mixed method research designs that seek to combine elements of
qualitative and quantitative research into a criminological investigation. This is neither a new
nor a radical concept. Indeed, the differences between so-called “qualitative” methods and
so-called “quantitative” methods in social science have been called “more apparent than real”
(Hanson 2008: 97; see also Newman and Benz 1998; Ragin 1994). So, in a very real sense,
all criminological research is “mixed methods” research. Yet, the approach remains under-
appreciated and under-utilized in contemporary criminological research. The same is not true
outside the discipline. First emerging as a concept around three decades ago (see esp. Brewer
and Hunter 1989; Jick 1979; Fielding and Fielding 1986), “mixed methods research” has
become something of a new buzzword in methodology circles with major international con-
ferences, journals such as the Journal of Mixed method Research, Field Methods, and Quality
and Quantity, and a comprehensive handbook all of its own (Tashakkori and Teddlie 2003).

Importantly, the practice of mixed method research has been around much longer than
the brand name (see esp. Teddlie and Tashakkori 2003). In the early decades of social sci-
entific research, qualitative and quantitative research coexisted far more peacefully than
today, and mixed method designs were a feature of some of the most important research
of the time (see e.g., Whyte’s 1943 Street Corner Society; Roethlisberger & Dickson’s 1939
“Hawthorne Effect” studies; Warner and Lunt’s 1941 “Yankee City” research; and much of
the Chicago School of Sociology’s output). This happy mixing of qualitative and quantitative
approaches to social science continued throughout what Denzin and Lincoln (2005) refer to
as the “Golden Age” of qualitative research, post-World War II, with ground-breaking mixed
method research such as Festinger’s studies of cults (e.g., Festinger et al. 1956); Short and
Strodtbeck’s (1965) gang research; and Zimbardo’s (1969) simulated prison studies (for a
history of mixed method research in social science, see Hunter and Brewer 2003).

Like so many other methodological insights in the social sciences, the origins of the
mixed method label are often attributed to Donald Campbell. Campbell and Fiske (1959)
argued in favor of the use of multiple methods over “monomethod” designs on the grounds

A.R. Piquero and D. Weisburd (eds.), Handbook of Quantitative Criminology, 123
DOI 10.1007/978-0-387-77650-7_7, © Springer Science + Business Media, LLC 2010
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that getting more than one angle on a phenomenon can be a useful validity check on one’s
analysis. This notion later became known as the “triangulation” (Denzin 1970) of methodo-
logical perspectives, a concept that has parallels to the “long recognized natural and physical
science principle of parallax” (Hanson 2008).

The idea of “triangulation” is now closely associated with mixed nomothetic-ideographic
research (Fielding and Fielding 1986), yet Campbell and Fiske (1959) were instead refer-
ring to a mix of different quantitative methodologies. (Campbell, in fact, had been dismissive
of qualitative research in some of his early writing). Later in his career, though, Campbell
became an advocate of mixed qualitative—quantitative designs — “partly in response to grow-
ing disappointment with experimentalist research and partly in response to developments in
the philosophy of science” (Howe 2004: 44). Campbell (1974: 29-30) writes:

The polarity of quantitative-experimental versus qualitative approaches to research on social action
remains unresolved, if resolution were to mean a predominant justification of one over the other. . ..
Each pole is at its best in its criticisms of the other, not in invulnerability of its own claims
to descriptive knowledge. . .. If we are to be truly scientific, we must reestablish the qualitative
grounding of the quantitative. (cited in Howe 2004: 44).

Campbell described the isolation of quantitative and qualitative methods as an “unhealthy
division of labor” (p. 13) and proceeded in later writing to strongly endorse qualitative case
studies (see Campbell 1984).

So, there is nothing new or shocking about mixed method qualitative—quantitative
research; in fact, methodological flexibility and efforts to “triangulate” evidence types (Denzin
1970) are broadly and noncontroversially recommended as good practice to fledgling social
researchers in textbooks (e.g., Creswell 2003; Ragin 1994). Yet, because of the methodo-
logical paradigm struggles that arose in the last three decades and the lingering prejudices
that resulted, the idea of combining qualitative and quantitative work has an aura of the
exotic or even forbidden among criminologists today. Although one might expect that mixed
quantitative—qualitative research designs might please both sides of the paradigm war, the
opposite is more often the case. Hardcore advocates of either quantitative or qualitative
paradigms variously dismiss mixed method research as being either “too soft” or “too pos-
itivistic,” respectively. Mixed method research can therefore fall between two stools, and be
difficult to place in academic journals, which are often wedded to one approach or the other.

This chapter, then, is intended to help make mixed method research more familiar and
acceptable in criminology, and its simple inclusion in this Handbook is an important start.
I first seek to define mixed method research and explain its purpose. In order to do this, one
needs to distinguish between two types of research involved in this “mix” and explain what
types of designs are included under the umbrella concept of mixed methods. I then outline
some of the different types of mixed method research drawing on criminological examples.
Finally, I conclude with a discussion of the major criticisms of mixed method research and
attempt to briefly address these concerns.

DEFINING MIXED METHOD RESEARCH

The term “mixed method research” is used in various ways, and there are numerous,
related concepts (some synonymous, others with slightly different meanings) such as “multi-
method research,” “mixed model research,” and “mixed methodology” (see Johnson et al.
2007). Throughout this chapter, I will be using the term to refer to research that combines
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quantitative and qualitative research techniques and approaches into a single study (Johnson
and Onwuegbuzie 2004) as in Creswell’s (2003: 20) definition:

[Mixed method research] employs strategies of inquiry that involve collecting data either simul-
taneously or sequentially to best understand research problems. The data collection also involves
gathering both numeric information (e.g., on instruments) as well as text information (e.g., on
interviews) so that the final database represents both quantitative and qualitative information
(Creswell 2003: 20).

On the surface, this sounds rather clear-cut, but the definition is dependent upon some highly
contested concepts (e.g., “qualitative” and “quantitative”).

Distinguishing Quantitative from Qualitative

In practice, the alleged distinction between “quantitative” and “qualitative” research probably
does not hold up (Bryman 1984; McLaughlin 1991). As Charles Ragin (1994: xii) argues, “All
social researchers must deal with both words and quantities in some way,” and it is difficult
to imagine a piece of social science research that qualifies as a “pure” specimen of one type
or the other. Nonetheless, in order to talk sensibly about “mixing” methods, I will need to
employ the generally accepted understandings of “qualitative” and “quantitative” research in
their ideal typical (or stereotypical) form.'

In standard criminology methods textbooks, qualitative research is defined in the
following ways:

Qualitative research is the application of observational techniques and/or the analysis of documents
as the primary means of learning about persons or groups and their characteristics. Sometimes
qualitative research is called fieldwork, referring to the immersion of researchers into the lives and
worlds of those being studied (Champion 2000: 136).

The phrase qualitative methodology refers in the broadest sense to research that produces descrip-
tive data — people’s own written and spoken words and observable behaviour (Taylor and Bogdan
1998: 6).

Methods like participant observation, intensive interviewing, and focus groups that are designed
to capture social life as participants experience it, rather than in categories predetermined by the
researcher (Bachman and Schutt 2001: I-15).

A qualitative approach. .. uses strategies of inquiry such as narratives, phenomenologies, ethno-
graphies, grounded theory studies, or case studies. The researcher collects open-ended, emerging
data with the primary intent of developing themes from the data (Creswell 2003).

According to these standard definitions, then, there could be said to be two core levels to
this idea of qualitative methodology: (a) Data collection techniques that involve observation/
participation, textual analysis, and/or open-ended interviewing; (b) An analysis involving
the discovery of patterns in the textual, language-based data collected, frequently with phe-
nomenological aims (i.e., capturing the perspectives and experiences of others with careful
attention to their social context).

'T will also drop the quotation marks around the two words for clarity of presentation, although it should be
remembered that the terms are being used to refer to fictional constructions.
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Interestingly, it is more difficult to find a definition of quantitative research in the same
sample of textbooks. When it is defined, definitions typically include the following:

Quantitative research is the application of statistical procedures and techniques to data collected
through surveys, including interviews and questionnaire administration. Quantitative interviewers
are known as numbers-crunchers, since a wide variety of sophisticated statistical techniques exists
to describe what they have found. By far the lion’s share of articles in contemporary journals are
quantitative (Champion 2000: 137).

A quantitative approach is one in which the investigator primarily uses postpostivist claims for
developing knowledge (i.e., cause and effect thinking, reduction to specific variables and hypothe-
ses and questions, use of measurement and observation, and the test of theories), employs strategies
of inquiry such as experiments and surveys, and collects data on predetermined instruments that
yield statistical data (Creswell 2003: 18).

Quantitative research refers to counts and measures of things (Berg and Lawrence 1998: 3).

In quantitative research concepts are assigned numerical value.. . . This empirical orientation sug-
gests that the same approach applicable to studying and explaining physical reality can be used in
the social sciences (Hagan 1997: 14-15).

A review of these definitions suggests that so-called quantitative research usually involves
the following two layers or levels: (a) Data collection from surveys or quantitative records
(sometimes before-and-after some intervention as in an experimental or quasi-experimental
design), (b) Analysis involving some sort of statistical analysis meant to test hypotheses in a
manner similar to the physical sciences.

Methodology is, of course, about much more than mere data collection techniques (Rist
1977). To many, quantitative methods have also become synonymous with positivism, empiri-
cism, or scientism; whereas, qualitative methods are frequently equated with interpretism,
constructivism, phenomenology, or symobolic interactionism. The positivist epistemology, it
is said (usually by those who do not share the position), holds that an objective reality exists
that can be studied and examined (or at least approximated) objectively for law-like patterns
similar to those found in the natural sciences (see Denzin and Lincoln 2005). Interpretivism,
on the other hand, suggests that knowledge of the world is constituted only through people’s
experience of it, and therefore research should seek a contextualized understanding of the
world from the point of view of the research subjects — empathic understanding rather than
explanation, prediction, and control (Howe 1988). These epistemological differences in the
nature of truth, reality, and the research enterprise are genuine and substantial. There may, in
fact, be little common ground possible between the extreme versions of the two philosophical
viewpoints (Burawoy 1998). Indeed, one advocate of interpretivism argues that “accommoda-
tion between paradigms is impossible. . .. we are led to vastly diverse, disparate, and totally
antithetical ends” (Guba 1990: 81).

It is possible, however, to decouple the technical differences in methodological strate-
gies from the philosophical/epistemological assumptions that may be associated with them
(Morgan 2007). Throughout this chapter, I will be using the terms “method” or “qualita-
tive/quantitative” to refer to ways of gathering and analyzing information — the collection/
analysis techniques or tools (as in the textbook definitions above), not their epistemological
justifications. This decoupling of philosophy and method is not as radical as it sounds. After
all, there are symbolic interactionists with phenomenological epistemologies who are per-
fectly comfortable utilizing quantitative methodology — including students of George Herbert
Mead like Cottrell (1971) (for a discussion, see esp. Matsueda 2006). Likewise, there is
a long tradition of logical positivists (or those who make the same assumptions as those
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labeled “positivists”’) employing qualitative techniques to data gathering and analysis. One of
positivist sociology’s great champions, Emile Durkheim utilized qualitative, anthropological
findings in most of his research.

So, there is a strong correlation between epistemology and technique, but it is nothing
like 100%. Denzin and Lincoln (2005: 6) write: “Qualitative research is difficult to define
clearly. It has no theory or paradigm that is distinctly its own.” Therefore, it is perfectly legiti-
mate to consider the two separately as the approach here is (see Snizek 1976). Before moving
on to technical issues, however, I briefly address the issue of epistemology in the section
below on the rationale behind mixed method research.

The Justification for Mixed Method Research

Mixed method research, almost by definition, is more time-consuming, difficult, and complex
than monomethodological studies. It can produce unwieldy findings — involving both qualita-
tive and quantitative analyses — that are ill-suited for the standard 8,000-word limits in many
criminological journals. As such, one needs a fairly compelling reason to engage in such an
effort.

For most mixed method practitioners this justification is a commitment to data quality
(or measurement validity) and fidelity to the phenomenon under study. Greene and colleagues
(1989), for instance, outline five primary purposes of mixed method research:

(a) Triangulation: Convergence or corroboration of results via different methods.

(b) Complementarity: Elaboration, enhancement, or clarification of the results of one
method through the use of another.

(c) Initiation: Seeking out contradictory findings that could help reframe the research
question or model.

(d) Development: Using the findings from one type of research to inform another.

(e) Expansion: Expanding the range or breadth of the research through multiple methods.

Johnson and Turner (2003: 299) define the “fundamental principle of mixed method research”
more concisely:

Methods should be mixed in a way that has complementary strengths and nonoverlapping weak-
nesses. ... It involves the recognition that all methods have their limitations as well as their
strengths. The fundamental principle is followed for at least three reasons: (a) to obtain con-
vergence or corroboration of findings, (b) to eliminate or minimize key plausible alternative
explanations for conclusions drawn from the research data, and (c) to elucidate the divergent
aspects of a phenomenon (emphasis in original; see also Brewer and Hunter 1989).

To mixed methods researchers, the complementary strengths (and weaknesses) of qualitative
and quantitative research are obvious. Qualitative methods involve “deep” immersion into a
social scene that allows for an awareness of situational and contextual factors and concerns
that are often missed in survey research. They produce “rich,” “holistic” data, as opposed to
the focus on “variables” (Blumer 1956), allowing for a great deal of information about very
small number of cases (Ragin 1994). The research is based on the participants’ own categories
of meaning and captures this insider’s viewpoint or “emic” (Johnson and Onwuegbuzie 2004).
Qualitative research is exploratory, allowing for the discovery of new and unexpected social
patterns and produces theory that is “grounded,” with refutable hypotheses. In its published
form, qualitative analysis provides vivid illustration of phenomena, bringing social processes
“to life” for readers. Quantitative research does little of this, but has considerable strengths
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precisely where qualitative research is weak. Quantitative methods are transparent and do not
rely on a “take my word for it” approach. This work is therefore more replicable, precise (some
would say “objective”), and generalizable than qualitative research. Additionally, statistical
techniques allow for the eliminating of confounding influences and better assess cause and
effect relationships among variables. In published form, they produce findings that are notable
for their clarity, succinctness, exactitude, and parsimony.

Mixed method research, then, requires no strict adherence to any particular epistemology.
For instance, Howe (2004) argues in favor of what he calls “mixed method interpretivism” —
a response to the dominant “mixed method experimentalism” (or positivist and postpositivist
mixed method research), indicating that mixed method research can serve either “master”
(narrative). Yet, most commonly, mixed method research is premised on neither interpretivism
nor positivism, but rather the tradition of Pragmatism in social science associated with John
Dewey, William James, Ludwig Wittgenstein, and Charles Sanders Pierce, among others. The
Pragmatic tradition is assuredly consequence-oriented, problem-centered, and pluralistic in
its approach and would reject the strict dualism of the moribund positivist—interpretivist split
(Morgan 2007).

Most mixed method researchers are pragmatists with a small-“p” as well. That is, as
workaday researchers, they “rarely have either the time or the inclination to assess what they
do in philosophical terms” (Guba and Lincoln 1994: 117). Instead, they base their method-
ological choices on the research question at hand “not on ideological commitments to one
methodological paradigm or another” (Hammersley 1992: 163). For instance, Lofland and
Lofland (1995) outline an impressive range of common research questions and suggest that
some are better suited to quantitative research (e.g., “What is its size, strength or intensity?” or
“What does it come to affect”) and others more suited to qualitative research (e.g., “What are
its defining features and varieties?”” or “How does it operate?”’). No question is seen as more
important or worthy than another. Finding the “right” research question (and hence method-
ological tool) is a matter of engaging with the existing literature and identifying gaps (Bayley
1978; McElrath 2001). This pragmatic dictum that problems should determine methods, not
the other way around, is at the core of the mixed method approach to research.

VARIETIES OF MIXED METHOD RESEARCH

Bryman (2007) interviewed a sample of 20 UK-based social scientists who have published
mixed method research and asked each to name an exemplary piece of mixed method research
(presumably besides their own). He found that “virtually all” of the interviewees struggled to
think of an answer. Were the same qualitative survey taken of a random sample of 20 US-
based criminologists, the results would have likely differed considerably, as almost all would
mention John Laub and Robert Sampson’s pioneering research in this regard (Sampson and
Laub 1993; Laub and Sampson 2003). Still, it is fair to assume that, beyond this ground-
breaking study, examples would not come easily to most in the field.> This chapter, then,

2 Research by Giordano et al. (2002) might be the second best-known work outside of classics like Short and Strodt-
beck (1965). As Giordano’s work covers similar terrain to that of Laub and Sampson, this raises the interesting
question of why research on desistance from crime might be so well suited to mixed method designs (see also
Burnett 2004; Farrall 2002; Maruna 2001). The answer might have something to do with the ongoing debate in that
area of study regarding the relationship between subjective and objective (or cognitive and structural) changes in
the desistance process (see LeBel et al. 2008).
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is intended to provide some brief examples of the possibilities in mixed method research
designs that are available to researchers. Some of these examples will be drawn from my own
research — not because it is particularly exemplary, but simply because these examples come
easily. The number of criminological examples utilizing methods such as content analysis and
systematic social observations are simply too many and too rich to list in any comprehensive
way here.

Methodologists have identified a wide variety of different types of mixed method
research from Mayring’s (2007) four types (“pre-study model,” “generalization model,”
“enhancement model,” and “triangulation model”) to Tashakkori and Teddlie’s (2003) nine
different combinations. Although these typologies usefully seek to be comprehensive and
delimit the entire range of mixed method combination possibilities, there are probably too
many variations to try to keep straight or to be of much use to beginning researchers.
Below, I will draw on a more parsimonious typology from my own review of this research
and theory involving “sequential qual-quant designs,” “sequential quant—qual designs,” and
“hybrid models.”

Sequential Designs

Sequential designs are those in which the analysis of one type of data provides a basis for
the collection of another type of data (Tashakkori and Teddlie 2003). The classic combination
here involves following an exploratory qualitative investigation with a quantitative examina-
tion of the hypotheses generated. In such designs, qualitative research is considered a form
of reconnaissance or “voyage of discovery” that can provide “leads” or grounded hypothe-
ses that can then be confirmed, rejected, or qualified through quantitative testing. Mayring
(2007) provides an example of this approach. He and his colleagues were interested in the
construct of “coolness” among adolescents. As the concept was largely unexplored in the
existing literature, they utilized a grounded theory approach involving open-ended interviews
and discussions with young people about what this thing called “cool” was about. Once a
theory was constructed from this exploratory research, the authors then sought to operational-
ize it and test it in a questionnaire study with 223 secondary school students, analyzed using
LISREL.

Some advocates of qualitative research reject these designs as essentially putting the
qualitative research in a subservient or auxiliary role to the quantitative: Qualitative is fine for
pretest messing about, but when it is time to do the serious research, one should bring out the
survey numbers. Yet, it is not immediately obvious why this should be so. Lofland (1971: 6),
in fact, reverses this hierarchy, pointing out that it is the qualitative work that gets the credit
for the important discoveries, the quantitative merely provides a sort of back-up: “Quantita-
tive studies serve primarily to firm up and modify knowledge first gained in a fundamentally
qualitative fashion.”

Sequential research can work in the opposite fashion as well. A qualitative analysis can
be used to add meaning, clarification, or illustration to a quantitative study in the same way
that numbers can be used to add precision to narrative (Johnson and Onwuegbuzie 2004). For
instance, Weisburd and Waring (2001) triangulate the findings from their quantitative study of
white collar criminal careers with a qualitative analysis of presentence investigations for such
offences. This process is described as “adding qualitative profundity to quantitative findings”
(Huber 2007: 179) or more often as “humanizing” findings or bringing them “to life.”
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An example of this sort of design can be found in a recent study of public opinion
regarding criminal justice issues in England I completed with my colleague Anna King (see
Maruna and King 2004, 2009). The research began in the traditional way for public opinion
research with a postal sample of randomly selected members of the British public (n = 940).
These data were quantitatively analyzed for predictors of punitive views regarding the pun-
ishment of offenders that produced a number of interesting correlations, but raised more
questions than it answered. Some of these issues were then addressed systematically in a
qualitative phase of the study. The researchers sat down with 40 of the respondents to the
initial survey: 20 of whom were among the most punitive in their responses to the survey,
and 20 of whom were among the least punitive. Members of the two groups were chosen in
an effort to insure a balance in terms of gender, geographical location, education, and other
social factors thought to be associated with punitiveness. At the interviews, respondents were
asked to elaborate on why they answered the survey questions in the way they did, what they
“meant” by their responses, and various themes that had emerged as (statistically) significant
in the quantitative analysis were probed further. In the end, the qualitative analysis did not just
illustrate the findings from the survey, but rather clarified, elaborated upon, and enhanced the
initial findings.

Hybrid Models

For mixed method purists, sequential designs like those outlined above certainly qualify as
“triangulation,” but really involve not one, but two simultaneous studies looking at the same
research question. A more authentic version of mixed method research instead involves the
combination of different methodological approaches at different stages of the research process
for a single study. The most common example of this hybrid design is the quantification or
“quantitizing” (Miles and Huberman 1984) of qualitative data.> These models begin with
qualitative data collection techniques (e.g., ethnographic observation, open-ended interviews,
documentary analysis of diaries, speeches, letters, and so forth), but analyze the data both
qualitatively and quantitatively simultaneously.

CONTENT ANALYSIS. The most common qual-quant hybrid design is probably content
analysis, understood as a systematic, replicable process for compressing passages of text (or
other symbols) into fewer content categories based on explicit rules of coding (Krippendorff
2004; Stemler 2001). The data for content analysis can be almost anything: political speeches
by historical figures, internet chatter on discussion groups, police reports, published autobi-
ographies, open-ended interview transcripts, presentence reports, prisoner letters — even rap
lyrics (Diamond, Bermudez and Schensul 2006), political debates (Wheelock and Hartmann
2007), or televised wrestling matches (Woo and Kim 2003). The content coding can take
many forms. Frequently, content analysis refers to a purely qualitative process, whereby long
passages of text are sorted into smaller, more manageable thorough categories for internal
qualitative analysis. Although this process can take on the shape of quantitative research, as in
the “crosstabulation of qualitative themes” (Alasuutari 1995), numbers need not be involved.

3 The reverse process, “qualitizing” quantitative data, is less common but is a possibility as well (see Tashakorri and
Teddlie 1998). Here, presumably, the data collected is quantitative in nature (e.g., survey research), but the analysis
treats these data both categorically and numerically.
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At the other end of the spectrum, other forms of content analysis avoid qualitative analysis
entirely and involve only word count frequencies utilizing sophisticated software. In sys-
tematically analyzing hundreds of transcripts from hospital patients, Pennebaker (2003), for
instance, has found that successful recovery is associated with decreases in the use of first-
person pronouns and increases in the use of causal words such as “because” and “effect.” Both
types of research have produced useful findings, and indeed could complement one another.
That is, the same data (e.g., interview narratives) could be interrogated hermeneutically or
inductively as well through a word-count analysis.

Most content analysis research, however, is pitched somewhere between these two
extremes and seeks to measure the thematic content of qualitative materials, for example,
coding for definitions favorable to crime, neutralization techniques, or attachments to informal
social controls in the self-narratives of interviewees. Thematic content analysis involves “cod-
ing” or “scoring” textual material for manifest (or less often, latent) content or ideas. Some
of this research draws on existing content dictionaries, and a huge number of well-validated
coding schemes and content dictionaries already exist that can be utilized in this coding (see
esp. Smith 1992). Other researchers create content categories de novo from the inductive anal-
ysis of qualitative materials — a process facilitated by various qualitative software packages —
in order to preserve the spirit of grounded theory exploration. Other researchers combine both
deductive and inductive content analysis. Once a content dictionary is established for the anal-
ysis, multiple, independent raters can be employed in the assigning of qualitative content to
the selected categories or measures, and tests of inter-rater reliability can provide a sense of
how replicable the methodology is.

An example of such a design can be found in my research on the self-narratives of for-
mer prisoners (Maruna 2001, 2004). A recurring theme in offender rehabilitation theory and
practice is that offenders too frequently externalize or neutralize blame for their wrong-doing
and need to be taught to accept responsibility for their actions in order to go straight. This
belief is so widely shared among rehabilitation practitioners to be almost sacred, but appeared
to be based on little or no firm research evidence. As such, I was interested in exploring the
relationship between attributions of responsibility and criminality in a content analysis, with
a unique sample of life story interview transcripts I had collected in working with desisting
and persisting ex-offenders (Maruna 2001).

Over half of the interviewees in the study had been classified as desisting from crime,
whereas the other participants self-reported on-going and active involvement in criminal pur-
suits. The two groups were matched case by case on a variety of background factors thought
to be associated with desistance from crime. Their transcripts were content analyzed using
Peterson et al.’s (1992) CAVE (Content Analysis of Verbatim Explanations) system. Based on
Seligman’s theory of explanatory styles, CAVE is an innovative and well-established method
for measuring the cross-event consistency in the explanations that individuals provide for
both positive and negative events in their lives. The CAVE system has been used in studies of
depression, precursors of mental illness, and the success of presidential candidates. This pre-
vious research provides strong support for the construct validity of the CAVE technique, and
coders trained by the system’s authors have been able to achieve inter-rater reliability levels
exceeding 0.90 (Peterson et al. 1992: 386). The coding scheme allows for the examination of
the three key dimensions of causal explanations (internality—externality; stability—instability;
and globality—specificity), within the everyday language and actual life stories of individuals.

Although pencil-and-paper questionnaires have also been designed to gauge these dimen-
sions of explanatory style, narrative methodologies have certain advantages over more tightly
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structured questionnaire measures (Emmons 1999: 63). In particular, narrative analysis allows
for a contextualization of these themes that is quite difficult to accomplish with standard
screening instruments. “Idiographic research shifts attention away from abstract psychologi-
cal variables and reorients it toward the lives of individuals” (Peterson 1992: 377). Further, the
systematic content analysis of verbal material has the advantage of eliciting more spontaneous
and less artificial responses than self-report questionnaires (Harvey et al. 1990). As such,
Peterson (1992: 379) describes content analysis as a “particularly good assessment strategy,
not a ‘second-best’ procedure” for assessing attributions and cognitive style.

“The circumstances under which causal explanations are made without prompting are precisely
those under which subjects are most likely to be mindful and thus most apt not to respond glibly
or automatically as they might on a questionnaire” (ibid).

Nonetheless, the use of content analysis introduces numerous reliability problems, stemming
from the multiple interpretations of subjective materials. As such, significant measures were
taken in this analysis to protect against bias in the coding process. Two graduate students, blind
to the hypotheses of this research, were trained in Peterson’s method for extracting attributions
from transcribed interview material (see Peterson et al. 1992: 383-386). Then, two different
graduate students, also blind to the hypotheses of this research, coded the explanations using
Peterson’s content coding scheme. Because of the precautions taken in randomizing the pre-
sentation of these anonymous passages, raters were not biased by previous ratings for the same
subject and would have no way of easily connecting any series of passages. Most importantly,
coders had no way of knowing whether the speaker of any particular passage was an active
offender or a desisting ex-offender from the information they were given. Coders rated each
extracted attribution on three dimensions (internal, stable, and global) using a scale of 1 to
7, with a 7 representing the highest possible score. In all, over 1,250 separate attributions, an
average of slightly more than 14 in each of the 89 interviews, were extracted and then double-
coded by separate raters on all of the six key dimensions of explanatory style. This was a
painstaking and highly labor-intensive process. In a measure of agreement, the two indepen-
dent scorers achieved a correlation of 0.79 in their coding of these extractions. Discrepancies
between raters on a particular item were worked out in a conference between the two raters
and the author.

The findings, available in Maruna (2004), confirmed the earlier qualitative findings pre-
sented in Maruna (2001) and challenged some taken-for-granted assumptions in rehabilitation
research.

SYSTEMATIC SOCIAL OBSERVATION. A second variety of qual-quant hybridization
is the practice of systematic social observation, combining the quintessentially qualitative
data collection method of ethnographic observation of field sites with sophisticated quanti-
tative data analysis through a process of content coding similar to that of content analysis
(see Mastrofski, this volume). Quantifying observational data in social science is noth-
ing new. Some of the best known studies in the ethnographic tradition (e.g., Becker et al.
1961) have involved at least rudimentary quantification (counts, percentages, frequencies of
various occurrences), and laboratory-based research (in the hard sciences as well as the social
sciences) involves the systematic recording and coding of various observations. Yet, the crim-
inologist Al Reiss (1971) is often credited with developing systematic social observation
research in the early 1970s. Although the method has been “underappreciated” in recent years
(Sampson and Raudenbush 1999), criminology has had a special relationship with the method
ever since (see e.g., Mastrofski et al. 1995; Mazerolle et al. 1998; Taylor et al. 1985). Sampson
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and Raudenbush (1999) write: “In the spirit of the early Chicago school of urban sociology,
we believe that direct observation is fundamental to the advancement of knowledge” (p. 606).

The potential of the method for urban studies of crime and deviance can be clearly seen
in recent work by Weisburd and colleagues (2006). The researchers were interested in the
question of crime “displacement” or the idea that the focusing of police resources on crime
“hot spots” simply caused the criminal activity to “move around the corner” — an argument
that has been made many times, but rarely tested due to the measurement problems. To rec-
tify this situation, Weisburd and colleagues chose two areas in Jersey City, New Jersey, with
high concentrations of drug crime and street-level prostitution, where intensive police inter-
ventions were being targeted, as well as two additional, neighboring areas with no equivalent
police targeting. Trained observers in each neighborhood conducted more than 6,000 20-min
social observations during the study period, supplemented by interviews and ethnographic
field observations. The observers recorded events only on their assigned street segments
(from one street corner to the next) during nine waves of social observations (one before,
six during, and two after the policing intervention). Each wave was conducted over a 7-day
period. These observations were then triangulated with the work of Regina Brisgone (2004),
an experienced ethnographer from Rutgers University, who produced an independent report
on street-level activities that played a crucial role in interpreting the quantitative findings from
the observational study.

Similar methods are routinely utilized in research on police—community interactions. In
so-called “ride-along studies” (e.g., Mastrofski, Worden and Snipes 1995), observers accom-
pany police officers on their daily rounds and keep records of their interaction styles and
behaviors that are later coded and quantitatively analyzed. In one such study, for instance,
trained observers accompanied randomly selected police officers on 132 8-h shifts in Savan-
nah, Georgia, to explore the question of racial bias in the determination of “suspicious”
behavior (Alpert, MacDonald and Dunham 2005). Observers were trained to document the
officers’ interactions with citizens and a formal instrument was developed to “capture what
officers were thinking and feeling” when they made decisions to stop and question individuals.

The most elaborate and sophisticated example of “ride-along” observational research in
recent decades, however, is surely the Chicago neighborhood studies described by Sampson
and Raudenbush (1999). For 5 months in 1995, two observers for the research project took
notes of what they saw while riding in a sport utility vehicle (SUV) crawling at 5 miles per
hour down every street in 196 Chicago census tracts (covering 23,815 face blocks in total).
The observers, sitting each on one side of the SUV, recorded their observations of a vari-
ety of social and physical clues to neighborhood disorder and community activity, and added
subjective commentary about unusual events. They were accompanied, again on each side
of the SUYV, by colleagues trained to take video footage of the same city scenes. The videos
were coded for 126 variables measuring physical conditions, housing characteristics, busi-
ness activities, and social interactions on the city streets, and the data were analyzed with
tools found useful in psychometrics. The results of Sampson and Raudenbush’s three-level
hierarchical regression model represent an important challenge and modification of reigning
ideas about disorder and “broken windows” in criminology — all the while utilizing data that
“provides the sights, sounds and feels of the streets” (p. 641).

Systematic social observation has also been utilized in the courtroom as in Peter Blanck’s
(1987; Blanck et al. 1985) examination of judges’ influence over juror decision-making.
Concerned with the lack of external and ecological validity of much courtroom research
(based on undergraduate students in a laboratory setting), Blanck and colleagues (1985:
107) sought to combine the “greater external validity of the observartional and field-like
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studies of the courtroom” with the “greater precision of the laboratory-like studies involving
ratings of verbal and nonverbal behavior.” They were fortunate enough to find a group of
“forward-looking” California state court judges willing to allow a team of researchers into the
courtrooms for systematic observations. Researchers made observations during the proceed-
ings and took ethnographic field notes on the courtroom culture and the physical differences of
each courtroom in the study. These data were triangulated with open-ended qualitative inter-
views and surveys with jury members. The holistic case studies produced a variety of mixed
method data on courtroom culture, personal characteristics of jurors and judges, subjective
views of jurors and judges, and recorded behaviors of both.

In addition, the judges in the study allowed Blanck’s team to install cameras into the
courtroom focused directly on the trial judge from the same angle that she/he would have
been perceived by a member of the jury. The analysis involved a group of raters trained to
assess the video and audio tapes for a variety of verbal and nonverbal cues from the judges’
statements to the jury (e.g., warmth in tone of voice). The findings suggested that the judges
were unintentionally “leaking” or signaling their views and assumptions about the case in
measurable ways and that these cues had predictable influences on trial outcomes. Blanck
(1987) concluded that “Only by studying judges while they presided over actual trials could
we both describe judicial behavior” and that “field research — when well conducted — can
employ many of the procedural safeguards associated with high internal validity (. . . precision
of measurement), while yielding externally or ecologically valid results” (p. 339).

Clinical criminology is another area where mixed method research has flourished. Many
clinical assessment tools with criminal justice populations involve both closed-item survey
questions as well as open-ended clinical interviews that are then content coded and tested for
interrater reliability (see e.g., Viljoen et al. 2006). Additionally, therapist behavior styles are
often observed and coded by trained raters watching video tapes or actual therapeutic delivery
styles (see e.g., Miller et al. 1993). Research using these techniques has been instrumental
in classroom and business settings in demonstrating effects similar to the ones identified by
Blanck in his colleagues on student and employee performance (Rosenthal 2003).

Finally, there is a long history of mixed method research in violence research, in particu-
lar (see e.g., Felson and Steadman 1983; Toch 1992), as understanding the micro-dynamics of
aggression is facilitated through both observation as well as rigorous cause-and-effect anal-
ysis. Frequently, such analyses involve the content coding of crime scene narratives, as in
Terance Miethe’s use of Qualitative Comparative Analysis of homicide files (see e.g., Miethe
and Drass 1999). Others go further afield, drawing on photographic evidence of riots, video
footage of sports brawls, and the first-hand accounts of participants, as in Randall Collins
(2008) important new book Violence. In one analysis in that work (pp. 202-204), Collins
draws on an original qualitative dataset of 89 first-hand observations of violence-threatening
confrontations (15 he observed first-hand, 74 based on student—observer reports) using a
mixed methods approach. Collins and his students coded the field notes on factors such as
whether onlookers were cheering, mixed, neutral, or uneasy/fearful, and the severity of the
subsequent violence. Presenting these findings in a cross-tabular format (p. 203), Collins
demonstrates empirically his grounded, inductive theory that violence is a largely staged affair
with crowds playing a central role (Almost 90% of flights involving crowd cheering ending in
serious violence, whereas 57% of fights in which the crowd was uneasy/fearful were aborted
before anyone was hurt).
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WHY GO BOTH WAYS?

The sections above focus, appropriately enough, on the strengths of mixed method research
and what it has and can contribute to criminological research. For balance, in this concluding
section, I contend with some of the criticisms and problems this sort of research has faced.
These entail both practical failings of the research as well as theoretical/epistemological cri-
tiques. Most of these criticisms come from advocates of “pure” qualitative research, although
monomethodological myopia is by no means limited to this camp. Finally, although many of
these arguments are perfectly reasonable, I end by briefly attempting to respond to both with
a plea for peace in the paradigm wars.

The mixed method movement has been justifiably criticized for overemphasizing
technical comprehensiveness at the expense of substantive findings. Baskin (2002: 225)
writes:

Triangulation in criminological research has become increasingly common. As teachers of
research methods, we begin the socialization toward triangulation early in our students’ careers.
Textbooks in research methods assist us by advising students that the utilization of more than one
research method is optimal. ... The emphasis on technique and not on substance has left many
with the impression that more is better. Thus, we have been treated to more research that uses
more techniques but that produces fewer useful findings.

As arelatively “new” and exotic methodological approach, it is certainly a risk that the “mix-
ing” becomes the central focus in mixed method designs, and researchers might lose sight of
the fact that this strategy is simply a tool for getting at the real subject matter at hand. This
should improve over time as the novelty of mixing methods wears off.

Another criticism of mixed method research is that it often sounds good in theory, but
in practice does not live up to the hype. For instance, in an examination of 57 mixed method
evaluations, Greene et al. (1989) found that only about half of the studies actually integrated
findings from the two types of research. Because qualitative and quantitative researches have
such different strengths and weaknesses, researchers can set off with high hopes of achieving
triangulation, but instead wind up with two, quite different studies on very different aspects
of a related topic. Ideally, the studies will complement each other or raise questions that can
be addressed by the other wave of research. Yet, this sort of communication can be difficult,
however, when the “language” of the two research types is so different.

This last point invokes an epistemological critique of mixed method research, the so-
called “incompatibility thesis.” This is the idea that qualitative methods and quantitative
methods simply cannot be mixed because they are founded upon such contrasting, indeed
conflicting, epistemological assumptions (Guba 1990; Guba and Lincoln 1994). I discuss this
point in my last paragraph of chapters in depth. But, some critics legitimately see mixed
method designs as a “Trojan horse for positivism” (Giddings and Grant 2007), arguing that
too often the marriage of qual with quant is an imbalanced one with the qualitative work acting
as mere window-dressing to what is obviously a variable-oriented, quantitative approach. It
is true that too often mixeds method are utilized for purely opportunistic reasons. Hanson
(2008) argues that “In [the] fight to gain credibility, and the financial and status rewards
that go with it, qualitative methods have often been forced to maintain a defensive position,”
whereby quantification is added to a research study primarily “for status within the discipline
and the attraction of research funding.” As quantitative research currently holds a privileged
position within US criminology (arguably the opposite is true in British and some European
versions of criminology), it makes perfect sense that qualitative researchers would seek to
imitate or mimic quantitative research for careerist purposes and to reach a wider audience
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(DiCristina 1995). This is surely antithetical to the pragmatic motivations behind the mixed
method movement though. It is hoped that as mixed method research matures, there will
be greater parity of esteem for the two methodological paradigms and therefore this sort of
pressure to mix methods for the wrong reasons would be reduced.

Finally, the most commonly heard critique is that quantification devalues qualitative data,
reifies it, and diminishes its value. DiChristina (1995: 72) poignantly asks, “Imagine your
favorite movie, a novel by Dostoevsky, or perhaps your life story being represented by a matrix
of numbers. Would anything be lost?”” Miller (2008) raises similar criticisms of mixed method
in her essay on “The status of qualitative research in criminology” prepared for a National
Science Foundation conference. Miller describes one mixed method study on the topic of
desistance from crime (which shall remain anonymous in order to protect the innocent) as
being “strongly influenced by positivist models”:

His discussion focuses on the use of blind coding by multiple coders (to achieve interrater reliabil-
ity) of ‘episodes or phrases that were extracted from the body of the larger text’ (p. 170) so that the
coders had no information about the broader context of the interview. These pieces of text were
then applied to ‘well validated’ (p. 169) a priori coding schemes (Miller 2008: 4).

Miller argues that although the “analysis strategy was well received by quantitative scholars in
criminology,” it “raises vexing questions about the disciplinary push to inscribe such analytic
strategies to a methodological approach whose strengths include inductive theory develop-
ment and detailed attention to context, including the context of speech within the interview
process” (p. 4).

DiCristina and Miller are of course absolutely right. Narrative material is rich in context,
nuance, meaning, and implicit subtext. It is intended to provide research participants with
a “voice” and dignifies their particular perspectives. Listen to the following excerpt from a
30-year-old, male, former prisoner from the desistance study that Miller critiqued:

But um, all through this, all through the beatings and stuff I used to approach teachers, um, and
nobody ever believed me that this was happening. Um, and I went to the Vicar once, the local
Priest and nothing happened. They just all said I was a liar and stuff. I remember one day, um, (my
stepfather) tried to beat me up, but he was really drunk and I'd curled up in a ball in the corner. The
only piece of me that was available was the right side of me leg, and he just kicked it for about half
an hour. And, er, I was in school the next day, I could hardly walk. And, I kept having to go the
toilet and take me trousers down,’ cause I had, er, what they call a blood bruise, where the blood’s
seeping through the skin, from me knee to me hip. And, me trousers kept sticking to it, so I had to
keep going and wiping it with this piece of toilet paper in the toilets. And, um, one of the teachers
found me, and I told them that me step-dad had done this to me. And, I remember I always used to
think that “Something would get done now — they’ll either take me away or take him away.” But
nothing, ever. I feel a bit envious now, of you know, the way social workers behave now, the way
they’re quite intrusive into families, and I sometimes wish like, that somebody would have done
that with me. I might not have gone down the road I went down (Maruna 2001: 59—-60).

How could anyone take such a remarkably revealing and honest passage and transform it into
a “9” on a measure of “resentment of authority” or a “2.4” on a scale of “sense of personal
agency”’? Such reductionism is practically criminal in its stupidity and certainly pointless. If
all one was after was a 9 or a 2.4, there are much easier ways to get it!

Yet, this is not what mixed method research does. Like most mixed method studies,
the study Miller describes did involve inductive theory development utilizing entire, fully
contextualized transcripts of interviewees that the researcher got to know personally over a
series of meetings in their homes (in most cases). The narratives collected were read and
re-read in their entirety, by the same person who asked the interview questions, and who
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experienced the full social and interactional context of the interview. Indeed, this inductive
analysis is a central feature of the work. The quantification was intended to complement and
supplement this qualitative analysis, providing the researcher with a sense of confidence that
the patterns being observed are valid and reliable.

Of course, the quantification represents a simplification of this incredibly rich, personal
material, but that is what it is supposed to be. Transforming complicated (sometimes eloquent,
sometimes convoluted) qualitative material into clear, concise content codes makes the data far
more manageable and the data analysis, frankly, much easier than pure qualitative analysis.*
True, it does this through a process of data condensing (Ragin 1994) or, less charitably, reduc-
tionism. But, then, the same could be said for grounded theory — what is social science, after
all, except an attempt to transform the messy complexity of lived reality into concise, parsi-
monious (and by nature imperfect) explanations. In his defense of mixed method research,
Howe (1988) addresses this concern eloquently:

One view seems to be quantifying over an ontologically qualitative concept objectifies it and
divests it of its ontologically qualitative dimensions, that is, divests it of its value-laden and inten-
tional dimensions. But by what sort of magic does this divestiture occur? Does changing from a
pass-fail to an A—F grading scale, for instance, imply that some new, ontologically different, per-
formance is being described and evaluated? If not, then why should the case be different when
researchers move from speaking of things like critical thinking skills and cooperativeness in terms
of present and absent, high and low, or good and bad to speaking of them in terms of 0-100?

Like many wars, the methodological paradigm wars in criminology (and throughout the social
sciences) may be based primarily on misunderstandings of what each side is really about.
Quantitative researchers are often dismissive and condescending about qualitative research
(see esp. McElrath 2001). Likewise, qualitative researchers can spend a great deal of time
criticizing quantitative research. Hanson (2008), in fact, argues that qualitative sociologists
“may have spent more time defining quantitative methods than quantitative scholars have
themselves” (see also Bryman 1984: 104). She sees this as being “analogous to the process
of social construction of the Other” (p. 97) or “defining something unlike oneself in order to
demarcate or reinforce one’s own position” (p. 104).

Perhaps the greatest strength of mixing methods in research, then, is its ability to break
down these barriers. The mixed method researcher gains great appreciation for what both
sorts of methods can bring to an investigation and how much the (allegedly) different sets of
strategies really have in common. Such work, then, draws on the entire body of criminological
research and theory far better than monomethodological approaches can.

My prediction is that the future of criminological research (like its past) will be far more
open and encouraging to mixed method research designs. Indeed, the very idea of “mixed
methods” research as a special category of work — or indeed the idea of “pure” quantita-
tive or “pure” qualitative” research — may be seen as an anachronistic oddity of a peculiar
moment in the development of the social sciences. That is, when the generation that fought the
“qual vs. quant” paradigm wars of the late twentieth century passes into retirement, I imagine
that few of their successors will likely remember or understand what the fighting was all
about. By then, perhaps all criminological research will be understood as involving “mixed
methodology.”

4 The finding that qualitative analysis is more difficult than quantitative analyses (see e.g., Becker, 1996) is ironic
considering the presumption of some quantitative practitioners that people who do qualitative research are less
intelligent or otherwise inferior researchers (see McElrath, 2001, for a very honest ‘confession’ in this regard).
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CHAPTER 8

Estimating Costs of Crime

MARK A. COHEN AND ROGER BOWLES

INTRODUCTION

This chapter reviews the theory, methods, and evidence on estimating the costs of crime. The
topic is of growing importance in the criminal justice policy world in an era when policy
makers want to know more about an intervention or project: not only “does it work?” but they
also want to compare the value of the crime prevented with the cost of achieving the reduction.
Valuing the benefits of crime prevention requires information about the costs that would have
been incurred if the crimes had taken place: Dhiri and Brand (1999).

While this chapter focuses on the underlying theory and methods for researchers who
are interested in generating estimates of the costs of crime, it is also meant to be of value to
“users” of costs of crime data. Since there are many different types of cost estimates in the
literature — including many that are “incomplete” — it is important that users be informed about
the different approaches and their limitations. This chapter is primarily limited to estimates of
the cost of traditional “street crime,” and largely ignores white collar, corporate, and regulatory
crimes. However, many of the techniques discussed here are also appropriate to estimating the
costs of these other types of crimes.

This chapter is organized as follows. First, “Theory of Crime Costs,” examines the under-
lying theory on what costs are to be estimated. Next, “Taxonomy of Crime Costs” provides
a taxonomy of crime cost types, while “Costing Methodologies” discusses the various meth-
ods used to estimate these crime costs. The section “Examples of Latest Research on Crime
Costs” provides examples of cost estimates from both the U.S. and U.K., which allows for
a comparison of some of the contrasting methods. Finally, “Emerging and Future Issues in
Cost Estimation” concludes with some observations about outstanding issues in this evolving
literature and suggestions for further research.

THEORY OF CRIME COSTS

Before one can estimate the costs of crime, it is important to start with some simple but
important economic concepts. There are many types of costs in economics — private costs,
taxpayer/public costs, social costs, and opportunity costs — to name only a few. A researcher
who is interested in estimating the costs of crime should first identify the purpose of the
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costing exercise. This will dictate the type of costs to be estimated. For example, if one is only
interested in the monetary burden to victims of crime, then only direct costs borne by crime
victims would be included. However, for most policy purposes, the researcher is interested
in a broader notion of costs — something akin to the burden on society. Economists would
generally view this as the “social cost” of crime — anything that reduces the aggregate well
being of society.

Economists generally start with a presumption that they want to estimate the “social
costs” of harmful activities such as pollution or crime. However, (Cohen 1998) argues that
the relevant concept for analysis of crime control programs is that of “external” costs. The
concepts of social costs and external costs are closely related but not identical. “External
costs” are simply the costs imposed by one person on another, where the latter person does not
voluntarily accept this negative consequence — often termed an “externality” by economists.
“Social costs” are costs that reduce the aggregate well being of society.

While oftentimes external and social costs are identical, this is not always the case. The
value of stolen property is an often cited example. Some economists have argued that stolen
property is an “external” but not technically a “social” cost, since the offender can enjoy the
use of the stolen property. For example, Cook (1983) argues that the relevant concept should
be the “social cost” which would exclude transfers of money or property. By excluding trans-
fers, Cook (1983) considered the offender a member of society and thus worthy of inclusion in
the social welfare function. In contrast, Lewin and Trumbull (1990) argue that those who vio-
late the criminal law are not entitled to have their utility counted in the social welfare function,
i.e., their gain or loss is to be ignored. Similarly, in the case of victimless crimes (e.g., drug
abuse, prostitution, and gambling), one might argue that the “social costs” of these crimes
are zero or small (once factoring in the welfare of the participants who enjoy these activi-
ties). Yet, as Cohen (2005) argues, these activities impose significant external costs (such as
reduced quality of neighborhoods, medical costs borne by taxpayers, etc.)

Authors are not in agreement on whether or not to use external or social costs. Cohen
(1988), French et al. (1991), Miller et al. (1996), Brand and Price (2000), Dubourg et al.
(2005), and others have argued in favor of the external cost approach.! Anderson (1999) takes
the opposite approach and explicitly takes transfers out of his cost estimates — although they
are shown as a separate item. Whichever conceptualization of costs is ultimately adopted, it
is important to be explicit about the underlying approach and, if possible, provide estimates
utilizing both — i.e., identify both the full costs as well as the portion that are determined to
be outside the scope of the exercise, so that the reader can make her own choice about which
concept to use. Thus, if transfer payments are to be excluded from the final estimates, they
should at least be identified.

Before estimating costs of crime, it is important to specify the underlying goal of the
exercise — whose costs are being estimated and for what purpose? If the underlying purpose
is to estimate the cost to taxpayers, that is a much different exercise than estimating the cost
to victims or the cost to society as a whole. While there are certainly legitimate reasons why
one might want a less than comprehensive accounting, one generally should start from the
perspective of estimating the full “social costs” or “external costs” of crime. Most important,
however, the analyst should explicitly state the underlying concept being estimated and the
methodology. In many applications of benefit-cost analysis, several estimates are provided,

! Becker (1968) also would include property transfers, but he theorized that they approximate true social costs if the
market for fencing was competitive.
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so that policy makers can see the components of costs and make a determination as to which
approach they want to use. For example, Aos et al. (2004) systematically analyze the costs
and benefits of early prevention programs and identify both taxpayer costs and external costs.

Individual Versus Aggregate Costs

Another issue that must be decided before estimating costs is whether the goal is to under-
stand the impact of individual crime types or crime in general. While most efforts to estimate
the costs of crime focus on individual crime types, some authors (see e.g., Anderson 1999)
have attempted to estimate costs from aggregate data such as the total government spending
on police, courts, and the criminal justice system; private expenditures on security alarms
and other precautionary expenditures. Such an approach might also look at aggregate vic-
timization costs from government or hospital surveys. These approaches might be useful for
understanding the magnitude of the crime problem relative to other measures, such as health
expenditures or GDP. They are not suitable for other purposes, however, such as comparing
harm by types of crimes or conducting benefit-cost analyses of programs designed to reduce
certain types of crimes. Of course, some crime costs are more easily estimated on an aggregate
basis (especially general government expenditures that are not targeted towards one type of
crime). However, even in these cases, methodologies exist to apportion the costs by the type
of crime.

Opportunity Costs

Many costs are not observable as direct monetary exchanges. Economists have long recog-
nized the notion of “opportunity costs” as being the conceptual approach to valuing such
burdens. The opportunity cost of a good or service is simply its value in the next best alter-
native — or put differently, what must be given up in exchange for that good or service. Thus,
for example, if a victim must spend on average 10h meeting with police, prosecutors, and
attending court proceedings, it is important to include the opportunity cost of the victim’s
time. In this case, the opportunity cost would generally be based on the hourly earning capac-
ity of victims. Additional opportunity costs that should be estimated include the value of pain,
suffering and lost quality of life to victims, as well as fear to the public at large.

“Incidence” Versus “Prevalence’’-Based Costs

The health economics literature generally distinguishes between “incidence-based” and
“prevalence-based” costs. An “incidence-based” cost of crime estimate would attempt to look
at each individual crime episode and identify all of the costs. An injury that is sustained today
may continue to have consequences and impose costs for many years. Thus, if one is interested
in the cost of crime in any 1 year, it is important to decide whether this should be defined as
the costs actually incurred during that year (“prevalence” based costs), or the costs imposed
that year even if they are not realized until many years down the road (“incidence” based
costs). Cost estimates based on incidence count both present and future costs in the year in
which the injury-cost stream began (Hartunian et al. 1981). Costs based on prevalence count
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all costs of injury that were incurred in a given year, regardless of when the injuries occurred.
Incidence-based estimates indicate how much could be saved by preventing future incidents
and are thus most relevant for criminal justice policy analysis. Prevalence-based estimates
may be used to provide insight into the cost savings attainable through improved treatment of
existing injuries and are of more interest to those in the public health community interested in
estimating medical care needs.

Discounting Costs to Present Value

Costs incurred in the future (i.e., more than 1 year postvictimization) must be discounted to
“present value.” Since a dollar spent today is not the same as a dollar spent 15 years from
now, future costs must be discounted to present value when compared to the costs borne
today.” Although there is no general consensus on the appropriate discount rate for purposes
of policy analysis, most “cost of crime” studies have used a rate of between 2 and 3% per
year, which is consistent with the “real” (i.e., net of inflation) discount rate for worker wages
over time, and the real consumer interest rate over time.’ This discount rate is also within
the range most likely to be used in the U.S. in tort awards for lost wages. Further, statistical
modeling suggests workers apply a 2% discount rate when they trade off possible loss of
future life years against extra earnings in the present (Moore and Viscusi 1989). Finally, the
Congressional Budget Office concluded from a review of the economic evidence that the
most appropriate discount rate for public decision making was 2% (Hartman 1990). A similar
consensus appears to have developed around a 3% net discount rate in healthcare economics
(Gold et al. 1996) and by the U.S. government (OMB 2003) when analyzing the present value
of health benefits. The U.K. government uses a 3.5% discount rate for analysis of public
spending projects (U.K. HM Treasury 2003) — a rate that has been used by Brand and Price
(2000) and Dubourg et al. (2005) when estimating the present value costs of crime in the U.K.

TAXONOMY OF CRIME COSTS

Crime costs are pervasive in society. The two most obvious costs associated with crime are the
burden imposed on victims (such as lost wages, medical costs, pain and suffering), and gov-
ernment expenditures on police and the criminal justice system, which are designed to capture
and punish offenders. However, crime has impacts on many other segments of society — not
just victims.

2 The concept of “present value” is fundamental to economics and is relatively easy to understand. A dollar today is
worth more than a dollar tomorrow in purchasing power due to inflation. Similarly, a dollar next year is worth less
than having a dollar today, since I could just as easily take that dollar and invest it at current interest rates and have
more than a dollar next year. Thus, when economists talk about the “present value” of a future income stream, they
are simply computing the amount of money today that would be equivalent to the amount needed in future years,
after accounting for the fact that (a) prices and wages increase over time, and (b) today’s dollars can be invested and
interest compounded. Except in rare circumstances, present value is always less than future value.

3 Note that these are “net” discount rates, as they already account for inflation. Thus, for example, a 2% discount rate
would be consistent with long-term cost of living increases of 4% and long-term interest rates of 6%.
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Various authors have categorized the burdens of crime in slightly different — yet
complementary ways. The economics of crime literature has traditionally distinguished
between three types of costs (Demmert 1979: 2-5):

(1) costs caused directly by criminal behavior (i.e., external costs imposed by the
offender),

(2) costs society incurs in response to crime to deter or prevent future incidents or to exact
retribution, and

(3) costs incurred by the offender (such as the opportunity cost of the offender’s time
while either engaging in the offence or being punished, if he or she otherwise could
have been employed in productive activity).

An alternative formulation by Brand and Price (2000) is:

(1) costs incurred in anticipation of crime (e.g., prevention and insurance administration)
(2) costs incurred as a consequence of crime (e.g., victimization), and
(3) costs in response to crime (e.g., criminal justice expenditures)

The Brand and Price (2000) characterization largely focuses on the first two of Demmert’s
crime cost types and ignores offender costs. It also ignores some of the more difficult costs that
Cohen et al. (1994) identified — such as the cost to victim’s families, justice or overdeterrence.
While this categorization has some intuitive appeal and has been followed by subsequent
Home Office reports, note that it is often difficult to sort out which category costs belong to.
For example, while Brand and Price (2000) include criminal justice expenditures in their
“response to crime” category, the spending may also have an “avoidance/deterrent” role.
Imprisonment of an offender may be intended in part to discourage others from offending
in the future. The motivation extends beyond simply punishing an offender for past wrongs
into an investment in preventing future offending.

Cohen et al. (1994) and Cohen (2000, 2005) started from the Demmert (1979) list and
progressively expanded it into a comprehensive taxonomy.* Tables 8.1 and 8.2 regroup this
taxonomy into the three types of crime costs suggested by Brand and Price (2000). Thus,
Tables 8.1 and 8.2 provide a comprehensive taxonomy that is consistent with the Brand
and Price approach. The first table includes costs in anticipation and the consequences of
crime. The second table details society’s response to crime. Regardless of how these costs
are grouped, it is useful to start with a comprehensive listing — which allows researchers and
policy makers to understand which costs are included and which are not. Enumerating costs
or benefits that are not monetized is a fundamental principle of benefit-cost analysis (see for
example Zerbe and Bellas 2006). Tables 8.1 and 8.2 also include information on “who bears
the cost” of crime.

For accounting purposes, these burdens can be divided into the following categories (see
Cohen 2005):

(1) Victimization costs (including out-of-pocket losses, pain, suffering, and lost quality
of life from victimization)

(2) Precautionary expenditures by individuals and business

(3) Avoidance behaviors by individuals

4See also “Mainstreaming Methodology for Estimating Costs of Crime” (www.costsofcrime.org, last accessed
11/05/09) for a detailed taxonomy and discussion of methodologies for estimating the costs of crime.
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TABLE 8.1. Taxonomy of crime costs — anticipation and consequences of crime

Crime cost category

‘Who bears the cost

Anticipation of crime
Precautionary expenditures
Avoidance behaviors
Fear of crime
Crime prevention programs

— Government

— Non-government agencies
Consequences of crime
Property losses

— Losses not reimbursed by insurer

— Losses reimbursed by insurance

— Administrative costs of insurance
Productivity losses

— Lost wages for unpaid workdays

— Lost productivity for paid workdays
Household service losses
Lost school days

— Foregone wages due to lack of education

— Foregone nonpecuniary benefits of education

— Foregone social benefits due to lack of education
Medical and mental health costs

— Losses not reimbursed by insurer

— Losses reimbursed by insurance

— Administrative costs of insurance
Pain, suffering and lost quality of life

— Pain, suffering & lost quality of life

— Loss of affection/enjoyment, trauma
Victim support services

— Expenses charged to victim

— Expenses paid by service agency
Legal costs associated with tort claims
Long-term consequences of victimization
Offender costs

Potential victims
Potential victims
Potential victims
Society/government
Society/government
Society

Victim
Society
Society

Victims
Society/employers
Victims/family

Victim
Victim
Society

Victim & family
Society
Society

Victim
Victim family

Victim
Society/government
Victim/society

Victim family/Society
Offender

Criminal justice system

Government prevention and rehabilitation programs

Residual effects on individuals (e.g., fear)

Residual effects on community (e.g., loss of tax base)

Over deterence (e.g., activities not undertaken by innocent people for fear of being

accused of criminal activity)

“Justice” costs (e.g., costs incurred solely to ensure that “justice” is done)
Burden imposed on incarcerated offenders and their families

To tally up the value of reducing crime, it is not necessarily correct to simply add up the
current costs — that is a static view. As shown in Fig. 8.1, the impact of crime induces behav-
iors on the part of many actors. For example, crime might induce fear on the part of the
general public. But, fear induces the public to avoid certain areas of town (avoidance behav-
ior) as well as purchase burglar alarms (precautionary expenditures). Thus, any methodology
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TABLE 8.2. Taxonomy of crime costs — response to crime

Crime cost category

‘Who bears the cost

Response to crime

Police Society/government
Prosecution Society/government
Courts Society/government
Legal fees

— Public defenders Society/government

— Private lawyers Offenders
Criminal sanctions Society/government

(sometimes offenders)

Victim and witness costs Victim/Witnesses
Jury service Jurors
Victim compensation Society/government
Offender costs

— Productivity Offender/society

— Injury/death to offender while incarcerated Offender/society

— Loss of freedom to offender Offender

— Offender’s family

Overdeterrence costs
— Innocent individuals accused of offenses
— Restrictions on legitimate activities

Offender’s family/society

Innocent “offenders”
Society
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— Costs of additional detection avoidance by offenders Offenders
Justice costs Society

designed to estimate the cost of crime needs to consider these interactions and be certain that
included in the value of a crime reduction (for example), are changes in avoidance behavior
and precautionary expenditures.

One of the challenges in the cost of crime literature is the fact that many of the costs
of crime are difficult to attribute to individual types of crime. For example, a burglar alarm
in a home will help prevent home burglary as well as rape. Community policing might help
reduce armed robbery as well as drug dealing and auto theft. Attributing these costs to indi-
vidual crime types is thus difficult. Similarly, many of the methodologies used to estimate
the intangible costs of crime such as public fear — have been unable to sort out these costs
by individual crime types. For most policy analyses, it is important to have individual crime
costs; hence a good deal of attention has been placed on methods that allow for individual
crime type estimates.

COSTING METHODOLOGIES

“Top Down” Versus “Bottom Up’’ Approaches

There are two basic approaches to estimating the costs of crime. The most prevalent to date
has been a “bottom up” approach that attempts to piece together the various component crime
costs enumerated in Tables 8.1 and 8.2. That is the approach taken by Cohen (1988) who esti-
mated the cost of crime to victims. Cohen et al. (1994), Brand and Price (2000) and Dubourg
et al. (2005) added the cost of prevention and the criminal justice system to victim costs.
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Government
Prevention
Programs (police,
at-risk youth
programs, etc.)

CRIME

Individual
Precaution
Expenditures

Avoidance
Behavior

Criminal
Justice
Costs

Burden on
incarcerated
offenders

FIGURE 8.1. Interdependency of cost of crime components.

However, as noted by Nagin (2001), all of these “bottom up” approaches ignored some very
important components of the costs of crime — including the “fear of crime,” expenditures
or actions taken by the public to avoid the risk of crime, as well as any residual loss to the
community in terms of social cohesion, community development, etc. Recent papers by Dolan
et al. (2005) and Moore (2006) have attempted to estimate the cost of “fear of crime,” but these
approaches are still being refined and still do not fully encompass all of the cost categories
enumerated in Tables 8.1 and 8.2 nor the full characterization sought by Nagin (2001).

An alternative approach is thus to estimate costs from the “top down.” Although there
are several methodologies that can be adopted (discussed further below), these “holistic”
approaches attempt to elicit information on the public’s willingness-to-pay for reduced crime.
Examples include Ludwig and Cook (2001), Cohen et al. (2004), and Atkinson et al. (2005).
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In theory, the “top down” and “bottom up” approaches should lead to the same esti-
mates if the latter is all inclusive. The extent to which these two approaches yield similar
results has been explored by Cohen (2009), who concludes that to date, the bottom up
approaches have not fully captured the costs of crime. Nevertheless, there is merit in both
approaches. While the top down approach is likely to be more comprehensive, it does not
allow for a disaggregation of crime cost components.

Tangible Costs of Crime

At first, it might appear that the tangible costs of crime are relatively straightforward to esti-
mate. In fact, aside from data on direct government expenditures on the criminal justice
system, this is far from the truth. For example, there is no national accounting system tal-
lying up the out-of-pocket losses to crime victims. The only direct source of crime victim
costs in the U.S. is the ongoing National Crime Victimization Survey (NCVS), which inter-
views households and elicits information from those who have experienced a recent criminal
victimization (Bureau of Justice Statistics 2008). The NCVS includes several questions ask-
ing crime victims about their out-of-pocket losses, including an estimate of the dollar cost of
medical care, lost wages, and property loss. These estimates are periodically published by the
Bureau of Justice Statistics (see e.g., Klaus 1994).

Similar surveys are conducted in other countries. The British Crime Survey (BCS),
conducted first in 1982, asks households in England and Wales about crimes they have expe-
rienced in the previous year. It asks questions about victim loss including days lost from
work, the value of damage caused to property as well as to property stolen during burglaries
and, so on. Many other countries have developed their own household crime victimization
surveys, although these surveys vary widely in their breadth and depth of coverage. For fur-
ther discussion of the International Crime Survey conducted at intervals in various countries
in the EU and further afield see Van Dijk et al. (2005), Alvazzi del Frate and Van Kesteren
(2004), Mayhew and Van Dijk (1997).

Despite their official look, the crime cost estimates from many of these surveys severely
understate the tangible costs of crime to victims. For example, the, reference period for the
NCVS is crimes committed during the previous 6 months. Since the average crime will
have occurred about 3 months prior to its being reported, any medical costs or lost wages
are necessarily limited to those short-term costs. Even short-term costs are likely to be under-
estimated, however, since hospital bills are often sent directly to insurance companies, and
may arrive months after hospitalization. In addition, some cost categories are simply excluded
from NCVS. For example, respondents are not asked about mental healthcare, despite the fact
that this is a significant cost of victimization (Cohen and Miller 1998). Finally, the conse-
quences of victimization can be farreaching and beyond the scope of any government survey.
Although few studies have quantified these effects, Dugan (1999) found that victims were
more likely to move to a new home following victimization than their peers who were not vic-
timized. Long term implications of victimization may also be hidden and underestimated. For
example, Macmillan (2000) finds that educational attainment and lifetime earnings are lower
for victims of childhood physical or sexual assault. These impacts have yet to be incorporated
into cost of crime estimates that are based on victim costs.

5 For a summary of the development of the BCS see Jansson (2007).
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Other tangible crime costs that are relatively easier to measure include police expendi-
tures and the criminal justice system itself. Although aggregate costs may be available from
government statistics, the cost per crime is not always available. For some purposes, we might
be interested in these costs. For example, in studying the costs and benefits of an early release
program, we would want to know the cost of recidivism imposed by those who are let out
of prison early. Thus, we might want the marginal cost of police resources associated with
investigating a crime, as well as the marginal costs to the criminal justice system from having
to reprocess a repeat offender. Such studies exist for specific jurisdictions and/or specific time
frames (see e.g., Aos et al. 2004). However, these studies are not routinely updated, and the
costs might vary considerably by location.

Moolenaar (2008) has estimated police costs in The Netherlands by the type of crime
based on the frequency of criminal offences reported to police, assuming that the cost
per reported crime, is the same across crime types. By dividing each category by the num-
ber of reported crimes an estimate is made of the cost per recorded crime. A more direct
method is used by Gardlund (2008) based on data collected in Sweden by police who record
their daily allocation of time by activity.

Some countries have systems for sampling and recording police time allocation, such as
the Activity Based Costing (ABC) system used in England: (HM Inspectorate of Constabulary
1998). Even these systems are rarely implemented sufficiently thoroughly to support an allo-
cation of police activity to offence types. Elsewhere one-off studies and surveys may be
conducted in efforts to identify the costs of policing particular offence types. Donnelly et al.
(2007) mounted a special survey of police activity in order to make estimates of the law
enforcement costs associated with alcohol-related crime in New South Wales.

Finally, even potential victims suffer tangible costs of crime by taking costly preventive
measures — such as purchasing and installing security systems, deadbolt locks, cell phones,
guard dogs, and guns purchased for defensive protection. Although direct measures of these
expenditures should be relatively easy to obtain through survey methods, one difficulty in
doing so is the fact that many of these expenditures serve dual roles. The guard dog may also
be a pet that provides companionship. The cell phone might provide a sense of security to a
nighttime traveler, but also can be used for other purposes. Sorting out the reason for purchase
and value obtained for each reason is not a trivial task.

Intangible Costs of Crime

Several different approaches have been utilized to estimate the monetary value of intangible
costs. Perhaps the earliest indirect method was to infer property owners’ willingness to pay
for a safer neighborhood through higher property values. To the extent that home buyers take
into account the risk of victimization when deciding whether or not to buy a home, we expect
higher crime neighborhoods to have lower housing prices controlling for all other factors that
affect house prices (Thaler 1978; Rizzo 1979; and Hellman and Naroff 1979). A statistical
methodology called “hedonic pricing” has been developed to estimate the component of the
housing price that is attributable to crime. The methodology developed by Thaler (1978)
requires detailed location-specific housing characteristics (square feet, number of rooms, age,
etc.), housing prices, crime rates and other location-specific amenities (e.g., tax rates, school
quality, distance to the center of the city, etc.). Statistical techniques (e.g., multiple regression
analysis) isolate the effect of crime on housing prices. The effect that crime has on housing
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prices can be inferred from this statistical technique (e.g., from the regression coefficient on
the crime variable), and one can interpret this relationship as the marginal willingness to pay
for a reduction in the crime rate. Note that this is a marginal valuation, based on the current
crime rate and small changes around that rate.

Property value studies necessarily rely on important assumptions about the competitive-
ness of the housing market and consumer information about neighborhood crime rates. They
also ignore the effect that location-specific amenities — including crime — have on local wage
rates. A few researchers have estimated both the housing and wage equation in order to cap-
ture both effects (see e.g., Hoehn et al. 1987). Although these models use two equations, it
remains to use them for estimating simultaneous models taking account of the interaction
between housing prices and wages.

Data limitations have generally prevented these property value and/or wage rate studies
from isolating the cost of any individual crime type. Since many types of crime tend to move in
similar directions, it is difficult to sort out the effect that one particular crime has on wage rates
or property values. Instead, studies to date have estimated the cost of an aggregate measure of
crime such as the crime index. In theory, a comprehensive data set could isolate the effect of
each crime type on housing prices. Bartley (2000) had some success in isolating these costs
by analyzing wages and rents in cities around the country. However, even larger data sets and
more fine geographic distinctions appear to be needed to fully disentangle these individual
crime costs. One exception is the recent study by Linden and Rockoff (2006), who estimated
the cost of a sex offence by examining housing prices nearby known sex offenders, following
the passage of laws requiring the registering and public availability of information on where
sex offenders live.

One of the positive features of the property value studies of crime is that they rely
upon actual market transactions. Although economists tend to favor estimation procedures
whereby actual market transactions (e.g., housing prices) are used, any market-based approach
necessarily takes into account the wealth and income of the buyer. Thus, the fact that less
wealthy individuals necessarily buy less expensive homes leads to an estimate of the value
of crime that is based on “ability to pay.” This concern applies to many of the methodologies
discussed in this chapter. In some cases, researchers or policy makers, who want to impose a
different value system, can easily adjust the estimates to “neutralize” the effect of ability to
pay and instead estimate the willingness to pay for a “typical” citizen. However, this cannot
be done in all cases.

The housing market is not the only place affected by crime rates. People buy handguns
and security alarms, take cabs instead of walk, and other precautions are taken to avoid crimes.
Although all of these expenditures can be considered part of the cost of society’s response to
crime, they might also be used in estimating the cost of crime itself. For example, a study of
the purchase of security alarms might allow us to infer the value that consumers place on a
particular reduction in the probability of being victimized. For example, if the purchase of a
double bolt lock at the cost of $25 reduces the risk of being burglarized from 1 in 500 to 1 in
1,000, we could infer that the individual who purchases the lock values the reduced risk by at
least that amount. Collectively, if 1,000 households were each willing to pay $25 to decrease
their risk from 2 in 1,000 to 1 in 1,000 (hence preventing one burglary from occurring among
this population of 1,000 individuals), this would imply a willingness to pay $25,000 to reduce
one burglary ($25 x 1,000 = $25, 000).

Another method of estimating the nonmonetary costs of crime is to infer society’s will-
ingness to pay for reductions in crime from noncrime studies of society’s willingness to pay
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for safety. Although there are several approaches, this growing literature primarily estimates
wage rate differentials for risky jobs (Viscusi 1998, 2000). Thus, for example, if workers
are paid an additional $50 wage rate premium for accepting an increased risk of death of
one in 500,000, it is interpreted to mean that the collective “value of life” is $25 million
($50 x 500, 000). Now, there is an extensive literature on the statistical “value of life.” Value
of life estimates should not be interpreted as the value of any one particular life, but instead,
as society’s value of saving a “statistical” life. The first attempt to incorporate these “value of
life” estimates into the cost of crime appears to be Philips and Votey (1981) who combined the
“value of life” estimates and out-of-pocket costs of crime with society’s perception of the seri-
ousness of crime to arrive at crime-specific monetary estimates. However, their methodology
was unable to account for the risk of injury and death for many crimes.

Cohen (1988) attempted to overcome these data limitations by combining estimates of
the “value of life” with monetary estimates of the pain, suffering, and lost quality of life for
nonfatal injuries. The approach used in Cohen (1988) is a hybrid of direct and indirect cost
estimation. Direct costs are taken from NCVS data as well as several additional sources to
augment some of the weaknesses of the government survey. Nonmonetary costs are estimated
using indirect techniques. The value of life estimates were used to value the risk of being
fatally injured during the commission of a crime. These include the “value of life” for fatal
crimes and pain, suffering, and lost quality of life for nonfatal injuries. Risk of death is calcu-
lated directly from FBI data identifying the underlying crime in homicide cases. Risk of death
probabilities are multiplied by the “value of life” to arrive at an estimate of the value of the
risk of death component of each crime type.

The innovative — and most controversial — methodology introduced by Cohen (1988) was
the use of jury award data to estimate the monetary value of pain, suffering, and lost quality
of life for nonfatal injuries. At the time, Cohen (1988) relied upon jury awards in traditional
tort cases and matched up the type and severity of injury (e.g., broken bones) found in tort
cases with typical injuries identified in crime victim data through the NCVS. Juries in the
U.S. are instructed to compensate victims an amount that will make them “whole” —i.e., put
them back in a position prior to the incident. Although punitive damages may be added on top
of the compensatory award, Cohen (1988) only included the smaller compensatory damage
award. This approach implicitly assumes that identical injuries are valued the same whether
caused by an auto accident or an assault. However, crime victims might endure more pain
and suffering due to the psychological trauma and fear of repeat victimization. Subsequently,
Miller et al. (1996) obtained data on jury awards to victims of physical and sexual assault and
estimated crime costs using these court cases. These data were unavailable previously, since
civil lawsuits by crime victims are a relatively new phenomenon that has grown to the point
where adequate data exist. These lawsuits are generally against third parties for inadequate
security, such as a parking lot owner failing to provide adequate lighting or an apartment
owner not adequately securing a building.

One reason the jury award approach is controversial is the popular notion that jury
awards in the U.S. are unpredictable and/or unreasonably high. Despite popular beliefs to
the contrary, considerable evidence exists that jury awards are predictable in a large sample
(Cohen and Miller 2003). In addition, Cohen and Miller (2003) found that the implied sta-
tistical value of life awarded by juries is very comparable to that found in studies of worker
wage rate differentials. Popular press articles and calls for tort reform often focus on the out-
liers and punitive damage awards. Punitive damages are meant to punish the tortfeasor, not
to compensate the victim; hence, they are excluded from the pain, suffering, and lost quality
of life estimates. Compensatory damages (i.e., payments that are meant to compensate for
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out-of-pocket losses, pain, and suffering — but not to punish), however, are quite predictable,
and jury awards are being used as a measure of pain and suffering in other contexts, includ-
ing government regulatory agencies (e.g., Consumer Product Safety Commission). Perhaps
most compelling, however, is the fact that society has placed its tort system in the hands of
juries and has decided that these awards are “just compensation.” Of course, these comments
apply more to the U.S. than elsewhere where victim compensation seldom takes on such an
expansive role.

Another source of estimates of losses is the tariff used in national schemes for compen-
sating victims of crime. For example, individuals injured in an act of violence in England,
Scotland, and Wales can make a claim (for up to half a million pounds sterling) to the Crim-
inal Injuries Compensation Authority®. The tariff bears some relation to the amounts a civil
court might be expected to award in cases involving a comparable injury. However, Britain,
the awards exclude healthcare costs met through social insurance provision; hence they will
understate the social costs of injuries.

Despite the above rationale for the use of jury awards (or other compensation mecha-
nisms) to measure victim compensation for nonmonetary harms, this approach is theoretically
not the most appropriate one for purposes of estimating the willingness to pay to reduce the
risk of crime. Jury awards are ex post compensation designed to make a person whole. In
fact, no amount of money will really make a person “whole.” How many murder victims do
you think would have accepted a $2 million payment in exchange for their life? Thus, the
measure that we really want for determining public policy outcomes is based on the risk of
victimization. We are all willing to trade off money for small changes in the risk of injury or
death — we do it all of the time in our everyday activities by deciding whether or not to pur-
chase a less safe car, a burglar alarm, or to take a cab at night instead of walking in an unsafe
neighborhood. As discussed in the previous section, for policy purposes, the more relevant
question is the “willingness to pay” (WTP) to reduce crime, which is an ex ante concept. The
ex post compensation approach necessarily overstates the amount the public would be willing
to pay to reduce the impact of crime on victims. The property value studies described above
are ex ante WTP approaches, since they are based on actual market transactions taking into
account the prospective risk of criminal victimization. However, as noted earlier, researchers
have only been able to value an index crime using this method — not individual crime types.’

An alternative approach to estimating the ex ante WTP for reduced crime is to directly
survey the public (i.e., potential victims). This approach, often called “contingent valuation,”
is a methodology developed in the environmental economics literature and has been used
extensively to place dollar values on nonmarket goods such as improvements in air quality or
endangered species. There have been literally hundreds of contingent valuation studies, meta-
analyses and textbooks written on the subject.® Although there is some disagreement on the
reliability of these surveys, they are continually being used in benefit-cost analysis, natural
resource damages litigation, and for other purposes. A distinguished panel of social scientists,
chaired by two Nobel laureates in economics (Arrow et al. 1993) was commissioned by the
National Oceanic and Atmospheric Administration (NOAA) to assess the contingent valua-
tion methodology. This panel was brought together because NOAA had drafted regulations

6 www.cica. gov.uk (last accessed 11/05/09).

7 Regardless of the theoretical concerns, Cohen (1990) finds that the jury award method yields estimates of the cost
of an index crime that are consistent with the property value studies.
8 For an overview of the contingent valuation method, see Mitchell and Carson (1989). See also Cohen (2009).



156 Mark A. Cohen and Roger Bowles

calling for the use of this methodology when estimating natural resource damages in legal
proceedings involving compensation for damaged public property. The panel concluded that
this is a valid approach and provided a set of guidelines for conducting a reliable contingent
valuation survey. Thus, if done properly, contingent valuation surveys can be useful policy
tools. Although being used in many different policy contexts, contingent valuation is only
beginning to be employed in criminal justice research (see Cohen et al. 2004).

Finally, economists often rely upon indirect measurement techniques by appealing to the
notions of opportunity cost and revealed preference. In some instances, this is as straightfor-
ward as identifying foregone productive opportunities, such as the time an offender spends in
prison, or the time a victim spends out of work while dealing with the criminal justice pro-
cess. In other instances, the costs are much more subtle. If consumers are rational and act in
their own self-interest (in the jargon of economics, are “utility maximizers”), we can learn
many useful things from their behavior — i.e., their “revealed preference” for one choice over
another. Thus, the fact that individuals choose a leisure activity over working another hour
provides us with a lower bound estimate of the value of that leisure activity. The “opportunity
cost” of the time involved must be at least as much as the net income they would have earned
during it. Put differently, if an individual enjoys an hour of leisure time instead of working
overtime and earning $30 per hour, we can infer that the person values his/her own time by
at least that amount. This notion can be used to value the cost of many preventive or avoid-
ance activities that people take to reduce their likelihood of victimization. Examples of these
time costs include the time people take to lock and unlock cars and homes and taking a long
route home to avoid an unsafe neighborhood.

Some crimes with very large intangible costs like treason or crimes that betray the public
trust may never be monetized. However, that does not invalidate the theory that would identify
the social cost of treason to be the risk of harm to our national security or the social cost of a
public betrayal of trust to be a diminution of public trust and moral behavior.

“Top Down” Approach to Crime Cost Estimation

Unlike the “bottom up” approach that attempts to estimate each component cost of crime, an
alternative (or complementary) methodology is to estimate costs from the top down. Three
methods have been used to date; revealed preferences, stated preferences, and life satisfac-
tion (for details, see Cohen 2009). The revealed preference approach has generally focused
on estimating differences in property values based on crime rates. As discussed in the previ-
ous section, to the extent that home buyers take into account the risk of victimization when
deciding whether or not to buy a home, we expect higher crime neighborhoods to have lower
housing prices controlling for all other factors that affect house prices.

While the revealed preference approach observes actual market prices and tries to infer
the value of crime, stated preference methodologies ask respondents to provide their sub-
jective evaluation of a public good. Oftentimes this is done through a public survey, where
respondents are asked to state their “willingness to pay” for a reduction in crime. Studies that
have utilized this approach to estimate the costs of crime include Zarkin et al. (2000), Ludwig
and Cook (2001), Cohen et al. (2004), Atkinson et al. (2005), and Nagin et al. (2006).
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A relatively new approach to valuing crime is to infer values from life satisfaction
surveys. Like stated preferences studies, data are based primarily on respondent surveys. The
surveys do not ask for valuations; instead, they ask for a subjective evaluation of the respon-
dent’s satisfaction with life. Moore (2006) analyzed the European Social Survey, which asks a
question “How happy are you,” based on an 11-point scale as well as a question on neighbor-
hood safety, “How safe do you — or would you — feel walking alone in this area after dark?”
Using multiple regression analysis, he is able to estimate the equivalent income required to
maintain one level of “happiness” while varying levels of subjective safety. This provides an
estimate of individual’s value of safety from crime. Cohen (2008) conducts a similar analysis
in the U.S.

EXAMPLES OF LATEST RESEARCH ON CRIME COSTS

“Top Down” Versus “Bottom Up’’ Estimates

There have been several attempts to build “bottom up” cost of crime estimates. Cohen (1988)
started with criminal victimization data, where surveys collect information on medical costs
and lost wages of victims. To estimate intangible “pain and suffering,” he combined the infor-
mation on the distribution of physical injuries to crime victims with jury award data for
comparable physical injuries taken from road traffic and other personal injury lawsuits. In the
U.S., juries are asked to award an ex post compensation amount that is designed to make the
victim whole following the event. Hence, this approach is close to “willingness to accept” —
although the decision maker is not the victim, but an outside jury. Miller et al. (1996) improved
on this earlier approach by obtaining data from actual court cases involving crime victims —
usually suing third parties alleging inadequate security. Cohen et al. (1994), added criminal
justice costs to the cost of crime to victims. However, none of these prior studies using jury
awards include more comprehensive estimates, such as fear of crime to non-victims or losses
to the community.

A similar approach was utilized by Brand and Price (2000) in the U.K., when they applied
estimates of the distribution of physical injuries from criminal victimization to willingness to
pay estimates from road transport injuries to arrive at the intangible victim costs. Dolan et al.
(2005) and Dubourg et al. (2005) also began with crime victimization data, but combined
them with independent estimates of reductions in the quality of life from physical and mental
injuries sustained by crime victims (as measured by the QALY index used in the healthcare
literature). Like the earlier work in the U.S., these studies provide estimates of the tangible
and intangible costs to crime victims, but do not include values for fear of crime to nonvictims
or losses to the community.

Table 8.3 illustrates the bottom up approach for the cost of rape in England and Wales,
and in the United States. The estimates have been updated for inflation from their original
sources and the English data converted to US dollars for ease of comparison. It can be seen
that the figures do not differ a great deal for the principal cost categories. Healthcare costs
(defined to cover both physical and mental care) are somewhat higher in the US, while the
reverse is true for lost output. The most important feature shared by data for both countries is
that the largest single component is for pain and suffering. Improvements in the methodology
of estimating the costs of crime mean that these elements, which were missing from early
work on the costs of rape, for example, now play a central role. It is notable that criminal
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TABLE 8.3. Estimated costs of rape in US and UK

Costs of rape: “Bottom up approach”

Component usS England
Victim
Health care $4,707 $3,762
Lost output $3,820 $18,007
Pain & suffering $141,205 $111,023
Public
Criminal justice costs $4,048 $1,605*
Avoidance costs ? ?
Fear ? ?
Community costs ? ?
Offender costs ? ?
Justice costs ? ?
Overdeterrence ? ?
Total $153,780 plus $134,397 plus

Notes: Victim costs for US taken from Miller et al. (1996), Table 8.2
US Criminal Justice costs taken from Cohen (1998), Table 8.3
English data based on Dubourg et al. (2005)

US costs have been updated for inflation to 2008 by the Historical
CPI-U index. English costs have been updated for inflation to 2008
by the CPI and converted to US dollars at $1.60 to the pound
2Criminal justice costs are not disaggregated as between rape and
other sexual offences, so this figure is an underestimate

justice related costs associated with each rape appear to be very low at around $4,000 in the
US.? Although the average rape offender might be incarcerated for several years at a cost of
$100,000 or more, the fact that so few rapists are ultimately charged, convicted, and sentenced
for their crime yields a low cost per victimization. Combining these figures, the cost of a rape
is estimated to be at least $153,000 in the US and $134,000 in England.

However, these totals exclude the avoidance costs by citizens at large who might buy
added security equipment, taking taxis instead of walking home at night, the mental anguish
and fear to the general pubic (including those nonrape victims who do walk home at night
despite their perceived risk). It also excludes the cost to the community in a high crime area,
cost to the offender and/or family, justice costs, and any costs of over-deterrence. Using a
“top down” approach estimating the public’s willingness to pay for a reduction in rape in
the U.S., Cohen et al. (2004) estimated the cost of rape to be $237,000 in 2000 dollars, or
approximately $300,000 in 2008 dollars — about twice the cost of rape using a bottom up
approach. Cohen et al. (2004) find the ratio of willingness-to-pay to a bottom up approach to
be about 2.0 for the crimes of rape, serious assaults and murder, and as much as five to ten
times for armed robbery and burglary. Thus, one possible measure of the unknown costs of
crime in Table 8.3 is the difference between willingness to pay and the bottom up estimates.
However, this assumes that individuals who answer willingness to pay surveys understand and
internalize the component costs of crime. For example, when asked whether they would be

9 The figure for England is lower still, but it fails to distinguish between rape and other sexual offences, so is almost
certainly an underestimate. Rape is a more serious offence than many other sexual offences, and thus will typically
result in longer terms of imprisonment and thus higher costs.
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willing to pay $100 annually for a 10% reduction in rape, respondents might only consider
their own fear of rape, and the impact that reduced rape might have on other aspects of their
life (e.g., their ability to walk in the park at night, the value of homes in their neighborhood,
or the risk that their family members or friends might be victimized). They might not consider
the fact that fewer rapes mean lower criminal justice costs (and potentially lower taxes or
higher benefits from other government services being substituted into). Thus, future research
on what respondents consider in their survey responses to these questions is needed.

EMERGING AND FUTURE ISSUES IN COST ESTIMATION

There are many issues that remain unresolved in the measurement of the costs of crime.
Some of the challenges are conceptual while others are empirical. The conceptual issues
include the choice between top down and bottom up measures, which we have discussed
at length. The omission of fear of crime is also important, particularly in spheres such as the
risk of terrorism. An important theoretical issue associated with estimating the cost of fear
is the extent to which cost estimates should be based on the public’s fear even if it is based
on misunderstood risks or consequences. Crime survey findings demonstrate that subjective
estimates of the likelihood of being victimized are a good deal higher than the objective risk
of victimization, at least in relation to offences such as burglary. While estimating the will-
ingness to pay to reduce “unwarranted fear” might be of value in understanding the potential
value to the public in reducing fear, it might not be appropriate to base actual crime reduction
strategies on such misplaced fears. But these policy implications are well beyond the scope of
a chapter focusing on methods for estimating costs of crime.

Empirical issues arise in abundance, because estimating the costs of crime requires vast
amounts of information much of which is simply not collected or is not available in suitable
format. We referred above to the example of knowing how to split police time inputs across
many offence types. There are countless other barriers of a similar kind. Estimating the costs to
victims and healthcare agencies of injuries sustained in violent attacks, for example, requires
very large victim surveys to ensure adequate coverage of the range of injuries that might result
from the rarer types of violent offences. Increasing thought is being given to the methodology
for making estimates in settings where data are poor and to the transferability of estimates
between countries: Dubourg (2009).

Efforts to make international comparisons of the costs of crime have to be based on
agreed definitions of offences. Many countries have idiosyncracies in their definitions with
the result that analysts have to go back to a more disaggregated set of offence classifications
and recombine elements in a new way, which is more consistent with the definitions being
used by others: See further the discussion in the European Sourcebook project in Europe:
http://www.europeansourcebook.org/.

For some policy purposes, it is necessary to compile “composites” of offence types which
have more public resonance than legal definitions of offences, and this can challenge cost
estimation. “Domestic abuse,” for example, is not a unique offence type: it entails a variety of
offences including violence against the person, making threats and sexual assault. In order to
estimate the returns from interventions to reduce domestic abuse, it may be necessary to esti-
mate the mix of offence types if all that is known is that some particular proportion of house-
holds has ceased to be a victim of such abuse. Another instance where the case mix has to be
treated carefully before applying costs of crime is in the forensic science evaluation field. In
order to evaluate a policy such as the extension of DNA testing, estimates need to be made of
the change in the profile of offending, resulting before cost of crime estimates can be applied.
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If DNA testing represents a more effective deterrent to some offence types than others, the
evaluation design has to allow for the possibility of adjustments in the offence pattern.

We conclude by noting that a great deal of criminal justice policy discussion can be use-
fully illuminated with estimates of the costs of crime. Well-specified models, that embrace all
relevant aspects of the costs of crime, can play a central role in articulating and comparing
policy options. The significance for a government of having cost of crime estimates avail-
able is becoming increasingly evident. At project (and programme) level it can be seen in the
increasing emphasis on the use of economic methods of appraisal and evaluation in the crim-
inal justice field. At a strategic level, it can be found in a commitment to prioritize criminal
justice resources explicitly on those offence types generating greatest costs to society rather
than on the offence types where the volume of offences is the greatest: Bowles (2008). A
final benefit from constructing cost of crime estimates using the kinds of methods outlined
in this chapter is that it makes more transparent where costs fall. This can be invaluable not
only in identifying the full costs of crime, but also in helping deconstruct the (budgetary and
other) interests of stakeholders ranging from victims of crime to criminal justice agencies to
the taxpayer and to society at large.

REFERENCES

Alvazzi del Frate A, Van Kesteren JN (2004) Criminal Victimisation in Urban Europe. Key findings of the 2000
International Crime Victims Survey. UNICRI, Turin

Anderson DA (1999) The aggregate burden of crime. J Law Econ 42:611-642

Aos S, Lieb R, Mayfield J, Miller M, Pennucci A (2004) Benefits and Costs of Prevention and Early Interven-
tion Programs for Youth, Washington State Institute for Public Policy, Olympia, WA. www.wsipp.wa.gov/
pub.asp?docid=04-07-3901 (last accessed 11/05/09)

Arrow K, Solow R, et al. (1993) Report of the NOAA panel on contingent valuation. Fed Regist 58:4601-4614

Atkinson G, Healey A, et al. (2005) Valuing the costs of violent crime: a stated preference approach. Oxf Econ Pap
57:559-585

Bartley WA (2000) A valuation of specific crime rates. Vanderbilt University, Mimeo.

Becker GS (1968) Crime and punishment: an economic approach. J Polit Econ 76:169-217

Bowles R (2008) The impact of costs of crime methodology on criminal justice policy. In: Faure M, Stephen F (eds)
Essays in the Law and Economics of Regulation. Liber Amicorum Anthony Ogus. Intersentia, Antwerp

Brand S, Price R (2000) The economic and social costs of crime. Home Office, London

Bureau of Justice Statistics (2008) Criminal Victimization, 2007. U.S. Department of Justice. NCJ 224390

Cohen MA (1988) Pain, suffering, and jury awards: a study of the cost of crime to victims. Law and Society Review
22:537-55

Cohen MA (1990) A note on the cost of crime to victims. Urban Studies 27:125-32

Cohen MA (1998) The monetary value of saving a high-risk youth. J Quant Criminol 14(1):5-33

Cohen MA (2000) Measuring the costs and benefits of crime and justice. Crim Justice 4:53

Cohen MA (2005) The costs of crime and justice. Routledge, New York

Cohen MA (2008) The effect of crime on life satisfaction. Journal of Legal Studies 37:S325-53

Cohen MA (2009) Valuing crime control benefits using stated preference approaches. In: Dunworth T (ed) Cost and
benefits of crime. Urban Institute, Washington, DC

Cohen MA, Miller TR, Rossman SB (1994) The Costs and Consequences of Violent Behavior in the United States,
in Understanding and Preventing Violence: Consequences and Control of Violence, edited by Albert J. Reiss,
Jr. and Jeffrey A. Roth, Committee on Law and Justice, Commission on Behavioral and Social Sciences and
Education, National Research Council. (Washington, D.C.: National Academy Press), 4:67-166

Cohen MA, Miller TR (1998) The cost of mental health care for victims of crime. J Interpers Violence 13:93-100

Cohen MA, Miller TR (2003) ‘Willingness to Award’ nonmonetary damages and the implied value of life from jury
awards. Int Rev Law Econ 23:165-181

Cohen MA, Rust RT, Steen S, Tidd S (2004) Willingness-to-pay for crime control programs. Criminology 42(1):
86-106



8. Estimating Costs of Crime 161

Cook PJ (1983) Costs of crime. In: Kadish SH (ed) Encyclopedia of crime and justice. Free Press, New York

Demmert HG (1979) Crime and crime control: what are the social costs? Stanford University, Hoover Institution,
Center for Econometric Studies of the Justice System

Dhiri S, Brand S (1999) Analysis of costs and benefits: guidance for evaluators, Crime Reduction Programme,
Guidance Note 1. Home Office, London

Dolan P, Loomes G, et al. (2005) Estimating the intangible victim costs of violent crime. Br J Criminol 45(6):958-976

Donnelly N, Scott L, et al. (2007). Estimating the short-term costs of police time spent dealing with alcohol-related
crime in NSW. Hobart, Tasmania, National Drug Law Enforcement Research Fund

Dubourg R (2009) Comparisons of cost-weighted and volume-based crime measures for EU countries. Eur J Criminal
Policy Res (forthcoming)

Dubourg R, Hamed J, et al. (2005) The economic and social costs of crime against individuals and households
2003/04. Home Office On-Line Report

Dugan L (1999) The effect of criminal victimization on a household’s moving decision. Criminology 37(4):901-929

French MT, Rachal JV, Hubbard RL (1991) Conceptual framework for estimating the social cost of drug abuse. J
Health Social Policy 2:1-22

Gardlund A (2008) Allocation of police costs in Sweden. PowerPoint presentation available at www.
costsofcrime.org/Milan (last accessed 11/05/09)

Gold MR, Siegel JE, Russell LB, Weinstein MC (1996) Cost-effectiveness in health and medicine. Oxford University
Press, New York

Hartman R (1990) One thousand points of light seeking a number: A case study of CBO’s discount rate policy.
J Envt’l Econ & Mgt 18:S3-S7

Hartunian NS, Smart CN, et al. (1981) The incidence and economic costs of cancer, motor vehicle injuries, coronary
heart disease, and stroke: a comparative analysis. Am J Public Health. 70(12):1249-1260

Hellman DA, Naroff JL (1979) The impact of crime on urban residential property values. Urban Stud 16:105-112

Her Majesty’s Inspectorate of Constabulary (1998) What price policing? A study of efficiency and value for money
in the police service. HM Stationery Office, London

Her Majesty’s Treasury (2003) Appraisal and evaluation in central government: “The Green Book,” treasury
guidance. HM Stationery Office, London

Hoehn JP, Berger MC, Blomquist GC (1987) A hedonic model of interregional wages, rents, and amenity values.
J Reg Sci 27:605-620

Jansson K (2007) British crime survey: measuring crime for 25 years. Home Office, London

Klaus PA (1994) The costs of crime to victims. U.S. Department of Justice, Washington, DC

Lewin JL, Trumbull WN (1990) The social value of crime? Int Rev Law Econ 10:271-284

Linden L, Rockoff J (2006) There goes the neighborhood? Estimates of the impact of crime risk on property values
from Megan’s laws. NBER Working Paper, 12253

Ludwig J, Cook PJ (2001) The benefits of reducing gun violence: evidence from contingent-valuation survey data.
J Risk Uncertain 22:207-226

Macmillan R (2000) Adolescent victimization and income deficits in adulthood: rethinking the costs of criminal
violence from a life-course perspective. Criminology 38(2):553-588

Mayhew P, Van Dijk JIM (1997) Criminal Victimisation in eleven industrialised countries. Key findings from the
1996 International Crime Victims Survey. Ministry of Justice, WODC, The Hague

Miller T, Cohen MA, et al. (1996) Victim costs and consequences: a new look. National Institute of Justice,
Washington, DC

Mitchell RC, Carson RT (1989) Using Surveys to Value Public Goods. RFF Press, Washington DC

Moolenaar DEG (2008) Jaarlijkse kosten van criminaliteit (Annual costs of crime). In:. Eggen AThJ, Kalidien SN
(eds) Criminaliteit en Rechtshandhaving 2007 (Crime and law and order 2007). Boom Legal, The Hague

Moore MJ, Viscusi WK (1989) Discounting environmental health risks: New evidence and policy implications.
J Envt’l Econ & Mgt 18:S51-S62

Moore SC (2006) The value of reducing fear: an analysis using the European Social Survey. Applied Economics
38(1):115-117

Nagin DS (2001) Measuring the economic benefits of developmental prevention programs. Crime and Justice 28:
347-384

Nagin DS, Piquero A, et al. (2006) Public Preferences for Rehabilitation versus Incarceration of Juvenile Offenders:
Evidence from a Contingent Valuation Survey. Criminology & Public Policy 5(4):627

Office of Management and Budget (2003) Circular A-4 (September 17)

Rizzo MJ (1979) The cost of crime to victims: an empirical analysis. J Legal Stud 8:177

Thaler R (1978) A note on the value of crime control: evidence from the property market. J Urban Econ 5:137-145



162 Mark A. Cohen and Roger Bowles

Van Dijk JJM, Manchin R, Van Kesteren J, Nevala S, Hideg G (2005) The burden of crime in the EU. Research
Report: A Comparative Analysis of the European Crime and Safety Survey (EU ICS)

Viscusi WK (1998) The value of life in legal contexts: survey and critique. Am Law Econ Rev 2:195-222

Viscusi WK (2000) The value of life in legal contexts: Survey and critique. American Law and Economics Review
2:195-222

Zarkin GA, Cates SC, Bala MV (2000) Estimating the willingness to pay for drug abuse treatment: a pilot study,
J Substance Abuse Treatment 18(2):149-159

Zerbe RO, Jr., Bellas AS (2006) A primer for benefit-cost analysis. Edward Elgar, Cheltenham, UK



CHAPTER 9

Estimating Treatment Effects:
Matching Quantification to the
Question

THOMAS A. LOUGHRAN AND EDWARD P. MULVEY

INTRODUCTION

In criminal justice as well as other areas, practitioners and/or policy makers often wish to
know whether something “works” or is “effective.” Does a certain form of family therapy
reduce troubled adolescents’ involvement in crime more than what would be seen if they were
on probation? Does a jail diversion policy substantially increase indicators of community
adjustment for mentally ill individuals who are arrested and processed under this policy? If
0, by how much?

Trying to gauge the impact of programs or policies is eminently logical for several
reasons. Obviously, this type of information is important from a traditional cost-benefit
perspective. Knowing the overall impact of a program in terms of tangible and measurable
benefits to some target group of interest is necessary to assess whether an investment in the
program buys much. For instance, a drug rehabilitation program, which requires a large fixed
cost of opening plus additional considerable operating expenses, should be able to show that
this investment is worth it in terms of reduced drug use or criminal activity among its clients.
Quantifiable estimates about the impact of policies or programs are also important in assess-
ing the overall social benefit of particular approaches; it is often useful to know how much a
recent change in policy has affected some subgroup in an unintended way. For instance, more
stringent penalties for dealing crack, rather than powdered cocaine, appears to have provided
only a marginal decrease in drug trafficking at the expense of considerable racial disparity
in sentencing. Informed practice and policy rests on empirical quantifications of how much
outcomes shift when certain approaches or policies are put into place.

These estimates of program or policy impact are rarely easy to obtain or to trust fully. It is
often too easy to adopt a traditional empirical method of analysis (e.g., regression, odds ratios)
to provide a metric of program effectiveness, without considering the limitations or restric-
tions of such approaches. Finding that two groups, on average, significantly differ statistically
on some outcome after some statistical controls have been introduced, or that a certain group
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affected by an intervention, is several times more likely to have a particular outcome than
a non-affected comparison group, is far from definitive proof of the intervention’s effective-
ness. Relying on findings like these, analysts can often provide biased estimates of success
or harm, estimates of outcome effects that are irrelevant for answering the appropriate policy
question at hand, or, in some cases, both. Obtaining and interpreting quantitative results about
outcomes in a manner which is both correct and germane, requires delicate consideration of
both the question at hand and the methods used to generate the numbers considered.

There are a variety of ways to explicitly estimate treatment effects, including several that
are formally outlined within this edition. This chapter does not focus on actual estimation
methods per se, but rather addresses the broader question of interpreting these effects, once
estimated. We attempt to provide the reader with some clarity regarding the use and interpre-
tation of estimates of treatment effects, a term which we believe is often used in too generic a
manner. Specifically, we focus on understanding which type of treatment effect estimate is of
interest to particular types of policy problems.

This chapter is organized as follows: Section 2 presents some definitions and two impor-
tant issues that have to be addressed in any effort to estimate the impact of a practice or policy.
Section 3 provides some technical notation for defining several different quantities that can
be calculated, each of which is often referred to as a treatment effect. Section 4 describes the
issues connected with interpreting treatment effects when the researcher is capable of exper-
imentally manipulating treatment assignment. Section 5 introduces additional considerations
regarding the interpretation of treatment effects with observational data. Section 6 concludes
and offers a general discussion of inferring causality for program and policy discussions.

COMMON TERMS AND CONSIDERATIONS

We should first be clear about several terms that are used throughout the ensuing discussion.
A treatment refers to a policy or intervention, which may be administered to (or, alterna-
tively, withheld from) an individual in a population of interest. For instance, an offender
being sent to prison or entering drug rehabilitation would constitute examples of individu-
als “being treated,” as compared to those individuals within the same population who are not
sent to prison or do not enter drug rehabilitation. We denote those in the former conditions as
members of a treatment group; those in the latter conditions are considered members of the
comparison group. Researchers are typically interested in estimating a treatment effect, that
is, the effect of a policy or intervention on some related outcome of interest. For instance,
criminologists are typically interested in determining the effect of being sent to prison on
an individual’s subsequent recidivism, or the effect of a drug rehabilitation program on the
likelihood that an individual will relapse into drug use.

In a broader scientific sense, researchers in these situations are interested in determining a
causal effect of the treatment. The effect caused by a treatment is a comparison of an outcome
a subject reveals after involvement with some treatment the subject actually received with
the latent, and unobserved outcome the subject would have exhibited under the alternative
treatment. This unobservable outcome for the individual under the alternative treatment is
known as a counterfactual outcome. However, as considered in more depth below, it can often
be very difficult, if not impossible, to make a strong causal inference regarding the effect of a
treatment.
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There are two main impediments to coming to a strong conclusion about the size of
the treatment effect, namely selection bias and response heterogeneity. These two issues take
a variety of forms in evaluation designs, and there are a number of different strategies to
address them. Depending on how well and appropriately they are addressed, we gain more or
less confidence that we are getting a valid estimate of the desired effect of a treatment.

Selection bias (or a selection effect) is the result of a situation in which a subset of
the population is more likely to be assigned to or select into some treatment than the rest
of the population. The problem is that the factors, which make this subset more likely to
select into the treatment, may also be directly influencing some outcome of interest. In this
case, a comparison of treatment and control groups may be inappropriate as it involves a
comparison of groups which are dissimilar in important ways prior to entering the treatment.
It is, thus, difficult to disentangle whether differences in outcomes after treatment between
the treatment and control groups are caused explicitly by the treatment, or if they may be
due to these preexisting differences, between groups. Such preexisting differences which mask
the true causal nature of the relationship between treatment and outcome, are often referred
to as confounders. For example, if we are trying to determine the true causal effect of being
sent to prison on an individual’s subsequent criminality, the problem is made difficult by
the fact that those offenders who are likely to be sent to prison are inherently likely to be
more criminally active after being released than those who are not sent to prison. Inherent
differences between groups bias our estimate of a true causal effect to an unknown degree,
and while this problem is typically well recognized, it is not always properly controlled for in
many empirical designs.

There is a second issue which is less mentioned, yet, is equally problematic for assess-
ing treatment effects for their policy relevance. Heterogeneity in response to treatment among
different subsets of the population presents issues when both estimating the causal impact
of a treatment as well as when applying the observed effects to program or policy improve-
ments. In some instances, even if one is able to get an unbiased estimate of the effect of a
treatment on some subset of the population, it may not be generalizable to the population at
large. In other words, the same treatment may have dramatically different effects on different
segments of the population; that is, different subgroups may respond differently to exposure
to the treatment. If this is the case, any attempt to generalize the effects learned from one par-
ticular segment to another may rely on extrapolation and lead to nonsensical, or even worse,
harmful conclusions. For instance, suppose we find evidence that one-on-one sessions with a
school psychologist greatly benefit children who follow a high, chronic trajectory of conduct
problems by reducing this behavior. It is likely the case that providing the same sessions to
those children who do not exhibit such intense conduct problems may not only fail to bene-
fit these children, but may actually work to impede some of their basic school outcomes by
removing them from the classroom environment.

These issues are certainly not new. Researchers address them regularly, using a variety of
quantitative methods ranging from randomized treatment assignment, sophisticated statistical
and econometric methods, to testing the representativeness of samples to ensure generaliz-
ability. We mention them here as a backdrop for our discussion of the more common ways
that treatment effects are estimated in the literature. Carefully considering how selection bias
and heterogeneity of response have been addressed in a particular approach is essential for
applying findings about treatment effects to policy questions appropriately.
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DEFINING TREATMENT EFFECTS

There are several specific quantities which fall under the broader rubric of “treatment effect.”
We use the potential-outcomes conceptual framework, first introduced by Neyman (1923)
and later developed by Rubin (1974, 1977, and 1978), to define these different quantities.l
Due to scope and spatial constraints, we restrict our discussion exclusively to point-treatment
studies, where the impact of a single treatment on some later outcome in an individual is con-
sidered, and there are no multiple time-dependant states of treatment status. In other words,
we only consider such cases where there is neither treatment exposure nor covariate confound-
ing which is time-dependent.” This seems to us to be the most common situation encountered
when practitioners and policy makers question whether there is sufficient evidence to believe
that something “works.”

Bodies of literature regarding specific treatments are often analyzed and summarized
using meta-analyses, which treat separate studies of treatments as data points in an analysis of
overall effectiveness of a particular approach. We do not address this technique here, as there
is a separate chapter in this volume specifically devoted to this topic. The discussion here,
however, raises questions that might be considered when conducting these sorts of summary
analyses, especially with regard to the types of treatment effects considered to be equivalent
in the consideration of a set of investigations.

Some Basic Notation

Let y; denote some outcome with treatment and yo denote the outcome without treatment.
Notice that since an individual cannot be in both states of treatment simultaneously, we cannot
observe both y; and yg. Let Z = 1 for each subject if that subject has been treated, and Z = 0
if the subject is assigned to the control condition. To measure the effect of the treatment, we
are interested in the difference in the outcomes in each treatment condition, y; — yo.

Notice that this treatment effect cannot be calculated for individuals, since any single
individual’s counterfactual outcome is never actually observed. In other words, we are only
able to observe an individual’s outcome either under treatment or under control, but never
both simultaneously. Therefore, when evaluating the effect of a treatment, we are limited to
estimating the average effect across either some predefined population or subpopulation.

Population Average Treatment Effect

We define the population average treatment effect (PATE) as

E(y1 — yo)

The PATE (or, alternatively, the average treatment effect, or ATE) is the expected effect of
treatment on a randomly drawn person from the population. This answers the question, if

! For a thorough overview of the framework of the Rubin Causal Model, see Holland (1986).
2 For a discussion of these more complicated situations involving time-dependency in treatment and covariate
confounding, see Robins et al. (2000) and Robins et al. (1999).
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we could randomly choose someone from the entire population and treat them, what would
we expect the effect to be? Conceptually, this quantity may appear to be highly attractive to
researchers, since it provides an estimate of the effect of a policy across the entire population.
This same reason, however, also undermines the utility of this estimate in many situations. The
PATE is sometimes not practical because as it averages precisely across the entire population
in making an estimate, it may include units never eligible for particular types of treatment in
the first place.

Consider an example where we are interested in estimating the effectiveness of a techni-
cal job training program on increasing the future labor market success of those who participate
as measured by future wages. There are some individuals in the population such as those with
a 4-year college degree, for whom this particular type of training might have zero, or per-
haps even a negative impact on their future wages. Many of these individuals would likely
never enter such a training program in the first place. Therefore, the PATE, which takes the
entire population into consideration, is often not particularly useful in evaluating the effec-
tiveness of a specific treatment, since it gives an estimate of a treatment effect that will never
happen.

The PATE is well suited to provide information about the possible impact of univer-
sal prevention efforts. Because the PATE estimates the effect of a treatment on a population,
it provides an estimate of the overall societal cost or benefit connected with particular policies
or practices. For example, exposure to lead has been shown to have an effect on the devel-
opment of early antisocial behavior (Needleman et al. 1996; Nevin 2000), and subsequent
estimates have been made regarding the amount of delinquency in a particular locale that can
be reasonably attributed to this exposure (Wright et al. 2008). These estimates of the PATE
indicate the expected impact across the entire population of children from lead exposure.
Thus, they give policy makers an indication of the potential general payoff from a broadly
implemented strategy and the concomitant benefit and cost deriving to each taxpayer.

Average Effect of Treatment on the Treated

A second quantity of interest is known as the average effect of the treatment on the treated
(ATT), which is defined as

E(y1 —yolZ =1)

The ATT is the mean effect for those who actually participated in the treatment or program.
It answers the question, for a random individual who actually received the treatment, what
would we expect this effect to be? The PATE and ATT generally differ, but are equivalent in
some special cases discussed below. Return to the job training example from above. A pro-
gram evaluator charged with understanding the effectiveness of such a program would likely
wish to know how the treatment affected those who actually underwent the training, with no
concern for those who had no intention of doing so. Thus, the ATT is a much more appealing
quantity in this case and in many others. Ridgeway (2006) provides an empirical example
of ATT in his analysis of the role of racial biases in traffic stop outcomes, by using propen-
sity score weighting (McCaffrey et al. 2004). For the purposes of estimation, Ridgeway notes
that in general, propensity scores methods (chapter in edition; see also Rosenbaum and Rubin
1983) are closely linked to the potential-outcomes framework.
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Within-Group Treatment Effect

It certain instances, we might be interested in how some treatment affects a certain subgroup
of the population. Rather than just being concerned with how a program has an effect across
the whole population or those who were enrolled in the program, we might want to know how
the program affects a particular group of policy interest (e.g., females vs. males). Both the
PATE and ATT can be redefined to generalize to a specific subset of the population. We may
do this by simply expanding these definitions to condition on some covariate x or vector of
covariates X.
The PATE conditional on X is simply

E(y1—yolx)

This quantity answers the question, if we randomly treat an individual from the entire pop-
ulation with characteristic x, what would we expect the effect to be? For example, consider
the example of estimating the effects of lead exposure presented above. The PATE obtained
above regarding the effects of lead exposure may be valuable for estimating the overall impact
of a program limiting the use of certain materials in a community. By examining the PATE
for those individuals living in housing projects versus the rest of the community, however,
we would get a picture of the relative effect of focusing efforts at control in just those set-
tings. The PATE estimates conditioned on certain individual level characteristics of a sample
can thus provide guidance about ways to maximize the impact of an intervention or policy
change.
Similarly, the ATT conditional on X is

E(y1 —yolx, Z=1)

This quantity answers the question, for a random individual with characteristic x who actually
received the treatment, what would we expect this effect to be? By suitably choosing x, we
may define the PATE and ATT for various subsets of the population. This may or may not
be important depending on the policy question one is interested in addressing. For example,
we might be interested in how incarceration specifically affects women as opposed to men,
or how a drug rehabilitation program helps chronic users as opposed to less serious users. We
explore differences in these quantities and their potential utility in more detail below.

SUMMARY

Clearly there are multiple ways to represent a causal effect of treatment. The different quanti-
ties used, however, are not all the same. Each answers specific, and sometimes very different
questions and they may give very different estimates under different conditions. Given this,
it becomes critical to recognize precisely which of these quantities is most appropriate to the
policy question of interest in any inquiry. Confusion about which of these estimates is most
appropriate, or worse, generic confusion in estimation, can lead to incorrect and potentially
harmful policy conclusions.

These considerations drive the remainder of the discussion in this chapter. We continue
by considering the two distinct situations under which researchers must estimate and inter-
pret effects of treatment. In one, researchers are allowed to randomly decide who receives a
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treatment, and, in the other, individuals are allowed to self-select into treatment through their
own means or via some other, nonrandom mechanism. We consider the latter case, which is
much more prevalent in the social sciences, in deeper detail.

INTERPRETING TREATMENT EFFECTS UNDER RANDOMIZATION

Causal Effects in Randomized Experiments

The universally accepted best method for determining a treatment effect is to conduct a con-
trolled application of a treatment to two groups, composed at random, who either receive or
do not receive the treatment. This strategy of randomized controlled trials, or RCTs, has been
widely accepted in medicine for a long time and is currently coming more into vogue as the
sine qua non of scientific proof in the social sciences (Weisburd et al. 2001; see also evi-
dence from the Campbell Collaboration, http://www.campbellcollaboration.org/index.asp). In
this approach, the researcher is conducting an experiment and has the power to control the
assignment of the treatments to subjects. Thus, the treatment can be randomly assigned. This
is critically important, then, as the treatment assignment will not be correlated in any way
with the outcome in question. This tends to produce relatively comparable, or balanced treat-
ment groups in large experiments, meaning that the treatment and control groups are similar
in terms of the distribution of both observable and unobservable individual characteristics,
which are set prior to the treatment. Thus, randomization essentially rules out the presence
of selection biases confounding the estimated effect. Although we draw caution to some
important considerations below, we cannot stress strongly enough that randomization with
a sufficiently large sample is the absolute best condition under which to determine causal
effects of treatment.

In the case of treatment randomization, the PATE can be thought of in the potential-
outcomes framework as a simple difference in means of treatment and comparisons:

PATE = y1 — yo

Under randomization, this simple difference in means yields an unbiased and consistent esti-
mate of the causal treatment effect — a very powerful result. Also note that randomization
implies that all individuals within the population are equally likely to be treated (say, with
probability = .5), and thus, the PATE and the ATT will be equivalent.

Furthermore, randomization can be applied usefully in more basic regression contexts as
well. Consider the following simple regression model

yi=0a+BZi +u;

If the treatment is randomly assigned, then it is independent of all other factors, or formally,
Cov(Z, u) = 0, meaning that, an Ordinary Least Squares (OLS) estimate of § in the above
equation will too yield an unbiased and consistent estimate of the PATE.

While randomization is unequivocally the de facto gold standard in evaluation research
for the reason described above, we still must be careful about simply generalizing this effect to
a wide population. It may be that not all members of the population were equally eligible to be
included in the treatment allocation process. Thus, simply because we employ randomization
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of treatment, this does not mean we have a universally generalizable treatment effect. If the
group eligible to be selected for treatment is not the same as the population in general, then
any attempt to extend the results to the population at large is potentially problematic. This is
sometimes referred to as a lack of external validity (Shadish et al. 2001), and it can present
serious complications to the conclusions, even if there is pure randomization of treatment
assignment.

This issue becomes relevant when implementing “evidence based practices” in different
locales. Oftentimes, researchers conduct controlled studies of a treatment program in several
locales, documenting impressive treatment effects for a particular intervention approach. This
treatment effect may or may not be found, however, when the intervention is then applied
to locales that differ substantially from the demonstration locales (e.g., in the demographics
of the adolescents/families served, the history of the individuals referred to the intervention).
The generation of a treatment effect is certainly a different process than demonstrating the
applicability of that effect to a broadly defined group of individuals such as serious adolescent
offenders in general. While concerns such as these are most common, there are other factors
with randomization, which need be considered. Heckman and Smith (1995) offer a thoughtful
and detailed discussion of some other important considerations and limitations of experiments
and randomization in the social sciences.

Another important caveat of randomization, which poses a potential threat to the exter-
nal validity of measured treatment effects, deals with treatment compliance, or more precisely,
the lack thereof. It cannot simply be assumed that all individuals who are randomly assigned
to receive some treatment or control actually do receive it, or, in other words, comply with
their assigned treatment status.” Noncompliance can occur in two general forms. First, an
individual who is randomized to the treatment group can end up not receiving the treatment.
This is known as treatment dilution. Second, some subjects who are assigned to the control
group could still potentially end up receiving treatment. In this case, we have treatment migra-
tion. Both of these occurrences are potentially problematic, as they could possibly reintroduce
selection biases into the interpretation of a randomized experiment if not properly considered.

One initial strategy to deal with noncompliance (which at first seems rather intuitively
appealing) is to simply ignore those who did not properly comply, and estimate treatment
effects from only those who did properly comply. However, the exclusion of noncompliant
individuals will likely not be random, if the reason for noncompliance is correlated with
the outcome in question. The result is a nonrandom compliance group that no longer bal-
ances overall pretreatment characteristics, and thus, might not reveal the realistic effect of
the treatment. For example, consider a hypothetical therapy intervention for terminally ill
cancer patients aimed at prolonging their survival time. Some of the most seriouslyill indi-
viduals might die prior to receiving treatment. This is an extreme example of noncompliance;
however, by excluding these individuals from the analysis, we are, in all likelihood, limiting

3 The concept of noncompliance should be thought of in a purely statistical interpretation in this case, where it literally
means not adhering to the randomly assigned treatment. Often, particularly in some clinical applications, the term
noncompliant can have a negative connotation, as in lack of willingness to accept a helpful therapy. Noncompliance
can occur for a variety of reasons, not simply lack of insight or stubbornness, and should therefore not be thought
to indicate anything negative about an individual when used in this context. For instance, if a chronic headache
sufferer is randomized into the treatment group testing the effectiveness of a new drug and chooses to not take the
drug for the simple reason that there is no pain at the time of treatment, then this individual is a non-complier as
defined here.
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the most severelyill individuals from the treatment group but not the control group (in which
case, we are still capable of observing their outcome, survival time). As such, we gain a biased
estimate of the treatment effect.

An alternative is to conduct an analysis based on Intention to Treat (ITT), which requires
the inclusion of individuals as members of the treatment group to which they are assigned,
regardless of compliance or noncompliance. In contrast to the above strategy of excluding
noncompliers, this approach may, at first glance, seem counterintuitive; for example, including
people who refuse to be treated in a treatment group does not seem very logical. However,
the ITT framework is actually critical in that it preserves randomization, which is in direct
contrast to the approach of excluding those who do not comply. Also, it can be interpreted
as a much more practical assessment of external validity. Assessing the size of a treatment
effect in an ITT framework provides a picture of what the impact of a treatment is likely to be
when the approach is implemented in the real world. It builds in the attrition that a particular
intervention might precipitate into the estimate, thus, in many ways allowing for both the
potentially positive and negative aspects of an intervention to be considered. Since it retains
randomization, it tests whether the overall effect of the intervention is likely to be positive
when it is implemented with individuals like those who are enrolled in the study.

However, there are some limitations to an ITT analysis; most notably, it may reveal a
more conservative, or muted estimated treatment effect because of dilution from noncom-
pliance. This is problematic, particularly if one wishes to test for the inequality of different
treatment effects, since it will be harder to reject a null hypothesis of no difference. Also,
if there is an unusually high degree of noncompliance, then it can become complicated to
interpret the estimated treatment effect.

Local Average Treatment Effect

Although randomization is a powerful method to deal with selection bias, opportunities for
pure experimental randomization are rare in many of the social sciences. There are, how-
ever, situations where randomization of treatment may naturally occur through some other
mechanism for some segment of the population, and thus, preserve many of the benefits of
experiments. Such situations, known as natural experiments, may be exploited in order to cir-
cumvent some issues of noncompliance as well as provide useful estimates of treatment effects
when explicit randomization of treatment assignment is generally unfeasible or impossible.

In such cases, instrumental variable (IV) methods may be employed. IV methodology
relies on pockets of exogenous variation which affect treatment assignment in ways otherwise
unrelated to the outcome of interest. Moreover, it yields another sound solution to the problem
of noncompliance. For instance, Angrist (2006) shows how IV methodology can be applied to
the Minneapolis domestic violence experiment (Sherman and Berk 1984; Berk and Sherman
1988) to counteract the problems of noncompliance in arrests for domestic disputes.

When using IV to estimate causal treatment effects, however, it is important to note
that we identify yet another quantity. Recall that, with IV, the source of exogenous variation
critical to identification of the treatment effect, centers on individuals being induced to receive
treatment based on their having different values of the instrumental variable. As such, the
treatment group can be broken into two distinct categories as defined by Angrist et al. (1996):
always-takers, or those who select into the treatment regardless of their individual value of the
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instrument, and compliers, or those individuals who would not have selected into the treatment
had the instrument not induced them to do so.*

With the assumption of monotincity, (that is, some binary instrumental variable, D,
makes everyone either more or less likely to select into some binary treatment, Z, but not
both), Imbens and Angrist (1994) define what they call the local average treatment effect
(LATE), which can be written as:

E(y|D =1)—E(y|D =0)
P(Z=1D=1)—P(Z=1|D =0)

Notice that numerator in this expression, which is commonly known as the Wald estimator, is
the difference in outcome between the two groups split by the binary instrument, D. However,
since not everyone receiving a value of D = 1 will also select into treatment (i.e., have
Z = 1), this difference in outcomes for the two groups must be adjusted by the probability
that individuals in each group select into treatment. As such, having a value D = 1 must
induce some additional subset of individuals to select into treatment, Z = 1, than would not
select in if D = 0, or else there will be no identification, as the denominator of this quantity
would be equal to zero.

However, this identification comes at a price. Since it is identified only off of the
compliers, without the very strong assumption of treatment effect homogeneity, the LATE
will not equal either the PATE or ATT. Instead, the LATE estimator answers the question,
what is the expected effect for the compliers, or those who received treatment explicitly
because the instrument induced them to do so but otherwise would not have selected into the
treatment?

For example Angrist (1990) employs IV methodology in an attempt to determine the
causal effects of military service on future civilian labor market outcomes by using the
Vietnam draft lottery number IV. The treatment group, that is, those who joined the mili-
tary, included two distinct groups of individuals: those who would have joined the military
regardless (i.e., the always-takers), and those who only joined because their low draft number
induced them to do so (i.e., the compliers). Allowing that the draft number met the assump-
tions to be used as an instrument (i.e., it predicts military service but is otherwise random),
Angrist is able to estimate the causal effect of military service on future wages in the civilian
labor market, but is only able to generalize with regard to those who only joined the military
because they had a low draft number. There is no way to estimate the effect for those who
joined the military regardless of draft number (which likely includes those with the worst
potential civilian labor market outcomes, an interesting subgroup in this context) This inher-
ent inability of the LATE estimator to generalize to a broader set of the population is one of
its main criticisms, and it has been argued that natural experiments and IV methods are best
suited when the response to treatment is homogeneous (Heckman 1997; Angrist 2004).

There are, however, some instances where the exogenous variation exploited by an IV
answers precisely the policy question of interest, and hence, the LATE estimator may actually
be the most preferred method. Consider an example of two adjacent areas, say neighboring

4 Angrist, Imbens and Rubin also defines a group known as never-takers, or those who, regardless of the instrument,
never select into treatment, and therefore are not included as part of the treatment group. Furthermore, the assump-
tion of monotonicity effectively rules out the existence of defiers, or those who would have selected into treatment
had the instrument made them less likely to do so, but not selected into treatment had their value of the instrument
made them more likely to do so.
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counties, which are relatively homogenous, except that one adopts a policy lowering the legal
limit of blood alcohol content for driving in hopes of deterring Driving Under the Influence
(DUI)’s. Clearly, those who are the worst offenders of driving under the influence of alcohol
(i.e., those who choose to drive no matter how much they have to drink) will not be deterred
by such a change. Yet, such a policy is not aimed at curbing these individuals anyway, but
rather, those at the margin, who may be deterred from driving given the lowered legal limit.
It is the impact on these individuals that the LATE estimator provides, and it can be argued
that in this context, the LATE estimate is most relevant for evaluating the effectiveness of the
policy. The ATT, often attractive in other instances, would not be suitable here, since it would
consider all drunk drivers, including those who would never respond to such a policy shift.

Summary

True randomization of treatment assignment is undoubtedly the best way to evaluate causal
effects of treatments. It should be noted that no statistical or econometric methodology, no
matter how sophisticated, can do better in terms of estimating treatment effects, and often-
times yield substantial bias in the presence of specification errors (see Lal.onde 1986, for
an assessment of several nonexperimental estimators). Furthermore, even in situations where
pure randomization is infeasible or impossible, pockets of exogenous variation, such as abrupt
law changes or variation in policy in otherwise similar areas may present the possibility of a
convincing natural experiment. This high regard for randomization or the estimation of exoge-
nous effects should be tempered, however, by skepticism about whether the requirements of
randomization are really met in any investigation. Randomization is often difficult to generate
convincingly, and the methods used in a study to achieve randomization matter in terms of
the estimate of the treatment effects. For example, Weisburd et al. (2001) compared studies
involving randomized and nonrandomized interventions in the National Institute of Justice
Studies, and found study design to influence its conclusions substantially. Without a demon-
stration of effective randomization, the treatment effects generated in such studies should
be examined closely for the possible impact of factors such as compliance on the estimates
obtained.

In many situations, randomization is simply impossible. Interventions are rarely withheld
at random, experiences do not occur at random to individuals, and policies are not applied to
only a randomly selected subset of population. We now consider such situations, which are of
much more importance to criminologists.

TREATMENT EFFECTS IN OBSERVATIONAL DATA

In most evaluation research in social science, in general, and in criminology in particular, ran-
domization of treatment assignment is neither possible (e.g., incarceration) nor ethical (e.g.,
drug use), meaning that people may self-select into the treatment they wish to receive. Conse-
quently, one must rely on data from an observational study in order to study these treatments
and their effects. An observational study is an empirical analysis of treatments or policies
and the effects that they cause, which differs from an experiment in that the investigator has
no control over the treatment assignments (Rosenbaum 2002). As mentioned earlier, these



174 Thomas A. Loughran and Edward P. Mulvey

situations involve consideration of selection effects, in which differences in outcomes between
treatment and control groups may be due to preexisting differences of those who are and are
not selected for treatment as opposed to an actual causal effect of the treatment. There are
multiple methods that can be employed to correct for selection bias and these methods work
with varying degrees of success to eliminate these effects.

As mentioned above, though, this is not the end of the story. Even in instances where
we may reasonably believe we have eliminated all or most of the bias due to selection for
some subgroup of the population, it still may be the case that the treatment effect we estimate
is not necessarily generalizable to the population at large due to population heterogeneity in
the response to treatment. While this residual bias or apparent lack of external validity may
appear to be problematic on the surface, we develop an argument below as to why this is not
always the case. Instead, we see this variability as an analytic opportunity. In particular, we
posit several situations in which the global treatment effect, that is, an effect describing the
treatment effect for the entire population (or treatment population) in question, is actually less
interesting and relevant for substantive policy applications than the variable effects that might
exist within subpopulations of the group examined. Before we get to an illustration of this
latter point, however, we will examine the issues related to constructing valid estimates of
treatment effects when confronted with observational data.

Common Support

When attempting to estimate treatment effects with observational data, it is critical to deter-
mine whether proper counterfactual outcomes can be found within the control group data.
In an ideal situation, a counterfactual outcome can be generated in the control group data to
directly assess the impact of the treatment in question. In many situations, though, this is
impossible. Consider the example of testing the discharge practices used in a forensic psy-
chiatric hospital. There are simply some individuals who will never be released because of
the bizarre and violent nature of their crimes and their lack of responsiveness to medications.
Finding the counterfactual of what would happen if a person with such a severe criminal and
mental health profile were released is simply not possible.

In the absence of such counterfactual outcomes, depending on the method of estima-
tion, we may be either estimating a biased effect, a fractional effect, which is not necessarily
generalizable to the population of interest, or an extrapolated effect, which has no meaning
at all. It is, therefore, necessary to assess the overall impact of these situations that cannot
be represented in any control condition to determine how applicable any observed treatment
effect might be to the policy in question. To do this, we may examine the conditional treat-
ment and control group distributions over some covariate x or covariates X to make sure there
is sufficient overlap, or common support. If there is a portion of treated individuals whose
values of x (or vector x) are so different that they are unlike any control individuals, then we
must be cautious in how we interpret our estimated effect.

An illustration of how some situations indicating different levels of common support
helps us to see the importance of this issue for later interpretation of any treatment effect
generated on nonrandomized treatment and control groups. Suppose we examine frequency
histograms of treatment and control group membership, based on some covariate x, which
is important in treatment selection, as is done in Fig. 9.1. Note that the dimension of x may
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FIGURE 9.1. Some examples of common support.

be easily increased to multiple covariates important to treatment selection, in which case, the
scale can then be thought of as some scalar combination of these values such as a propensity
score (Rosenbaum and Rubin 1983).

First consider Fig. 9.1, Panel A. In this case, the entire distribution of the treatment group
is overlapped by the distribution of controls on x. Thus, we have common support over this
entire distribution of treated individuals, and hence, a proper counterfactual for inference can
be generated in each case. Suppose we estimate the ATT in this case. We then might think of
the ATT as a global effect of treatment, that is, a treatment effect which is an average of, and
thus, generalizable to the entire treatment group.

Now consider Fig. 9.1, Panel B. Notice that much of the distribution of the treatment
group overlaps with that of the control group on the covariate of interest, although the upper
tail of the treatment distribution does not overlap. In this case, while most treated individuals
do have a proper counterfactual with which to compare, some in the extreme tail do not.
Screening these individuals out could potentially lead to the introduction of more bias in
estimating a global ATT, as there are treated individuals we are not considering (Rosenbaum
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and Rubin 1985). However, as developed below, while it may be the case that we have a biased
estimate of the global effect of treatment, in some instances, we may have a quantity which is
still relevant for some specific policy of interest.

Finally, consider Fig. 9.1, Panel C, which appears to have very little overlap between the
distributions of treatment and control groups. In this case, there may be very little we can infer
regarding the effect of this treatment as there is simply no proper comparison in the data. In
an instance such as this, we are powerless to do much. It is worth noting that this problem
may not disappear with a larger sample size. In econometric parlance, this is what is known
as a fundamental identification problem, that is to say, given the parameters of the problem,
we are unable to implicitly identify the treatment effect of interest (see Manski 1995, for a
general discussion of identification). Any attempt to quantify a treatment effect in such a case
would need to rely on extrapolation, and by extension, be more conjecture than conclusion.

Global vs. Limited Effects

In an instances where we are not fully capable of estimating the global effect of a treatment (as
in Fig. 9.1, Panel B above), it is often accepted that what we are able to estimate is merely a
“biased” treatment effect and generally not applicable in an evaluation sense (Rosenbaum and
Rubin 1985). However, it may be the case that the effect which we have estimated is actually
interpretable and valuable, from a policy perspective, despite not being a valid estimate of the
global treatment effect. For instance, if there are some individuals within the population who
are likely to be treated with high probability, or probability equal to one, then the effect of
the treatment on these individuals, at least in a policy evaluation sense, is generally likely to
be irrelevant. The policy question is not whether it is worth treating these individuals; they are
going to be treated anyway. Thus, the fact that no counterfactual exists in the data for these
individuals is not necessarily problematic. We would likely be more interested in answering a
policy question relating to those individuals who have some chance or none of being treated.
In many instances, these are the cases falling in the area of common support, as they are the
individuals “in play” in the policy sense.

Consider our earlier example of releasing individuals from a forensic psychiatric hospi-
tal. Even with variability in governing state laws and clinical practice, under which offenders
get released, an individual with multiple arrests who has committed murder and does not
respond to medication will not be released; that is, his probability of release is equal to 0, or
conversely, the probability of being retained equal to 1. Conversely, a young individual with
a strong response to treatment, a history of public nuisance crimes, and no prior arrests will
be released with probability equal to 1 (again, that is, he or she will likely have no chance of
being retained indefinitely in the hospital). Therefore, attempting to compute a global PATE
or ATT, it can be argued, is conceptually irrelevant in a practical sense, as there will never be a
situation where the laws and practice will be changed so as to release the murderer mentioned
above. Again, conversely, it is also difficult to imagine a world where the laws are expanded
to the point where the young, treatment-responsive misdemeanant will be retained for a long
period.

In cases like this, a more relevant policy question might instead be to ask, if we redraw the
line of demarcation for release from these facilities, where is the logical place to put it? Few
would argue that all of the murderers portrayed above should be released. Instead if we look
at the effects of release (say, on subsequent recidivism as a measure of future criminality),
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only on those where there is discretion involved, we may evaluate release policy in a more
pragmatic sense. Thus, the absence of a global treatment effect in this case is not necessarily
handicapping to the analysis, but instead, potentially conceptually preferable.

Global vs. Within-Group Effects

Another important instance of the potential of delimited effects occurs when we are capable of
estimating a global effect, yet the particular policy problem of interest is better addressed by
examining more localized, within-stratum effects. This situation occurs when one appreciates
the possibilities created by the issue of heterogeneity in a global treatment effect, introduced
earlier. In some instances, there may be a global null effect of a treatment, and one may
be tempted to say that the treatment in question is useless. Further consideration of possible
heterogeneous treatment effects, though, can lead to more focused analyses beyond the simple
assessment of the overall treatment effect. It may be that there is considerable heterogeneity
within various strata of the treatment group and the treatment is causing different groups to
respond significantly, but in different ways.

The effects of institutional placement in juvenile justice provide relevant examples. In
this area, there is often a global null effect of institutional care on the rate of rearrest in ado-
lescent offenders. As a result, it may be tempting to dispel any consequences, positive or
negative, of the use of these types of settings. It may be the case, however, that for certain
subgroups within the larger population, say older, more-seasoned offenders, being placed in
an institution serves no useful deterrent to future criminality. Conversely, for another sub-
group, say younger, more impressionable offenders, such a placement actually exposes them
to new people and situations, and thus, for such individuals, is actually criminogenic. Thus,
depending on the “case mix” of the treatment group, we might see an overall null effect, even
though there were actually strong opposite effects according to age group. If we feel that there
is theoretical or practical heterogeneity in the treatment group, then it is possible, if not likely,
that there is also heterogeneity in response to treatment. Depending on the policy question of
interest, it is likely worth examining subgroup effects to focus future policy alternatives more
specifically.

Summary

In the presence of observational data, it is typical of researchers to attempt to address selec-
tion, yet ignore heterogeneity, when quantifying treatment effects. We argue that both such
problems are equally dangerous, and when considering them, a focus on the relevant policy
problem or question should be employed to drive the analysis and results. Furthermore, often
despite the efforts to control for a selection effect, in observational data, there may always be
some unmeasured confounders, which we cannot account for because we have no observa-
tions of their values. If such unobservable factors exist, they may be responsible for bias but
we have no knowledge of the direction or magnitude of that bias. That is why randomization
is the gold standard, as it creates reasonable balance over all covariates, observable or not.

In the case of observational data, where we suspect such hidden biases may exist, it
is useful to conduct a sensitivity analysis for hidden biases in order to address this possi-
bility. A sensitivity analysis asks what some unmeasured covariate would have to be like
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in order to materially alter the conclusions of the study. Notice we are unable to actually
prove (or disprove) the existence of such a confounder, but if our results are highly sensitive
to potential hidden biases, then we may wish to reevaluate our general policy conclusions
(for more information of measuring sensitivity to hidden biases, see Rosenbaum 2002). Such
additional information about the robustness of treatment effects can be very informative, but
is rarely provided.

CONCLUSIONS

Empirical validation of the effects of practices and policies is central to the improvement
of interventions in criminal justice. The magnitude and specific effect of an intervention
can tell us whether that intervention is worth continuing from a cost-benefit perspective, or
whether the intervention should even be implemented in the first place. Too often, however,
this question is framed in a rather general manner, with little critical examination of whether
the treatment effect calculated matches the question asked about the implementation of the
policy or practice. The points raised in this chapter address the nuances of the different meth-
ods for calculating treatment effects and emphasize the fact that not all treatment effects are
created equal. Different policy problems and research questions require different approaches
to the quantification of treatment effects.

We have discussed several quantities, all of which fall under the rubric of “treatment
effect,” i.e., the PATE, ATT, LATE, and various extensions of these quantities, which con-
dition on a specific subset of the population. None of these quantities is necessarily “right”
or “better.”” The main idea we stress is that the burden falls on the researcher to determine
which, if any, of these quantities is most relevant for the purpose of a particular policy appli-
cation, Naive use of any these quantities when another is better suited holds the potential for
inappropriate conclusions.

We urge the reader to focus on two central issues, selection bias and response hetero-
geneity when assessing the utility of any particular treatment effect estimate.

As we note, selection bias is a common, well-recognized nemesis of the social science
researcher, and we have oftentimes become somewhat complacent about documenting its
effects. In the absence of a selection bias (or, alternatively, if one feels that it has been com-
pletely and properly accounted for), one is often tempted to invoke an argument of causality.
Although tempting, we urge the reader to treat usage of the term “causal effect” with the
same level of concern that one might adopt in handling a container of highly explosive mate-
rial. Indeed, we may even have been too casual in how we discussed causality above, in the
context of our examples, providing insufficient attention to the key assumption of ignorabil-
ity of treatment in most treatment effect literature. That is, when attempting to make causal
inference, we must be sure there is nothing unobservable, which is potentially biasing our
estimates despite our best efforts to control for observables. This is why randomized trials, if
done correctly, remain the undisputed champion for inferring causality, since they are able to
rule out both observable and unobservable confounders. In the absence of randomization, our
ability to completely rule out the latter is oftentimes tenuous.

Finally, we urge the reader to consider that, even in the situation where one feels most or
all of the bias due to selection has been eliminated, the quantity still may not have a universal
interpretation. The idea of heterogeneity of the effect of treatment is one that is given consider-
ably less attention than the related problem of selection. It is, however, equally, if not in some
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cases, more important. Our position is that failure to consider the effects of heterogeneity of
treatment may rob us of many opportunities to be more useful than we currently are to policy
makers. The question may be posed as to whether something “works” or not, but there are
multiple ways in which we can provide an answer that illuminates under what conditions and
how it works best. Choosing the precise quantity for characterizing a treatment effect that is
applicable to the policy question at hand is one key to making evaluation more informative in
criminal justice.
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CHAPTER 10

Meta-analysis

DAVID B. WILSON

Advancement in science depends on a clear understanding of what is currently known.
A challenge in many areas of science, including criminology and criminal justice, is making
sense of rather disparate findings across studies of a common research question and grappling
with a large number of studies. Meta-analysis is a statistical method designed to tackle these
problems and approaches the task of taking stock of the literature as a research endeavor in
its own right. That is, meta-analysis applies the methods and logic of social science research
to the task of synthesizing results across studies and exploring explanations for variability in
those results.

The logic of meta-analysis is straightforward and examples date back over 100 years.
Arguably, the earliest was by Karl Pearson, the developer of the Pearson’s product moment
correlation coefficient (Pearson 1904, as cited in Hunt (1997)). Pearson synthesized the find-
ing from multiple studies of the effectiveness of inoculation for typhoid fever. The very idea
of inoculations was controversial among the medical community at the time. When looked
at individually, the results for the effectiveness of inoculation were inconsistent, with some
studies finding a statistically significant effect and others not. Pearson computed the tetra-
choric correlation between inoculation and mortality within each study and then averaged the
correlations across studies. The average result across studies clearly supported the value of
inoculations. By today’s standard, this was a meta-analysis, although the term was not intro-
duced until the 1970s (Glass 1976) and the statistical methods have undergone substantial
refinement.

Meta-analysis addresses a primary complication of synthesizing results across studies:
findings will differ. As an example, imagine that you are interested in the effectiveness of
a new treatment program, called XYZ, for adjudicated juveniles. An evaluation randomly
assigned 200 youth to either the XYZ program or a control condition and found a statistically
significant lower level of postprogram delinquent behaviors in the XYZ condition relative to
the control condition (43% vs. 57%, respectively). This single study is seen as a promising
evidence of the effectiveness of this program. Unfortunately, a second independent evalua-
tion with a smaller sample size, 50 in each condition, failed to find a statistically significant
effect. From a traditional perspective, this second study weakens the inference that this pro-
gram is effective. However, shifting the focus from statistical significance to the magnitude
and direction of effect shows that the second study also observed an association between
assignment to the XYZ condition and postprogram delinquency (30% vs. 45% for the XYZ
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and control conditions, respectively). Furthermore, the size of the effect is larger in the second
study. When combined with the first study, the results from the second study strengthens the
inference that the XYZ program is effective, rather than weakens it.

As seen in this example, the focus in meta-analysis shifts from statistical significance,
a common emphasis in more traditional methods of reviewing studies, to the direction and
magnitude of observed effects. This avoids a profound limitation of statistical significance:
A statistically significant finding is a strong conclusion, whereas a statistically nonsignifi-
cant finding is a weak conclusion. Recall that null hypothesis significance testing dictates
that we fail to reject (not accept) the null hypothesis when the p-value is not significant.
A nonsignificant finding may simply reflect a lack of sufficient statistical power, a common
problem in criminological and criminal justice research (Bushway et al. 2006; Lipsey et al.
1985; Weisburd et al. 2003). As such, statistical significance can be misleading when used as
the basis for drawing inferences across a collection of related studies.

For meta-analysis to make sense, the collection of studies on which it is based must
be estimating a common relationship of interest, such as that between program XYZ and
recidivism or between race and the likelihood of arrest in a police—citizen encounter. If the
studies are a collection of pure replications, then the idea of creating an overall estimate of the
effect is indisputable, as long as one accepts the logic and assumptions of standard statistical
practices in the social sciences. On the basis of these assumptions, we would expect some
replications to overestimate the true population effect and other replications to underestimate
the true population effect. The overall average should provide a more accurate and robust
estimate of the true population effect.

Collections of pure replications are rare within the social sciences. More typically, stud-
ies addressing a common research question will vary with respect to the operationalization
of the constructs, the implementation of any experimental manipulation, and other method-
ological or substantive features. For meta-analysis to be credible, one must be able to argue
that the studies are at least conceptual replications — each is examining a common empiri-
cal relationship despite substantive and methodological variations. The greater the variability
in study features, the more abstract the nature of the conceptual replication. For example,
the meta-analytic work of Lipsey (e.g., Lipsey 1995; Lipsey and Wilson 1998) on the effec-
tiveness of juvenile delinquency includes great variability in the nature of the intervention.
However, at a conceptual level, all of the studies are examining the relationship between a
juvenile delinquency intervention and future delinquent behavior.

The analysis of effect-sizes across a collection of pure replications focuses on estimat-
ing the common or mean effect-size. This focus shifts to an examination of the relationship
between study characteristics and observed effects as the collection of studies moves from
pure replications to more abstract conceptual replications. The differences between the stud-
ies, both substantive and methodological, and how these differences related to effect-sizes
takes on greater meaning than simply the overall mean effect-size.

OVERVIEW OF META-ANALYTIC METHODS

There are several distinct tasks involved in conducting a meta-analysis (see Cooper 1998;
Lipsey and Wilson 2001a). The first task relates to problem formulation and involves an expli-
cation of the research question(s) or objectives of the meta-analysis. Second, an explicit set
of inclusion and exclusion criteria must be specified that clearly define the characteristics
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of studies that will be included in the meta-analysis. Third, a comprehensive search for all
eligible studies, published or unpublished, is conducted. This typically involves searching
multiple sources, including bibliographic databases, reference lists of prior reviews and eli-
gible studies, Internet searches, and contacting authors active in the area (see Cooper 1998;
Lipsey and Wilson 2001a; Wilson 2009). The fourth task involves the coding of eligible stud-
ies. Using a coding form similar to a survey, information about the features of the studies are
captured and effect-sizes are computed. The latter represent the results or findings of the stud-
ies and are discussed in more detail below. Fifth, the effect-sizes are analyzed using statistical
methods specific to meta-analysis. These may include analyses that examine the relationship
between coded study features and effects sizes. And finally, the results are interpreted and
written up. The focus of this chapter is on the statistical methods of meta-analysis, that is, the
computation of effect-sizes and their analysis. Before introducing effect sizes, I discuss issues
related to primary study design and meta-analysis.

BASIC RESEARCH DESIGNS

Meta-analysis can be applied to many different research designs. Typically, a single meta-
analysis will be focused on studies that share a common research design or at least designs
that are conceptually the same and lend themselves to a common effect-size index, such as
experimental and quasiexperimental designs with a comparison group. Research designs can
be broadly conceptualized as univariate, bivariate, and multivariate. The former are designs
estimating a statistical parameter of a single variable, such as a mean or proportion. For exam-
ple, with colleagues I have conducted a meta-analysis of the proportion of homicide victims
testing positive for illicit drugs (Kuhns et al. 2008).

Bivariate research designs fall into two main types, those examining a correlation
between naturally occurring variables and those examining the relationship between an exper-
imental (or potentially manipulated) variable and a dependent variable. An example of the
former type is a meta-analysis by Lipsey and Derzon (1998) of cross-sectional and longitudi-
nal studies examining the correlation between risk factors and delinquent behavior. Examples
of the latter are bivariate designs examining the effectiveness of correctional programs, police
activities, or other policies designed to reduce crime. Lipsey and Cullen (2007) provide a
recent review of such meta-analyses within criminology and criminal justice.

Multivariate research involves the examination of three or more variables. Although there
are examples of meta-analyses of such research, often the focus is on a specific bivariate
relationship imbedded within the multivariate context. For example, Pratt and Cullen (2000)
examined the relationship between low self-control and crime from a collection of multi-
variate studies. Later in this chapter, I discuss complications involved in meta-analyzing
multivariate research. The analysis of univariate and bivariate research designs is generally
straightforward. The first step in the process is the selection of the appropriate effect-size
index.

THE EFFECT-SIZE

The key building block of meta-analysis is the effect-size. An effect-size is a statistical mea-
sure of the effect of interest that can be computed and compared across studies. In this context,
I am using the term effect-size in a generic sense — it can refer any statistical index that is
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aggregated across studies. Common effect-sizes include the standardized mean difference,
the correlation coefficient, the odds-ratio, and the risk ratio. The choice of an effect-size type
should be driven by the nature of the relationship of interest.

Most meta-analytic work in the social sciences has thus far focused primarily on bivariate
relationships although examples of meta-analyses of multivariate relationships and of single
variable point-estimates can be found. For a bivariate relationship, the selection of the effect-
size type will depend on the nature of both the independent and dependent constructs of
interest and whether these are inherently dichotomous (binary) or continuous.

The Standardized Mean Difference

The standardized mean difference (d) is applicable to research designs that involve the
comparison of two groups on one or more dependent variable. These two groups may be
experimental in nature, such as a treatment group vs. a control group, or naturally occurring,
such as boys vs. girls. As the names implies, the effect-size is based on the difference between
the means. Thus, this effect-size is best suited to a dependent variable with a continuous
underlying construct that will typically be measured in a manner consistent with the compu-
tation of means and standard deviations (below I will address how to estimate a standardized
mean difference from studies that measure the construct of interest dichotomously). The basic
equation for the standardized mean difference (d) is

X —-X
d = 122 , (10.1)
(n1 —1)s7 4 (np — 1) 83
ny+n,—2

where X1, 512, and n1, are the mean, variance, and sample size for group 1, and X, s%, and
n,, are the mean, variance, and sample size for group 2. The denominator of this equation is
pooled within groups standard deviation and serves to standardize the difference between the
means in terms of the natural variability on this dependent variable, less any variability due
to the treatment or group effect. A d of 0.5 indicates that group 1 is half a standard deviation
above group 2. It is this standardization that allows for comparison of effects across studies.

Hedges and Olkin (1985) showed that the standardized mean difference effect-size
is upwardly biased when based on small sample sizes. While this bias is relatively small
when sample sizes exceed 20 (Hedges 1981), it has become standard practice to apply this
adjustment to d even if your sample sizes all exceed 20. The equation for adjusting the
effect-sizes is

wz[y— 3 ]m (10.2)
4N —9

where d is from (10.1). This adjusted d is referred to as the unbiased standardized mean
difference effect-size.

Not all authors report means, standard deviations, and sample sizes for all outcome
measures. This necessitates computing d based on other available information. Some of
these alternative formulas are algebraically equivalent to (10.1) above, whereas others pro-
vide a reasonable estimate. An algebraically equivalent equation for computing d based on a

t-value is
d=q |t tn (10.3)
niny
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where ¢ is from an independent ¢ test assessing the difference between two means and n;
and n, are the respective sample sizes. Additional equations for computing d can be found
in Borenstein (2009) and Lipsey and Wilson (2001a). A simple effect size calculator is also
available at http:\\mason.gmu.edu\dwilsonb\ma.html.

Another common problem in the application of the d -type effect-size is that some of the
studies will use a dichotomous indicator for the dependent variable of interest. For example,
a meta-analysis of school-based bullying programs may be interested in aggression as the
outcome and aggression may be measured on an interval scale in some studies and dichoto-
mously (aggressive, not aggressive) in others. It is desirable to calculate an effect-size that is
comparable across both sets of studies. There are several ways to estimate a d -type effect-size
from 2 by 2 data (i.e., treatment vs. control by a dichotomous dependent variable). Computer
simulations by Sanchez-Meca et al. (2003) suggest that the best method is the Cox method
(Cox 1970), which is based on the logged odds-ratio. Using this method, d is estimated as

_ In(OR)
T 1.65

d , (10.4)

where OR is the odds-ratio (see below). This method is very similar to the Hasselblad and
Hedges (1995) method which divides the logged odds-ratio by 7/+/3 or 1.81. The latter
method slightly underestimates d, particularly for large values of the logged odds-ratio,
although in practice the difference tends to be slight. The Cox method also produces values
that are very close to the probit method.

The Correlation Coefficient

Correlational research is common in the social sciences. The correlation coefficient is a natural
effect-size for literature of this type. For example, Lipsey and Derzon (1998) conducted a
large meta-analysis of both cross-sectional and longitudinal predictors of delinquency. The
dependent variable, delinquency, was conceptualized as continuous in nature and often, but
not always, measured on a scale with a range of possible values. Similarly, the independent
variables, the risk factors, were also often measured in a continuous fashion or at least in a
manner consistent with the computation of a Pearson correlation coefficient.

Extracting correlation coefficients (r) from studies where the correlation is the natural
effect-size is generally straightforward: the majority of studies will report the correlation coef-
ficient. However, studies will be identified for which this is not the case. It is often possible to
use other available data to compute the correlation coefficient, or at least a close approxima-
tion. For example, a study might simply report the #-value associated with a significance test
of the correlation coefficient. In this case, r can be computed as

t
= (10.5)

where ¢ is the 7-value and df is the degrees of freedom. Similarly, if the study only reports
the exact p-value for the ¢-test of the correlation, the ¢-value can be determined using an
inverse distribution function (this is available in most all spreadsheets and statistical software
packages). Other equations for computing r can be found in Borenstein (2009) and Lipsey
and Wilson (2001a).
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The Odds-Ratio and Risk-Ratio

Dichotomous dependent variables are common in criminology and criminal justice. Research
designs that examine the relationship between a dichotomous independent variable, such as
assignment to a boot-camp vs. prison, and a dichotomous dependent variable, such as arrest
within 12-months of release, are well suited to the odds-ratio or risk ratio as the effect-size.
Data such as this can be represented in a 2 by 2 contingency table.

The odds ratio is the odds of success (or failure) in one condition relative to the odds
of success (or failure) in the other. An odds is the probability of an event relative to its com-
plement, the probability of the absence of an event. For example, assume that 54 of 100
offenders released from a correctional boot-camp were arrested in the first 12-months. Using
this data, the probability of an arrest in the boot-camp condition is 0.54 and the probability
of not being arrested is 0.46. The odds of an arrest in the boot-camp condition is 0.54/0.46
or 1.17. Assume also that we have a prison condition and that 50 of 100 offenders released
from prison were arrest in the first 12-months. The odds of an arrest for the prison condition is
0.50/0.50 = 1. The ratio of these two odds is the odds ratio, or 1.17/1.00 or 1.17. Thus, the
boot-camp condition has a slightly higher odds of an arrest than the prison condition. If we
had defined the event of interest as not arrest, then the odds ratio would have been the inverse
of this or (0.46/0.54)/(0.50/0.50) = 0.85. An odds ratio of 1 indicates a null effect. There is
a simple way to compute the odds-ratio (OR) using frequencies:

ad
OR = —, (10.6)

bc
where a, b, ¢, and d are the cell frequencies of a 2 by 2 contingency table. As done above,
the odds ratio can also be computed from the proportion exhibiting the event within each

condition as
_ pi/ (1= p1)
p2/ (1= p2)’
where p; is the event rate (proportion) for the first condition, and p- is the event rate for the
second condition.

The risk ratio (also called relative risk) can also be used in the above situation and is
easier to interpret as it is the ratio of the probabilities of the event, rather than the ratio of
the odds of the event. For example, the probability of an arrest for the boot-camp condition
is 0.54 and the probability of an arrest in the prison condition is 0.50. Thus, the risk ratio is
0.54/0.50 or 1.08. This can be interpreted as an 8% increase in the probability of arrest for the
boot-camp condition. Using cell frequencies, the risk ratio (RR) can be computed as follows:

OR (10.7)

a/(a+b) p1
A A 10.8
c/c+d) p2’ (108)

where a, b, ¢, and d are defined as above and p; and p, are the probability of an event for
each group, respectively. Despite its intuitive appeal, the risk ratio has two statistical limita-
tions (Fleiss and Berlin 2009). The first is that when the probability of the event is high in
the comparison condition, the theoretically possible values of RR are constrained. This may
produce (or add to) heterogeneity in effects across studies. The second is that the two proba-
bilities on which it is based cannot be properly estimated in retrospective studies that select
cases based on the outcome (Fleiss and Berlin 2009) (i.e., case-control studies). These designs
are common in epidemiological research. A criminological example would be to obtain a
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sample of delinquent and nondelinquent youths and then compare these groups on past his-
tory of potential risk factors. In this design, it is not possible to estimate the probability of
delinquency given the presence of the risk factor as cases were selected because they were
delinquent. The odds ratio does not suffer from these weaknesses and has other advantages
(see for a full discussion Fleiss and Berlin (2009) and Fleiss (1994)).

Other Effect Sizes

The standardized mean difference, correlation coefficient, odds ratio, and risk-ratio are by
no means the only possible effect-sizes for meta-analysis. Any statistical parameter that is
comparable across studies and reflects the direction and magnitude of the effect of interest
can be used as an effect-size. It is important, however, that the statistical parameter used is
not a direct function of sample size, such as a ¢-value, and that it has a computable standard
error. The latter is critical for determining the inverse-variance weight used in the analysis of
effect-sizes.

There are several examples of other effect-sizes that have been used in meta-analysis.
One example is the unstandardized mean difference. This would be used in situations in which
all of the studies of interest used the same dependent variable, such as the asocial tendencies
subscale of the Jesness Inventory. In this situation, there is no need to standardize the mean
difference prior to aggregation. An unstandardized mean difference may be more meaningful
as it maintains the original metric of the outcome measure. The unstandardized mean differ-
ence effect-size index was used in a meta-analysis of the effectiveness of teenage pregnancy
prevention programs conducted by Frost and Forrest (1995). The standardized gain score is
another example of an alternative effect-size index. There are numerous examples of meta-
analyses in the educational literature examining prepost gains across studies. Another example
of an alternative effect-size index is a proportion or rate. With colleagues (Kuhns et al. 2008),
I conducted a meta-analysis that examined the proportion of murder victims testing positive
for illicit substances. For statistical reasons (see Lipsey and Wilson 2001a), the analyses were
performed on the logit of the proportion, but the purpose here is simply to illustrate that the
effect-size index used in a meta-analysis should fit the research question and type of research
design being synthesized.

WORKING EXAMPLE

A sample of studies from a meta-analysis that I conducted with colleagues (Wilson et al.
2005) is used as a working example to illustrate the methods of meta-analysis throughout this
chapter. This meta-analysis examined the effectiveness of group-based cognitive-behavioral
treatment for adult offenders. Table 10.1 presents the data and odds-ratio effect-size for ten
studies included in that meta-analysis. These studies evaluated either the Moral Reconation
program, or the Reasoning and Rehabilitation program. Only those studies with a randomized
design or with a strong quasiexperimental design are shown. The latter studies had a credible
comparison group and provided evidence of the comparability of the treatment and compari-
son conditions. Only one effect-size per study is shown in this table. The selected effect-size
was based on a decision rule that gave preference to general measures of criminal behavior that
were dichotomous in nature. Furthermore, measures of arrest were preferred over measures of



188 David B. Wilson

TABLE 10.1. Odds-ratio effect sizes for group-based cognitive-behavioral programs for adult
offenders

Sample Size % Recidivating

Author Treatment Control Treatment Control Odds-Ratio Logged OR v w

Burnett (1996) 30 30 0.100 0.200 2.25 0.81 0.579  1.727
Johnson and Hunter (1995) 47 51 0.255 0.294 1.22 0.20 0.206 4.843
Little and Robinson (1989) 115 65 0.200 0.276 1.52 0.42 0.131  7.614
Little et al. (1991) 70 82 0.610 0.700 1.49 0.40 0.118  8.466
Little et al. (1994) 1,052 329 0.655 0.779 1.86 0.62 0.022 45.742
Porporino et al. (1991) 40 23 0.450 0.521 1.33 0.28 0.275  3.633
Porporino and Robinson (1995) 550 207 0.150 0.160 1.08 0.08 0.050 19.919
Robinson (1995) 1,746 379 0.212 0.248 1.25 0.20 0.018 56.895
Ross et al. (1988) 22 23 0.182 0.696 10.29 2.33 0.511  1.958

Note: These studies are a subset of studies included in Wilson et al. (2005) and represent two specific treatment
programs (Moral Reconation and Reasoning and Rehabilitation) and studies that were randomized or used high
quality quasiexperimental designs

conviction, and measures of conviction were preferred over measures of reinstitutionalization.
The first available posttreatment effect-size was used to increase comparability across stud-
ies. This decision rule resulted in a single effect-size per study. This differs slightly from the
analyses presented in Wilson et al. (2005), in which the analyses were based on a composite
effect-size per study, rather than a single selected effect-size.

Examining the data for the first study listed in the table, Burnett (1996), shows that
the treatment and control conditions had 30 individuals each. Only 10% of the treatment
group recidivated during the follow-up period compared to 20% in the control group. Using
equation 10.7, the odds-ratio is computed as

_0.10/ (1 -0.10)

OR= '~~~
0.20/ (1 —0.20)

= 0.444.

In this meta-analysis, we wanted to have larger values (those greater than 1) associated
with a positive treatment effect. This is accomplished easily by taking the inverse of the
odds ratio. Inverting the odds ratio simply changes the direction of the effect. For the above
odds ratio, the inverse is 1/0.444 = 2.25. Thus, the treatment group had 2.25 times the odds
of success as the control group. The remaining columns in Table 10.1 are discussed below.

META-ANALYSIS OF EFFECT-SIZES

In meta-analysis, the effect-size is the dependent variable and study characteristics are poten-
tial independent variables. The starting point of most meta-analyses is an examination of the
central tendency of the effect-size distribution: the mean effect-size. Also of interest is the
variability in effects across studies. A collection of effect-sizes might be homogeneous or het-
erogeneous. A homogeneous collection of effect-sizes varies no more than would be expected
due to sampling error alone. Essentially, the studies in such a collection are telling a consis-
tent story with respect to the underlying relationship of interest. A heterogeneous collection
of effect-sizes reflects genuine differences in the underlying effect being estimated by the
studies. More simply, there are real differences in effects across studies. These differences
can be explored through moderator analyses that examine whether study characteristics are
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associated with effect-sizes, or stated differently, account for some of the variability in effects.
A moderator analysis might simply compare the means of the effect-sizes across a categorical
variable, such as program type, or may adopt a regression based approach with one or more
independent variables.

There are two main statistical approaches to estimate the mean effect-size and related
statistics. The first is the inverse-variance weight method developed by Hedges and Olkin
(1985). This approach is widely used and is broadly applicable to a range of research ques-
tions. The second approach is the Hunter and Schmidt method (Hunter and Schmidt 1990,
2004; Schmidt et al. 2009). The Hunter and Schmidt method was developed in the context
of validity generalizability research within the area of industrial-organizational psychology.
The principle conceptual difference between these approaches is that the Hunter and Schmidt
method corrects effects sizes for methodological artifacts, including error of measurement
(unreliability) in both the independent and dependent variables, dichotomization of a contin-
uous independent or dependent variable, measurement invalidity, and range restriction. All of
these corrections increase the observed effect-size and attempt to estimate the true underlying
effect-size given perfect measurement, etc. Unfortunately, in many areas of research, partic-
ularly within criminology and criminal justice, the information needed to fully implement
the Hunter and Schmidt method is not available (e.g., reliability and validity coefficients),
limiting the applicability of the method. However, the Hunter and Schmidt method has been
widely used to synthesize psychometric research and is also popular within social psychol-
ogy. Schulze (2004) provides a nice comparison of these approaches, including Monte Carlo
simulations establishing the strengths and weaknesses of each. This chapter will focus on the
inverse-variance weight method.

Independence of Effects

A common complication of conducting a meta-analysis is that multiple effect-sizes can be
computed from an individual study. These multiple effect-sizes cannot be treated as indepen-
dent estimates of the effect of interest — they are based on the same sample and as such are
statistically dependent. Treating them as independent estimates would result in an overstate-
ment of the precision of the overall meta-analytic results. Thus, it is important to maintain
statistical independence among the effect-sizes included in any given analysis.

There are several methods for addressing this issue. First, distinct measurement con-
structs can be analyzed separately. For example, a meta-analysis of school-based drug-use
prevention programs could meta-analyze the effect-sizes based on measures of knowledge,
attitudes, and drug-use behavior separately. If multiple effect-sizes remain within a construct
category, then there are three options (1) compute the average effect-size (or select the median)
from each study, (2) select an effect-size based on a decision rule, or (3) randomly select one
effect-size per study. You may also run multiple analyses based on different decision rules.
The basic idea is to make sure that only one effect-size per independent sample is included in
any given statistical aggregation.

Another alternative is to model the statistical dependencies directly, thus allowing for the
inclusion of multiple effect-sizes per study in a given analysis. Methods have been developed
for meta-analysis to do this (e.g., Gleser and Olkin 1994; Kalaian and Raudenbush 1996).
Unfortunately, these methods are difficult to implement giving currently available software
and generally require information not typically reported by authors, such as the correlation
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among different measures. However, there are situations, such as the examples provided by
Gleser and Olkin (1994) and Kalaian and Raudenbush (1996), where the application of these
methods is worthwhile.

Weighting of Effect Sizes

Effect-sizes based on larger samples are more precise than effect-sizes based on smaller sam-
ples, all other things being equal. For example, a correlation coefficient between impulsivity
and aggressive based on a sample size of 200 is a more precise estimate of this relationship
than one from a study with a sample size of 50. Intuitively, it makes sense to give greater
weight to the more precise estimate. Although sample size would seem like the natural choice
of a weight, and was used as a weight in many meta-analyses conducted in the late 1970s and
1980s when the statistical methods of meta-analysis were undergoing rapid development, a
more precise statistical indicator of the precision of an effect-size is its standard error. The
smaller a standard error, the more precise the effect-size, at least in terms of sampling error.
Because greater weight is to be given to the effect-sizes with smaller standard errors, we need
a value that is the inverse of the standard error. Hedges and Olkin (1985) showed, however,
that the best weight from a statistical standpoint is based on the squared standard-error, or the
inverse of the variance.

For some effect-size types, such as the correlation, odds ratio, and risk ratio, the effect-
size must be converted into an alternate form for analysis to allow for the computation of
the inverse-variance weight. For example, the correlation coefficient does not have an eas-
ily computable standard error, but a Fisher’s Zr transformed correlation coefficient has an
easily computable one. Thus, when analyzing correlation coefficients, the correlation is first

converted into a z as follows!:
1
z=0.51n(1i_:), (10.9)

where r is the correlation effect-size. For values of r less than 0.30, the transformation is slight
(r = 0.30 converts to a z = 0.31) but increases as the value of r approaches 1 (r = 0.90
converts to a z = 1.47). The variance of z is a simple function of sample size:

1

) (10.10)

where n is the sample size for the correlation. The inverse of this is n — 3. As such, the
weight for a z-transformed correlation is essentially the sample size. You can convert final

! There is debate within the meta-analytic literature on the relative merits of analyzing the correlation in its raw
form or using the Fisher z transformed value (see Field 2001; Hunter and Schmidt 2004). Computer simulations
have shown that the raw correlation is slightly downwardly biased but to a lesser degree than the upward bias
of the z transformed value. The original purpose, however, of the z transformation was to provide a computable
standard error. An alternative approach is to use the raw correlation as the effect-size and approximate the variance

asv=(1— r2)2 / (n — 1) (e.g., Hunter and Schmidt 2004; Shadish and Haddock 2009).



10. Meta-analysis 191

meta-analytic results, such as the mean and confidence interval, back into correlations using
the following formula:
e —1
ek 41
As with the correlation, the odds ratio in its raw form does not have a computable stan-
dard error. This stems from the asymmetric nature of the odds ratio. Values greater than 1 up
to infinity indicate an increased odds whereas values less than 1 but greater than O indicate
a decreased odds of the event for the target condition relative to the control condition. An
odds ratio of 2 reflects the same strength of association as an odds-ratio of 0.5. Similarly,
an odds ratio of 4 reflects the same strength of association as an odds ratio of 0.25. The solu-
tion to this problem is the take the natural log of the odds ratio as the effect-size (Fleiss and
Berlin 2009; Fleiss 1994). This centers the effects around zero (the natural log of 1 is 0) and
positive and negative effects are symmetrical (e.g., the natural log of 2 is 0.69 and the natural
log of 0.5 is —0.69). The variance of the logged odds ratio is

(10.11)

I 1 1
V]n(OR):;+_+Z+E7

5 (10.12)

where a, b, ¢, and d are defined as above for the odds ratio. The inverse of this value is used
as the weight in meta-analyses of logged odds-ratios. Final results can be converted back into
odds-ratios through simple exponentiation (e.g., e¥ where x is the meta-analytic mean logged
odds-ratio or lower and upper bounds of the confidence interval).

The risk-ratio has the same complications as the odds-ratio with the same solution. Meta-
analysis is performed on the natural log of the risk-ratio. The variance of the logged risk-
ratio is !

A 1 —p ’
nipi nipi
where p; and p, are the proportion of positive events in groups 1 and 2, and n and n, are the
respective sample sizes (Fleiss and Berlin 2009). As with the logged odds-ratio, final results
can be converted back into risk-ratios through exponentiation.

The standardized mean difference effect-size does have a computable standard error and
therefore is analyzed in its raw form. The variance of the standardized mean difference is
computed as

VIn(RR) = (10.13)

ny +n; d?
Vg = + , 10.14
¢ ning 2(n1 +n3) ( )

where d is the small sample size adjusted standardized mean difference, and n; and n, are
the sample sizes for each group.

The formulas for computing the variance, and thus the inverse-variance weight, for other
effect-size types can be found in Lipsey and Wilson (2001a). What should be clear at this
point is that for meta-analysis to be possible on a collection of research studies of interest,
an effect-size index that is comparable across studies and that has a computable variance is
required. The statistical methods presented below are generic and suitable to all effect-size
types. ES will be used to denote an effect-size, v the variance of the effect-size, and w the
inverse-variance weight (i.e., 1/v).

Table 10.1 presents the logged-odds ratio, variance, and inverse-variance weight for
our example meta-analysis. Focusing on the first row of data, the natural log of the odds-
ratio is 0.81. Note that had we left the odds-ratios in their natural direction, with values less
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than 1 indicating a positive treatment effect (i.e., a reduction in recidivism), then the logged
odds-ratio for the calculated odds-ratio of 0.444 is —0.81. This clearly shows that taking
the inverse of an odds-ratio simply changes the direction of the effect. What is critical in a
meta-analysis is that you code effect-sizes so that the direction of the effect-sizes maintains
a consistent meaning across studies. The variance of the logged odds-ratio is computed using
(10.12). The cell frequencies of the 2 by 2 contingency table are not provided in Table 10.1.
They can, however, be determined through simple algebra. For the treatment group, the num-
ber of individuals recidivating (cell a) is the sample size times the percent recidivating. The
remaining cell frequencies can be found in a similar fashion. Applying (10.12) to the first row
in Table 10.1 produces a variance of

1+1+1+1 0.579
v==+—+-+— =0.579.
327 6 24

The inverse-variance weight is simply the inverse of this value:

1
w=——= 1727
0.579

Fixed-Effects and Random-Effects Models

In conducting a meta-analysis, you must choose between a fixed- or random-effects model.
The two models make very different assumptions about the data. The fixed-effects model
assumes that all of the studies are estimating a common population effect-size and that the
differences between the studies are simply a function of sampling error (Overton 1998;
Lipsey and Wilson 2001a; Hedges and Olkin 1985). This is rarely plausible with the pos-
sible exception of a meta-analysis of pure replications. In the case of moderator analyses,
the fixed-effect model assumes that any variability in effects across studies is a function of
sampling error. A random-effects model assumes two sources of variability in effects, one
from sampling error and one for study level differences. More specifically, the random-effects
model assumes a distribution of true population effects from which the observed studies are
sampled (Hunter and Schmidt 2004; Lipsey and Wilson 2001a; Overton 1998; Raudenbush
1994). The random-effects model is recommended unless you have good reason to assume
a fixed-effects model. Furthermore, a random-effects model will simplify to a fixed-effects
model if the variability in effects across studies is homogeneous (Overton 1998).

The Mean Effect Size and Related Statistics

As with any statistical analysis, it is wise to examine a distribution for outliers or other anoma-
lies. Outliers may represent genuinely unusual effects, often from small sample size studies,
or they may reflect a computational error; as such, it is worth verifying the calculation of
extreme effect-sizes. Both histograms and stem-and-leaf plots are useful graphical methods
of examining the distribution of effect-sizes. Because analyses are weighted, an effect-size
that represents an outlier may have a small effect on the overall analysis if it has a small
relative weight (large variance). Of greater concern is an outlier with a moderate to large rel-
ative weight. I recommend performing sensitivity analyses that include and exclude any such
effect-sizes.
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The mean effect size under the fixed-effects model is simply a weighted mean,
computed as

ES=“—>—_ | (10.15)

where w is the inverse variance weight, and ES is the effect-size. The subscript i denotes the
individual effect-sizes from 1 to k, where k is the number of effect-sizes.
Applying this equation to the data in Table 10.1 produces the following:

—  55.956
S = =0.37
150.798

Thus, the fixed-effects mean logged odds-ratio for these nine studies is 0.37. Taking the
antilogarithm of this value converts the logged odds-ratio into a simple odds-ratio:

OR = ¢"37 = 1.45.
The mean effect-size can be tested against the null hypothesis that the true population
effect size equals zero using a z-test. To compute z, you need to compute the standard error of

the mean effect-size:

(10.16)

Recall that the inverse-variance weight for an individual effect-size is based on its standard
error and a standard error is a statistical index of the precision of an effect-size. Thus, it is
intuitive that the precision of the mean effect-size is a function of the precision of the effect-
sizes on which it is based. The standard error of the mean effect-size (logged odds-ratio) for

the data in Table 10.1 is
Segs = ! = 0.081
ES ™ V150798 —

Using the standard error of the mean effect-size, z is computed as

ES
1= —. (10.17)
se

This tests the null hypothesis that the mean effect-size is zero. The mean effect-size is statis-
tically significant at p < 0.05 if the z is greater than or equal to 1.96, assuming a two-tailed
test. For a more precise p-value, consult the statistical tables in any good statistics book or

use the built-in distribution functions of computer spreadsheets, mathematical programs, or
statistical software packages. Applying this to the data in Table 10.1 produces

0.37
7= ——=4.57,
0.081
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a z-value that is statistically significant at a conventional alpha level of 0.05. Under the
assumptions of a fixed-effects model, we can clearly reject the null hypothesis that the
population effect-size estimated by this collection of studies is zero.

Arguably, more informative than a significance test is a confidence interval, and in meta-
analysis these are constructed in the usual manner using the standard error. The lower and
upper bounds of a 95% confidence interval are computed as:

E Siower = ES — 1.96se, (10.18)
E Sypper = ES — 1.96se. (10.19)

The 95% confidence interval for the mean effect-size for our working example is

37— 1.96(0.081) = 0.21,

Eslower 0.
0.37 — 1.96(0.081) = 0.53.

Esupper =
We can be 95% confident that the true population effect estimated by these studies is between
0.21 and 0.53, under the assumptions of a fixed-effects model.

An important issue in meta-analysis is whether the distribution of effect-sizes is homoge-
neous or heterogeneous. A homogeneous distribution is one that varies no more than would be
expected based on sampling error alone. In other words, the observed differences in the results
across studies can be fully explained based on chance variation stemming from sampling error.
A heterogeneous distribution is one that varies more than would be expected based on sam-
pling error alone. This indicates that at least some portion of the observed differences in the
effect-sizes across studies reflects true study effects. In statistical terms, there is a distribution
of true population effects being estimated by these studies.

A statistical test of homogeneity is based on the chi-square distribution and is

computed as
2

k
k (Z W,'ESI'>
i=1

Q =) wES; - S (10.20)
i=1 Z Wi
i=1
where the terms are defined as above. The degrees of freedom for Q is the number of effect-
sizes (typically denoted as k) minus 1. The significance level is determined using the chi-
square distribution. A statistically significant Q indicates that the distribution is heterogeneous
and that the assumptions of the fixed-effects model are unjustified. The observed variability
is greater than would be expected by chance suggesting that there are true differences across
the studies.
Applying this equation to the effect-sizes in Table 10.1 is straightforward. The Q for
these effect-sizes is

55.9562
150.798

0 =34.953 - = 34.953 —20.763 = 14.19,

with 8 degrees of freedom (the number of effect-sizes, k, minus 1). The p-value associated
with the Q is p = 0.077; as such, it is not statistically significant at a conventional alpha
level. We cannot reject the null hypothesis that these effect-sizes are homogeneous.
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A weakness of the Q test is that it is statistically underpowered in cases where the number
of studies is small, such as in this example. This often results in a failure to identify true
heterogeneity. Higgins et al. (2003) have proposed an alternative index of heterogeneity, 12,
recommended for use when the number of studies is small. This index is computed as

—d
1% = 100% x QQ i

(10.21)

and ranges from 0 to 100%. If Q is less than df, then 72 is set to 0%. The larger the value
of 12, the more heterogeneity, with the values of 25%, 50%, and 75% roughly representing
low, moderate, and high levels of heterogeneity. Applying this to the effect-sizes in Table 10.1
suggests that this distribution has moderate heterogeneity:

5 14.19—8
1% = 100% x — == = 44%. (10.22)

Computing the above statistics under a random-effects model involves first estimating
the random-effects (or between study) variance component (72), of which there are several
estimators (see Schulze 2004; Raudenbush 2009; Viechtbauer 2005). The most commonly
used one was developed by DerSimonian and Laird (1986) and is a closed-form method-of-
moments estimator. Not surprisingly, it is based on the value Q, the estimate of heterogeneity.
The DerSimonian and Laird formula for the random-effects variance component is

2= %2_1)2 (10.23)
S
>w

where the terms are defined as above. Notice that when Q is less than k — 1, 72 becomes
negative. Because it is not possible to have negative variability, negative values of 72 are set
to zero. The expected value for a chi-square is its degrees of freedom. Hence, if Q is greater
than its degrees of freedom (k — 1), then there is greater variability than expected under the
null hypothesis, even if not statistically significantly so. A Q that is less than k — 1 indicates
that there is less variability than expected under the null hypothesis. In this way, 72 reflec